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A B S T R A C T   

Modeling and understanding users interests has become an essential part of our daily lives. 
A variety of business processes and a growing number of companies employ various tools to such an end. The 

outcomes of these identification strategies are beneficial for both companies and users: the former are more likely 
to offer services to those customers who really need them, while the latter are more likely to get the service they 
desire. 

Several works have been carried out in the area of user interests identification. As a result, it might not be easy 
for researchers, developers, and users to orient themselves in the field; that is, to find the tools and methods that 
they most need, to identify ripe areas for further investigations, and to propose the development and adoption of 
new research plans. 

In this study, to overcome these potential shortcomings, we performed a systematic literature review on user 
interests identification. We used as input data browsing tab titles. Our goal here is to offer a service to the 
readership, which is capable of systematically guiding and reliably orienting researchers, developers, and users 
in this very vast domain. 

Our findings demonstrate that the majority of the research carried out in the field gathers data from either 
social networks (such as Twitter, Instagram and Facebook) or from search engines, leaving open the question of 
what to do when such data is not available.   

1. Introduction 

Modeling and understanding users interests has become an essential 
part of our daily lives (Kumar & Reinartz, 2012), becoming a crucial tool 
for marketing (Kim et al., 2010; Trusov et al., 2010), urban development 
(Ferdous, 2015), food services (Zeng et al., 2016), education (Robertson 
& Jones, 2009), use of social media (Zhang et al., 2021) and several 
other different domains or areas. A variety of business processes and a 
growing number of companies also employ user interests identification 
techniques on large scales (Mobasher, 2005; Montgomery et al., 2004; 
Wasim et al., 2011). 

The outcomes of these identification strategies or procedures are 
typically beneficial for both companies and users: the former are more 
likely to offer services to those customers who really need them, while 
the latter are more likely to get the service they desire (Lilien & Ran-
gaswamy, 2004). 

Early attempts to individuate people’s interests were carried out at 

the very beginning of the computer era -in the late sixties- and subse-
quently formalized for the first time by Hansen in 1971 (Hansen, 1972). 
This formalization played a very important role, as it allowed the field to 
evolve and to progress further. In particular, in the HCI community the 
very first work specifically devoted to classifying users was produced by 
Mac an Airchinnigh (Mac, 1982). This work originated a sequence of 
important followups and discussions, which were aptly summarised by 
Kofler in a landmark paper in 1986 (Koffler, 1986). 

Given the intriguing and multifaceted research implications but also 
the strategic business relevance of this subject, studies on how to iden-
tify users’ interests thrived. Research works focused on several different 
domains, including, e.g., spreadsheets (Bishop & McDaid, 2008), navi-
gation systems (Wen et al., 2013), and social networks (Antelmi, 2019), 
but also considered locations of users (Preo ţ iuc-Pietro and Cohn, 2013) 
and preferred user interfaces (Yuan et al., 2020). At the same time, the 
approaches used for analysing users’ behaviours also evolved. There are, 
nowadays, several different techniques based on a variety of approaches 
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(such as recommender systems (Hazrati, 2020), process analysis 
(Zhuang, 2017), analysis of web usage (Apaolaza, 2013), evaluating 
inputs to voice interfaces (Jung et al., 2020), and many more). 

All of above shows that research on this area is indeed very active. 
However, it also demonstrates that current research is performed under 
extremely wide conditions in terms of breath, scope, and even reach. 
This can make it challenging for researchers, developers, and potential 
users to orient themselves and identify what they exactly need. For this 
reason, we think that a systematic literature review on a focused area 
could be extremely beneficial for the field. 

In this study, we thus performed a systematic literature review on 
user interests identification, using as input browsing tab titles. Browsing 
activities (such as browsing tab titles) contain rich sources of informa-
tion and are very telling of users’ behaviours – they typically contain 
information about what people read and seek as well as about how they 
spend a significant part of their life (Ruiz et al., 2014). In this context it is 
worth noting that a recent study estimated that the world’s population 
devotes (on average) at least 3 h to online activities per day (Johnson, 
2021). Real online activity, though, is believed to be higher than 3 h per 
day, as the above-mentioned estimate included children, people in 
countries with limited internet access, and various other factors poten-
tially affecting the estimate itself. Moreover, interest identification has 
become a topic of heated debates even in business magazines and 
specialized IT websites that have recently highlighted the importance of 
using browsing activities to understand the behaviour of end users – see 
for instance a very recent discussion followed by a panel on Forbes 
(Huntinghouse et al., 2021; Williams, 2021), or a discussion specifically 
on tabbed browsing on Criteo (Pruett, 2020). 

In this research work we show that:  

● the work we conducted is original, as we did not identify any other 
systematic literature review performed on the same topic in recent 
years, and  

● our work has the potential to offer a service to our readership, as it 
provides a very valuable contribution towards orienting researchers, 
developers, and users in the vast amount of existing studies carried 
out on user interests identification. In particular, we claim that our 
work is helpful because it can allow researchers, developers, and 
users to: i. more easily locate the tools and methods they need, ii. 
identify the most promising open areas for future investigations, and 
iii. propose and develop new strategies for the implementation of 
such investigations. 

Before we proceed any further, we would like to note that we decided 
to restrict our analysis to scientific journals and conference articles. This 
was done to ensure the integrity as well as the accuracy and reliability of 
our findings. However, since the topic of our investigation is huge, we 
needed to organise our work systematically and coherently. For this 
reason, we decided to perform a systematic literature review on the 
selected research topic (identifying user interests from browsing activ-
ities, such as browsing tab titles). 

According to Fink (2019) (Fink, 2019), a Systematic Literature Re-
view (SLR) is “a systematic, explicit, and reproducible method for 
identifying, evaluating, and synthesizing the existing body of completed 
and recorded work produced by researchers, scholars, and practi-
tioners”. A SLR then offers to the reader a vast and comprehensive 
analysis of the research conducted in the field, while critically synthe-
sizing research in ways that can be beneficial for a larger audience. SLRs 
are very important tools as they offer a baseline for scientific progress 
and for this reason are increasingly used by researchers (Brereton et al., 
2007; Kitchenham et al., 2009). 

This SLR is organized as follows. Section 2 describes the protocol 
used in this SLR. Section 3 presents the results of the SLR. Section 4 
contextualises and critically discusses our findings. Section 5 offers an 
interpretation of our results in relation to the research questions char-
acterising this systematic literature review. Section 6 evaluates potential 

issues with this study as well as various other potential threats to its 
validity, while Section 7 draws some conclusion and outlines plans for 
future research. 

2. SLR protocol development 

This review was performed in accordance with the protocol defined 
by Kitchenham (2004) (Kitchenham, 2004) (Fig. 1) and in conformity 
with the “Preferred Reporting Items for Systematic reviews and 
Meta-Analyses (PRISMA) 2020,”1 which provides a guidance on orga-
nizing the review and helps reporting performed work and describing 
research findings (Brereton et al., 2007). The PRISMA checklist (Moher 
et al., 2009) is supplied in Table 13 as an appendix to this work. 

2.1. Research questions 

Any SLR starts out by individuating a series of research questions 
that guide and inform its development. This systematic literature review 
attempted to answer the following research questions: 

RQ1: What are existing approaches for the identification of users’ 
interests? 
RQ2: What technologies, tools, and methods can be used to perform 
interests identification? 
RQ3: How effective and reliable are such tools and methods? 
RQ4: Is the information that we gather from the browser tab name 
sufficient to perform interests identification? 

The motivation for 1 was to gain an understanding of what existing 
research has produced in terms of general approaches to user interests 
identification. In particular, we were interested in finding text-based 
identification approaches. Addressing this research question allowed 
us to understand what is the state of the art on this topic at the time of 
writing. 

The motivation for 2 was to find out which methods and approaches 
to interest identification are the most popular in the relevant industry at 
the time of writing. 

The motivation for 3 was to rank such methods and approaches in 
terms of effectiveness and reliability. 

The motivation for 4 was to understand whether it would possible to 
apply approaches and methods, found in 1 and 2, to perform user 
identification when having only a small amount of data. Knowing this 
information is important because it would allow us to understand what 
is the smallest possible amount of data needed to identify users’ in-
terests. This, in turn, would be instrumental to decrease model training 
time, while preserving prediction quality. 

2.2. Literature search process 

This section specifies the search process (keywords, search queries, 
and databases used), as well as the inclusion and exclusion criteria 
adopted in our Systematic Literature Review. This section also contains 
an evaluation scheme for our findings and various other relevant 
methodological considerations. 

2.2.1. Search resources 
In order to individuate benchmark papers in the field, we conducted 

a manual search through different databases, using a set of potentially 
relevant keywords. The keywords selected for our initial searches were:  

● interests identification  
● text classification  
● topic modeling 

1 http://www.prisma-statement.org. 
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● machine learning 

The following digital repositories were screened for our initial 
searches:  

● ACM Digital Library  
● Arxiv.org  
● Elsevier products (Scopus and ScienceDirect)  
● Google Scholar  
● IEEExplore Digital Library 

We believe that the list of databases used for our searches, although 
ameliorable, is quite comprehensive, hence reliable and scientifically 
sound. 

2.2.2. Search queries 
Having collected a list of benchmark papers, as it is customary in any 

SLR, we generalised our keywords and determined key topics, which 
were useful to inform and guide our subsequent searches. The first key 
topic we individuated was “user interests identification via browser tab 
name”. However, this key topic was too specific in its scope. In most 
cases in fact, the search results obtained by searching databases with it 
were closer or coincident to those found for ‘user identification’ or ‘user 
classification’; hence, to broaden our searches, we decided to use a 
wider set of topics that fell into a similar category. In particular, we 
decided to focus not only on users’ interest identification, but also on text 
and title classification. We decided to do so because there are a lot of 
studies related to topic identification on texts datasets (Hong & Davison, 
2010; Hu et al., 2014; Wallach, 2006) and sentiment analysis on short 
texts datasets (Dos Santos & Gatti, 2014; Hassan & Mahmood, 2017; 
Kiritchenko et al., 2014; Wang et al., 2016a). The idea was therefore that 
data for user interests identification could be collected in the same way 
as for topic identification or sentiment analysis. Moreover, since this 
work is related to textual data, it seemed essential to understand which 
natural language processing (NLP) techniques were most appropriate for 
usage (Oshikawa et al., 1811; Otter et al., 2021; Qiu et al., 2020, pp. 
1–26). This process allowed us to determined a final list of potentially 
relevant key topics. These included:  

● user interests identification  
● user personality classification  
● text classification  
● short text classification  
● title classification  
● NLP approaches 

Further, we converted each of the aforementioned topics into proper 

(more structured) search queries. Since only unlabeled data was avail-
able, it was necessary to add a key word, clustering, to the search queries 
produced. As a result, all searches were performed using OR- 
combinations and AND-combinations of the following:  

● (interest* OR user* interest*) AND (identification)  
● (topic* OR key topic*) AND (identification)  
● (user* OR user* personality) AND (classification OR clustering)  
● (title OR short text OR text) AND (classification OR clustering)  
● (text OR search queries OR short text) AND pre-processing  
● (NLP OR natural language processing) AND (approache* OR 

method* OR algorithm*) 

The queries were then edited to comply with the search capabilities 
of each system, but overall the semantics was retained. The search was 
performed in both titles and abstracts and the results of our query were 
stored in our reading log. The whole process is described in detail in 
subsection ‘Search Results by Sources’ below. 

2.3. Inclusion and exclusion criteria 

Having performed our initial searches, we then formulated our in-
clusion and exclusion criteria (Patino & Ferreira, 2018). The formula-
tion of inclusion/exclusion criteria is a necessary step for any systematic 
literature review (Kitchenham et al., 2009). Inclusion and exclusion 
criteria typically help identifying relevant studies for inclusion or 
filtering out improper or irrelevant sources. To determine which papers 
among those searched and initially gathered would be included in our 
review, we employed the following inclusion criteria:  

● Papers found using search queries specified above;  
● Papers related to at least two of the above-mentioned key topics;  
● Papers written in English;  
● Papers published on or after 2005. [This year was chosen as the 

starting point of our Systematic Literature Review as methods 
applied earlier than this year are mostly rule-based methods and 
their usage is nowadays deprecated];  

● Peer-review papers indexed by reputable publishers (such as ACM 
Digital Library, Scopus, ScienceDirect, IEEExplore Digital Library) 

The adoption of the criteria above-mentioned helped us obtaining a 
set of high-quality papers that were unlikely to be prone to specificity or 
biases. The inclusion of these papers in our literature log was instru-
mental to gain a reliable state of the art knowledge over the researched 
area. 

In our Systematic Literature Review we also used the following 
exclusion criteria, which we report below for completeness. 

Fig. 1. Steps involved in a Systematic Literature Review, according to Kitchenham (2004) (Kitchenham, 2004).  
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● Those papers that did not match at least one of the inclusion criteria 
specified above were automatically excluded from the review;  

● Duplicates found during the search process were also excluded from 
the review;  

● We evaluated the first 150 papers listed on the databases for every 
search query we used, more on this below;  

● We considered only peer-reviewed publications that appeared in 
either journals or conference proceedings. Hence, books and patents 
were excluded from this review. Peer-reviewed publications in 
journals and conference proceedings are notoriously harder to get, so 
we thought that considering only such publications could increase 
the quality of our systematic literature review (this is why we 
excluded patents and grey literature). There aren’t many books 
published on the topic, so we preferred not to focus on them at all. 

2.4. Search results by sources 

In this subsection we specify for the reader the exact process (search 
queries used for each of the selected databases), that led to the prepa-
ration of our reading log, hence, to the extraction of relevant data. 
During the search process, in the attempt to streamline our findings and 
make our task easier, while preserving scientific soundness, we consid-
ered the first 150 results in each search. Naturally, a lot of the items 
initially considered were not relevant for this study and below we pro-
vide a detailed description of the process of inclusion/exclusion (data 
extraction) of the various items we initially gathered. 

Searching through ACM DL:  

1. By applying the selected queries we retrieved 900 papers, 28 of them 
were deemed as potentially relevant.  

2. All papers were written in English without duplicates.  
3. All papers were “archival publications” in scientific journals. As a 

consequence, neither grey literature nor non-peer reviewed sources 
appeared in the search.  

4. 1 paper was excluded because it failed to meet the second inclusion 
criteria. 

5. 13 papers were excluded because they failed to meet the fourth in-
clusion criteria.  

6. 1 publication was excluded, since it was a book.  
7. As a result, 13 papers were included into the log for further analysis. 

Searching through IEEExplore Digital Library:  

1. By applying the selected queries we retrieved 900 papers, 23 of them 
were deemed as potentially relevant.  

2. All papers were written in English without duplicates.  
3. All papers were “archival publications” in scientific journals. As a 

consequence, neither grey literature nor non-peer reviewed sources 
appeared in the search. 

4. 2 papers were excluded because they failed to meet the second in-
clusion criteria. 

5. 8 papers were excluded because they failed to meet the fourth in-
clusion criteria.  

6. 2 publication were excluded, since their content was out of scope.  
7. As a result, 11 papers were included into the log for further analysis. 

Searching through Elsevier (Scopus and ScienceDirect):  

1. By applying the selected queries we retrieved 1800 papers (900 for 
each database we considered), 28 of them were deemed as poten-
tially relevant; however, we couldn’t get access to seven of them, 
which were then automatically excluded.  

2. 3 papers were not written in English and, as a consequence, were 
excluded.  

3. All papers were “archival publications” in scientific journals. As a 
consequence, neither grey literature nor non-peer reviewed sources 
appeared in the search. 

4. 2 papers were excluded because they failed to meet the second in-
clusion criteria. 

5. 3 papers were excluded because they failed to meet the fourth in-
clusion criteria.  

6. As a result, 13 papers were included into the log for further analysis. 

Papers selected through Google Scholar and Arxiv.org:  

1. Papers selected with the help of these two repositories were not 
searched by using any of the search queries specified above; rather, 
they were included after manual searches and a process of snow-
balling. These are the second most common ways of including rele-
vant references in a review, according to Petersen et al. (2015) 
(Petersen et al., 2015).  

2. At the end of the manual search on these two additional databases, 
37 papers were retrieved. Five of them were excluded because they 
failed to meet the fifth inclusion criteria. Two more papers were 
excluded from Arxiv.org results because they were duplicate, and 6 
papers were excluded from Google Scholar, because of the following 
reasons: out of scope, patent description, or duplicate. Consequently, 
5 papers from Arxiv.org and 19 papers from Google Scholar were 
included in our reading log. 

As a result of these detailed searches, we included in the reading log 
of our Systematic Literature Review a total of 61 papers. We note that we 
performed two rounds of searches for this SLR. The first was carried out 
between 08.2020 and 12.2020. The second was conducted between 
10.2021 and 11.2021; that is, after we received feedback on our 
manuscript from the reviewers. We note that the results of this second 
search, which was more accurate and precise, were described in this 
section. 

The PRISMA flow chart diagram shown in Fig. 2 below represents the 
process of inclusion/exclusion we described above, visually for the 
reader. 

2.5. Quality assessment 

Next, we generated a set of questions that we applied to each of the 
papers selected for inclusion. We then assigned to each question a score, 
so that each paper’s quality could be objectively assessed. All re-
searchers involved in the study actively participated in the process. This 
was done to: i. maximise perceived objectivity, and ii. minimize the 
possibility of subjective interpretations and/or mistakes. 

If “yes” was given as an answer, then the paper would receive 1 
point. If “partially” was given as an answer, then the paper would 
receive 0.5 points. If “no” was given as an answer, then the paper would 
receive 0 points. 

Each paper’s score was then computed so that an assessment about 
its quality could be performed. The set of questions we used to assess the 
papers’ quality are listed below:  

1. Were the objectives and the research questions clearly specified?  
● 1 point if the objectives and research questions were explicitly 

stated;  
● 0.5 points if the goals of the paper and its research questions were 

sufficiently clear but could be improved;  
● 0 points if no objectives were stated, if the research questions 

were hard to determine, or if they didn’t relate to the research 
being carried out.  

2. Were the objectives and the research questions presented satisfied?  
● 1 point if the research questions were answered precisely, or if the 

objectives were clearly satisfied; 
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● 0.5 points if the research questions were partially answered, or if 
the objectives were partially achieved (with some deviations, for 
example);  

● 0 points if the research questions remained unanswered, or if the 
objectives were unrelated to the research performed.  

3. Was the research process transparent and reproducible?  
● 1 point if the paper specified the methodology as well as the 

technologies used and the data gathered, or if all the necessary 
steps and sources needed to reproduce the research were trans-
parently available to the reader;  

● 0.5 points if minor details were lacking (for example, a dataset is 
not readily available);  

● 0 points if it was impossible to restore the sequence of actions, or 
if other critical details (such as an algorithm or technologies used) 
were missing.  

4. Were the results evaluated critically and comprehensively?  
● 1 point if the authors of the paper provided a critical, balanced, 

and fair analysis of their results;  
● 0.5 points if the results were only partly (sufficiently) scrutinized 

and a comprehensive critical analysis was missing;  
● 0 points if the authors did not evaluate their results.  

5. Was the conclusion sound? In other words, was it grounded on the 
results?  
● 1 point if the results provided evidence for the conclusion, or if the 

conclusion was logical and sound;  
● 0.5 points if the results could only partially justify the conclusion;  
● 0 points if the conclusion was overstated or if it couldn’t be 

justified by the results presented in the paper.  
6. Are there comparisons with alternatives? 

● 1 point if a comparison with other solutions is offered, with ad-
vantages and limitations clearly stated; 

● 0.5 points if the comparison was offered but it was not compre-
hensively discussed;  

● 0 points if no comparison was provided. 

Thus, the total score assigned to each paper could range from 0 to 6. 
The results of this quality assessment procedure can be found on Ta-
bles 5 and 6 below. This process of quality assessment was performed on 
the 61 papers selected for inclusion in the reading log and it was 
instrumental to determine, evaluate, and further assess -as noted above- 
the overall quality of each of the papers we included in this study. As the 
tables below demonstrate, the vast majority of the papers included in 
our study were of high quality, as expected. Hence, we can infer that the 

Fig. 2. Prisma flow chart diagram.  
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results we gathered from their analysis are scientifically sound. 
However, the main goal of this Systematic Literature Review was not 

to simply evaluate the papers per se; rather, its aim was to collect and 
structure, in a meaningful way, information for future usage. For this 
reason, a paper questionnaire was compiled and then used as a struc-
tured tool to retrieve relevant information (such as the number of 
datasets and algorithms as well as the metrics used in the selected pa-
pers). The questionnaire included the following items or questions:  

● What is the main idea of the study?  
● What are the datasets used in the study?  
● How was the datasets pre-processed?  
● Which methods were used for clustering?  
● What are the results of the applied methods and how were they 

evaluated? 

The results of the questionnaire are available for consultation below. 
Please refer to Tables 8–11. 

3. Results 

3.1. Search sources overview 

Table 1 shows the advantages and limitations of the databases used 
for the search process. This is included as a general tool for the reader to 
help her gauge and assess the potential benefits and limitations related 
with each database used. 

Table 2 shows the distribution of papers by databases. See also Fig. 3 
below for a graphically more appealing way representing this 
information. 

We reiterate that all the articles included in our Systematic Literature 
Review were gathered from reputable journals and/or from proceedings 
of important conferences. A skeptical reader may at this point object that 
Fig. 3 above and Table 2 below are somehow misleading, because some 
papers could be found across different databases. As noted in section 2.3 
above, we would like to emphasise here that we automatically excluded 
duplicates from our searches. Thus, in Fig. 3 above and Table 2 below, 

we only represented papers, which we attributed to a single repository. 
The attribution was subjective in character and yet followed the 
following rule. The paper was attributed to one database (e.g. Google 
Scholar) rather than to the other (e.g., Scopus) based on the chrono-
logical order of the searches we performed. We think that while this is 
perhaps not an ideal practice, it does not constitute a significant problem 
for this work. We thank the reviewer for pressing us on this important 
issue. 

3.2. Studies classification 

This section presents the statistics related to the quality and content 
of the papers included in the systematic literature review. This analysis 
is instrumental for getting a better understanding of how the selected 
studied could be further classified or clustered. 

Five major topics were identified during the review process 
(Table 3). It is worth noting in this context that the following topics: i. 
“interests identification”, ii. “classification based on text” and iii. 
“classification based on short text” have emerged as ‘hot topics’ in the 
last 15 years or so. This may be due to the growth of services such as 
Twitter and Instagram (Arora et al., 2019), coupled with the change in 
the model of content consumption (the overall focus has moved from 
long texts to short texts) by users (Anger & Kittl, 2011), (Shi et al., 
2014). 

Fig. 4 shows the distribution of key topics by years of publication. 
Fig. 5 below shows the distribution of papers by years of publication. 

The same data is reproduced in Table 4, where -for simplicity-the dis-
tribution is shown over a period of 5-years. 

The number of relevant works increased by 3 times in the second 
period (2010–2014) and almost doubled in the third period (2015-now) 
(Table 4). The overall quality metrics of research, described in 2.5, have 
noticeably improved over the years (Table 6). Table 5 highlights the 
distribution of papers by quality scores ranges. 

Table 7, shows the geographical distribution of the papers included 
in our reading log (we took the first author’s affiliation as an indicator 
for this measure).We note that in most cases the affiliation coincided 
with the author’s nationality. However, in a few cases those two 
differed.(Fig. 6) presents the information contained in (Table 7) 
graphically. We note a predominance of papers from China and The 
USA; however, many other countries are represented. This confirms the 
cross-cultural significance of our work. 

With respect to the contents of the studies included, eight training 
model datasets were found to be most frequently used (Table 8, Table 9). 
Frequency in usage is for a dataset to have been mentioned in more than 
four of the papers included in the present review. Based on this criterion, 
Twitter can be assumed to be the most popular one. However, datasets 
belonging to the category “Other”, which have been mentioned in less 
than three papers, constitute about 42.6% of the total number of data-
sets. This may well illustrate the diversity of datasets in use in the field. 

Several datasets can be found in one paper, and one dataset can be 
found in several papers. The number of datasets occurrences were 
therefore summed up. We obtained 94 occurrences in total for both text 
classification datasets and short text classification datasets. Please refer 
to Table 8 and Table 9. The percentages displayed on the tables below 
are obtained by dividing the number of occurrences for each individual 

Table 1 
Databases’ advantages and limitations.  

Database Advantages Limitations  

1. ACM Digital 
Library 

A source of peer-reviewed 
papers in IT 

Paywall  

2. Arxiv.orga Open access, large 
collection of papers 

Papers are very likely to be 
not peer-reviewed, 
sometimes of poor quality. 
However, some authors do 
upload their studies here 
after they have been peer- 
reviewed or published in 
other journals. For this 
reason, this database is worth 
checking 

3.Elsevier (Scopus 
and ScienceDirect) 

Scientific databases with 
effective and precise search 
tools and analytic statistics 

Most of its journals as well as 
search features are behind 
paywall  

4. Google Scholar This database is helpful in 
finding open access articles. 
It provides papers’ citations 
data, which is a useful 
indicator of an article’s 
popularity within a given 
scientific community. 

Some papers (those not peer- 
reviewed) can be 
problematic, a few more are 
behind a paywall  

5. IEEExplore 
Digital Library 

Published papers are all 
peer-reviewed by leading 
experts in the field 

Paywall  

a Relevant studies, initially retrieved in Arxiv.org, were further checked to 
ensure adherence to the peer-review criterion we considered for inclusion. 
Please refer to subsection 2.3 above. 

Table 2 
Papers distribution by databases.  

Source Quantity Percentage 

ACM Digital Library 13 21.3 
Elsevier products (Scopus and ScienceDirect) 13 21.3 
IEEExplore Digital Library 11 18.0 
Arxiv.org 5 8.2 
Google scholar 19 31.2 
Total 61 100  
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dataset by the combined number of occurrences displayed on both tables 
(94). 

Table 10 lists the algorithms used for training models and the 

statistics of their usage. We observed that NN (Neural Network) is the 
most frequently mentioned algorithm. We concluded that it can prob-
ably be considered as the most widely used in the field. 

The discrepancy between the total number of papers included in the 

Fig. 3. Papers distribution by databases - [visually more appealing representation].  

Table 3 
Key topics distribution.  

Topic The earliest 
publication 
date 

The latest 
publication 
date 

Number of 
papers 

Share of 
papers 

User interests 
identification 

2006 2017 3 4.9 

User personality 
classification 

2012 2017 4 6.6 

Key topic 
identification 
based on text 

2005 2020 23 37.7 

Sentiment 
classification 
based on short 
text 

2007 2020 23 37.7 

NLP approaches 2014 2019 8 13.1  

Fig. 4. Key topic distribution by year.  

Fig. 5. Paper distribution by years.  

Table 4 
Papers distribution over a 5-years period.  

Years Quantity Percentage 

2005–2009 7 11.5 
2010–2014 20 32.8 
2015-now 34 55.7  

Table 5 
Quality assessment - statistics.  

QA score Quantity Percentage 

0–3.5 8 13.1 
4–5 21 34.4 
5.5–6 32 52.5  
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SLR (61) and the number displayed in Table 10 (34) is due to the fact 
that some papers present comparisons of several algorithms (Curiskis 
et al., 2020; Rafeeque & Sendhilkumar, 2011), others introduce new 
algorithms (Yang et al., 2019), or use the same algorithm. This means 
that each paper does not necessarily discuss one algorithm. 

Table 11 and Fig. 7 display the statistics relative to the efficiency 
metrics mentioned in the papers selected for inclusion. The metrics are 
generally used to evaluate the quality of the prediction in a quantitative 
way, thus allowing us to compare different methods. 

The metrics’ quantities in Table 11 do not coincide with the total 
number of papers selected for inclusion in the SLR. The reason for that is 
that some papers did not contain proper metrics evaluations and others 
opted to use several metrics simultaneously to take into account different 
aspects of prediction. 

“Others” in Table 11 refers to the metrics that were used in less than 
three papers. These are:  

● area under ROC curve (AUCROC),  
● entropy and purity,  
● Kullback-Leibler (KL) divergence,  
● error rate. 

Having presented our results, analyzed and explained their statistical 
significance, in the next section of our systematic literature review, we 
go to contextualise them. In other words, we analyse and synthesise 
them critically. 

4. Discussion 

4.1. Available datasets used in selected papers 

We observed that “Twitter,” “TREC,” and “Yahoo! Answers dataset” 
are the most used datasets in short text classification domains (Table 9). 
This might be due to the fact that there are a lot of data with short texts 
or these datasets have enough data and are labeled really well. In terms 
of text classification, “Google snippets dataset,” “AG’s news corpus,” 
“Reuters-21578,” “Sogou news corpus,” and “DBPedia ontology dataset” 
are the most used (Table 8). News sites, as well as encyclopedia entries, 
are commonly used for text classification tasks because they offer a 
broad set of topics and (or) an abundance of texts. 

Other datasets mentioned in the papers we selected for this study are 
“Amazon reviews” (Zhang & LeCun, 2015, pp. 1–9) and “Yelp reviews” 
(Zhang & LeCun, 2015, pp. 1–9); and “20 Newsgroups” (Lai et al., 2015; 
Yao et al., 2019; Zhong, 2005) dataset. 

Sometimes researchers used private datasets (Yu et al., 2012) or 
collected data manually; for instance, by crawling internet resources 
(Banerjee et al., 2007; Jin et al., 2011; Yin & Wang, 2014). 

In some cases researchers appeared to combine both approaches, e. 
g., (Wang et al., 2014). That is, the researchers created a dataset for 
training and used real queries from a Bing query flow over the course of 
5 h as the source of the test dataset. 

4.2. Text preprocessing and vectorization techniques 

Before we move on to explain algorithms, we feel we should spend a 
few words discussing text pre-processing and text vectorization tech-
niques, as analyzed in the papers we selected. 

Pre-processing simply means that before fitting the relevant text to 
the specific model, the text should prepared. The most popular tech-
niques used for this task are: 

Table 6 
Quality mean values by year.  

Years Quantity Average Quality 

2005–2009 7 4.4 
2010–2014 20 4.9 
2015-now 34 5.3  

Table 7 
Papers distribution by location.  

Country Quantity Percentage 

USA 23 37.7 
China 22 36.1 
Australia 3 4.9 
India 3 4.9 
UK 2 3.3 
Austria 1 1.6 
Germany 1 1.6 
Greece 1 1.6 
France 1 1.6 
Jordan 1 1.6 
Indonesia 1 1.6 
Singapore 1 1.6 
Sweden 1 1.6 
Total 61 100  

Table 8 
Datasets mentioned in papers, used for text classification and clustering.  

Dataset Quantity Percentage Number of 
items 

Number of 
classes 

Google Snippet 
dataset 

8 8.5 > 1M > 8 

AG’s news corpus 6 6.4 > 1M 4 
Reuters-21578 5 5.3 11367 82 
Sogou news corpus. 5 5.3 2909551 5 
DBPedia ontology 

dataset 
5 5.3 4.23M 685 

Others 23 24.5 > 10k > 2  

Table 9 
Datasets mentioned in papers, used for short text classification and clustering.  

Dataset Quantity Percentage Number of 
items 

Number of 
classes 

Twittera 15 16 > 10k > 2 
TREC 5 5.3 5500 6 
Yahoo! Answers 

dataset 
5 5.3 4483032 10 

Others 17 18.1 > 10k > 2  

a The number of elements and classes varies from study to study and depends 
on the selected dataset and the purpose of the study. 

Table 10 
Algorithms used in the papers included.  

Algorithms Quantity Percentage 

Neural network (NN) 13 38.2 
Latent Dirichlet Allocation (LDA) 7 20.6 
K-means 5 14.7 
Support Vector Machine (SVM) 5 14.7 
K-nearest neighbors (k-NN) 4 11.8  

Table 11 
Metrics used in the papers included.  

Metric Number of mentions Percentage 

Accuracy 26 34.2 
F1-score 23 30.3 
Mutual information (MI) 11 14.5 
Topic coherence 5 6.6 
Recall and precision 4 5.2 
Others 7 9.2 
Total 76 100  
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● tokenization  
● lowercasing  
● stop-word elimination  
● stemming  
● lemming 

We are aware that the list above is not an exhaustive one; however, 
we note that it can work as a good approximation. Moreover, applying 
these techniques may either significantly increase performance, as is 
shown in (Duwairi & El-Orfali, 2014; Yu et al., 2012), or dramatically 

decrease it (Wang et al., 2014, 2015, 2016b; Xu et al., 2017; Yin & 
Wang, 2014), as techniques’ efficiency significantly vary from research 
to research and strongly depends on data and on its quality. Text pre-
processing is reported to have been the first step of protocol in the 
majority of papers related to text classification, this step is usually fol-
lowed by text vectorization. The most popular techniques for text vec-
torization are:  

● Bag of Words (BoW),  
● Term frequency 

Fig. 6. Papers distribution by location - [visually more appealing representation].  

Fig. 7. Metrics used in the papers included.  
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● Inverse document frequency (TF-IDF), and  
● word embedding. 

However, we note that applying the same vectorization methods to 
short texts can give completely different results, often leading to 
considerably worse performance. Data sparsity is a well-known limita-
tion for both TF-IDF (Wang et al., 2016b; Xu et al., 2017; Yin & Wang, 
2014) and BoW (Wang et al., 2014, 2015), and it only deteriorates when 
these methods are applied to short texts. 

This limitation is the reason behind the creation of new approaches 
to processing short text. 

Such approaches include those based on expanding and enriching the 
context of data from Wikipedia (Banerjee et al., 2007; Hu et al., 2008), 
as well as those that aim to enrich short text with its translation (Tang 
et al., 2012). 

In (Wang et al., 2014) the authors suggested to replace BoW with a 
“Bag of Concepts” (BoC) approach. In particular, researchers defined a 
concept as a set or a class of entities within a domain such that words 
belonging to similar classes get similar representations. 

For the same task, Lee and Dernoncourt (Lee & Dernoncourt, 2016) 
suggested using either recurrent neural network (RNN) or convolutional 
neural network (CNN) to generate a vector representation for each short 
text, whereas Wang and Zhiguo in (Wang et al., 2016b) suggested CNN 
or long short-term memory (LSTM) models for the same purpose. 

Clearly, as we have just seen, there are plenty of approaches to text 
vectorization. Among all these approaches, however, BoW and TF-IDF 
remain the most popular ones in the field to date. 

4.3. Classification algorithms 

We observed that the most popular algorithm used for training 
models is neural network (NN) (Table 10). However, our literature 
analysis revealed that this approach has become widely used only as 
recently as 2015. Before NN became dominant, several other algorithms 
were in use. For example, the simplest approach for text classification is 
using k-means algorithms (including k-means, k-means++ and fuzzy c- 
means). K-means algorithms were used in (Li & Zhang, 2007; Tang et al., 
2012; Xu et al., 2017) as a main algorithm for classification, along with 
different pre-processing techniques. There are two main advantages in 
using this algorithm. These are: i. speed of convergence, and ii. 
simplicity. However, there are also significant limitations and short-
comings, including iii. sensitivity to the choice of initial centers, and iv. 
the requirement to know the number of classes a priori. This is why the 
usage of such algorithms gradually diminished over the years. 

Another approach frequently mentioned in the selected literature is 
LDA (Latent Dirichlet allocation) (Blei et al., 2003). It was used in (Chen 
et al., 2011; Xiong et al., 2018; Zhang & Zhong, 2016) as a main algo-
rithm to derive latent topics from short text. This method has the same 
advantages as the k-means algorithm, which we specified above. Its 
main limitation, however, especially important for the purpose of our 
study, is that LDA noticeably under-performs with short texts. This is due 
to the probabilistic nature of the model and to sparsity problem of the 
data. In order to overcome this problem the authors of (Zuo et al., 2016) 
suggested to utilize a Pseudo-document-based Topic Model (PTM) 
approach. PTM introduces the concept of pseudo document to implicitly 
aggregate short texts against data sparsity. By modeling the topic dis-
tributions of latent pseudo documents rather than short texts, PTM can 
gain excellent performance in both accuracy and efficiency. 

Yet, two other algorithms mentioned in the literature, SVM (Support 
vector machine) and K-NN (k-nearest neighbors algorithm), were used 
for various purposes (Duwairi & El-Orfali, 2014; Javed et al., 2015; 
Zhang et al., 2019a). SVM works relatively well if the data is linearly 
separable; however, if it the data is not linearly separable - SVM will use 
Kernel Tricks to map the data in higher dimension and try to separate 
data in this dimension. Another frequently used algorithm is k-NN. One 
characteristic of this algorithm is that it does not learn any formulas or 

discriminative functions during the training period. However, it also has 
a major drawback - its setup forces the algorithm to store all the training 
data in order to make predictions. As a consequence, its performance 
(the speed of prediction) dramatically decreases with large or 
high-dimensional datasets. 

In (Lee & Dernoncourt, 2016), the authors suggested performing text 
vectorization using CNN or RNN and feeding the result to another NN for 
class prediction. Using NN for text vectorization gives some degrees of 
freedom in choosing input’s dimensionality with respect to the classifier. 
However, there is no universal solution for text vectorization, and in 
most cases researchers attempt to find an optimal solution empirically 
(via trials and errors on numerous experiments). 

Researchers in (Tian & Fang, 2019), utilized another type of NN - 
Attention-based Autoencoder for short text topic modeling task. They 
also used this model for topic inference. The authors argued that 
attention mechanisms enhance topic coherence, by focusing on salient 
content of each document. 

Another application of NN autoencoder architecture is described in 
(Yu et al., 2015). The authors of this study proposed the development of 
a deep neural network for hashing the semantics of an enriched short 
text. 

In (Rashid et al., 2019), the authors suggested the application of a 
fuzzy c-means algorithm - called Fuzzy topic modeling (FTM). In 
particular, they used principal component analysis (PCA) to remove the 
high-dimensionality negative impact on global term weighting, and 
subsequently deployed their fuzzy c-means algorithm. 

Another recently discovered method is described in (Yao et al., 
2019), where the authors suggested using a Text Graph Convolutional 
Network (Text GCN) for text classification. The researchers claim that 
this method can achieve strong classification performance with a small 
proportion of labeled documents and can learn interpretable word and 
document node embeddings. 

To conclude, there are a number of ways and approaches to text 
classification and clustering. Nowadays, NN can be considered a state- 
of-the-art approach being the one that is most widely used by re-
searchers. The main advantage of NN is that in most of the cases it 
outperforms other approaches. Its major limitation is that it requires a 
lot of trials to succeed because none knows exactly, at the time of writing 
at least, the reason for this superior performance. This means that one 
needs to try a lot of different combinations of hyperparameters and 
different preprocessing techniques in order for the model to achieve 
optimal performance. 

4.4. Quality assessment metrics 

In the evaluation metrics, accuracy is the prevailing metrics 
considered (Fig. 7). It was used in (Banerjee et al., 2007; Bekkerman & 
Gavish, 2011; Camacho-Collados & Pilehvar, 2019, pp. 40–46; Chen 
et al., 2011; Duwairi & El-Orfali, 2014; Hu et al., 2018; Javed et al., 
2015; Joulin et al., 2016, 2017, pp. 1–13; Lai et al., 2015; Lee & Der-
noncourt, 2016; Liu et al., 2005; Ma et al., 2016; Sriram, 2010; Sun, 
2012; Wang et al., 2014, 2015, 2016b, 2016c, 2017; Xu et al., 2017; Yao 
et al., 2019; Yi et al., 2020; Yu et al., 2012; Zhan & Dahal, 2017; Zhang 
et al., 2019a, 2019b). Its main disadvantage is the fact that it does not 
take into account how the data are actually distributed, hence it is 
completely unreliable if classes are imbalanced. Therefore, for this 
metric, the data should be carefully adapted. 

Fortunately, in most of the reviewed papers we included in our SLR, 
this metric was used in combination with another, more representative 
metrics. One of those additional metrics often used in combination with 
accuracy is F1-score, whose mentions score is almost equivalent to that 
of the accuracy’s. This metric though, eliminates the main limitation of 
accuracy and leads to more precise and reliable results. In addition, 
there is a micro-averaging variation of this metric that may help to 
understand data in more precise ways. 

Another metric mentioned in the literature is MI, in particular 
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Adjusted MI (AMI), which was used to compare different clustering re-
sults in (Wang et al., 2016b). In (Jin et al., 2011; Zhong, 2005) the au-
thors used a Normalized MI (NMI), which allowed them to balance the 
quality of the clustering against the number of clusters individuated. 

Based on the statistical analysis performed above, it seems reason-
able and appropriate to summarize the information obtained and to 
conduct a critical review of our research questions, which is what we 
will do next. 

5. Critical review of our research questions 

The analysis conducted on this systematic literature review has 
revealed that there is only a limited number of papers related to user 
interests identification in our domain (Table 3). On the one hand, this 
outcome may indicate a promising research gap, hence it may highlight 
the novelty this study can bring about in the field. On the other hand 
though, this fact raises a number of pressing concerns. Why have the 
research attempts in this field been so rare? Was this research effort hard 
to implement or, maybe, there was no demand for this kind of system? 
At the time of writing, we do not have a definitive answer to these latter 
questions; nevertheless, the need for further research on this topic has 
been established, and the groundwork for future progress in the field has 
been laid down in this study. 

5.1. Analysis of 1: What are the existing approaches for the identification 
of users’ interests? 

We identified a number of papers related to user interests identifi-
cation. Of them, three papers can be said to represent the main direction 
of research in this area: (Kapanipathi et al., 2014; Qiu & Cho, 2006; 
White et al., 2009). In two of these papers the researchers used similar 
approaches to identify user’s interests (more on these approaches 
below). Other papers were mostly focused on applying well-known 
classifications or clustering algorithms on different language families. 

In (Qiu & Cho, 2006), the researchers attempted to automate user 
interests identification to make search results more relevant. Using past 
clicks history, the researchers created a topic preference vector as a 
representation of users’ interests. Based on this vector and 
topic-sensitive page ranking, the researchers tried to find more relevant 
pages for users. 

In (White et al., 2009), the authors relied on a similar idea and also 
utilized click history. However, they classified pages in this click history 
based on the page context. For page classification, the researchers used 
open directory project (ODP); as a result, users’ interests were repre-
sented as a list of ODP category labels. These category labels were 
ranked in a descending order, based on each label’s frequency in the 
given context. The main idea of this research was to predict future users’ 
interests and to increase search results’ relevance. 

In (Kapanipathi et al., 2014), a different approach was employed. In 
particular, the researchers used tweets to create a hierarchical interest 
graph (HIG). They utilized wikipedia category graph (WCG) to create an 
HIG. From the HIG, the researchers were able not only to extract users’ 
interests but also to suggest similar interests. The researchers report to 
have been able to retrieve up to 76% relevant results from the top-10 
interests. 

5.2. Analysis of 2: What technologies, tools and methods can be used to 
perform interests identification? 

The number of methods described for interest identification is quite 
limited. Older methods (Li et al., 2007; Liu et al., 2010; Obendorf et al., 
2007) are, as we have seen above, based on utilizing click history. In 
newer methods researchers also apply clustering methods (Duan et al., 
2014; Liang et al., 2017, 2018; Qiu & Shen, 2017; Tang & Zeng, 2012). 
In particular, a number of different methods for text classification and 
clustering were identified in the literature, and the most popular are:  

● K-nearest neighbors (k-NN) (Trstenjak et al., 2014),  
● K-means (Singh et al., 2011),  
● LDA (Pavlinek & Podgorelec, 2017),  
● SVM (Wang et al., 2006),  
● Naïve Bayes Classifier (Dai et al., 2007),  
● NN (including CNN, RNN, Recursive NN) (Zhou et al., 1511; Lai 

et al., 2015; Liu et al., 1605). 

Most of these methods have already been implemented in software, 
often as libraries of existing systems, such as (Pedregosa et al., 2011; 
Gulli & Pal, 2017; G é ron, 2019; Virtanen et al., 2020). 

5.3. Analysis of 3: How effective and reliable are such methods? 

In (Qiu & Cho, 2006), the researchers reported 0.3 relative error, 
which implies that their model can learn user’s topic preferences with 
70% accuracy. 

In (White et al., 2009), the researchers used different models, and 
reported a number of measurements; in particular F1-score varied from 
0.4 to 0.75 for different models and topics. 

In (Kapanipathi et al., 2014), the researchers achieved 0.88 (or 0.92, 
assuming “maybe” is a relevant answer) mean average precision (mAP) 
for one of their models. 

As we can see quality of interests identification increased over the 
years as well as new and more accurate methods for evaluation become 
used. 

5.4. Analysis of 4: Is the information that we gather from the browser tab 
name sufficient to perform interests identification? 

Presently, a clear answer to this research question has not been 
found. There are, at least, three possible reasons for such a result: i. we 
selected a too narrow time interval, and, as a consequence some studies 
were left outside of our searches (this seems to be unlikely as our 
searches were comprehensive); ii. the topic is not of interest to re-
searchers; iii. our research contributed to identify an important research 
gap in the literature, which we could contribute to fill in future works. In 
any case, whichever of these interpretations is correct, one could 
nevertheless probably claim that “short text clustering” is highly 
correlated to the topic of user interests identification and therefore that 
we could use information gathered on this specific topic (please see 
section 4) for the purpose of answering this research question. 

5.5. A synoptic summary 

Table 12 presents a synoptic summary of our results with respect to 
each of the research question tackled in this study. 

There are, we found, three main types of approaches or methods to 
user interests identification 5.1. The first draws on click history to create 
a user profile (Qiu & Cho, 2006); this approach has long been an 
established practice in big companies, where it is used as a part of 

Table 12 
Synoptic Summary of our Results.  

RQs Summary 

1 User interests identification has been tested and applied by researchers and 
with approaches similar to those for text classification. 

2 There is a limited number of methods for interests identification; however, a 
lot of methods exist for text classification and clustering. The most popular 
ones are: K-NN, K-means, LDA, SVM, Naïve Bayes Classifier, NN (including 
CNN, RNN, Recursive NN). 

3 It depends strongly on the data and on the algorithms used. Researchers in ( 
Qiu & Cho, 2006) reported 70% accuracy; in (Kapanipathi et al., 2014), 
researchers achieved 0.88 mAP score, while researchers in (White et al., 2009) 
reported F1-score from 0.4 to 0.75. 

4 Presently, no convincing answer was identified in the literature with respect 
to our fourth research question.  
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browser history and used profiling. A more recent version of this 
approach (the second method) uses not only click history but also the 
context of users’ environment as well as the contents of pages that were 
clicked in this click history (White et al., 2009). Finally, the third 
approach attempts to mine interests from social media networks such as 
Twitter, Facebook, and Instagram (Kapanipathi et al., 2014). All these 
approaches have respective strengths and weaknesses. Most impor-
tantly, all are related to specific key topics, i.e, identification from text, 
and moreover, some of these methods use the same techniques to 
identify users’ interests. 

With respect to methods based on 5.2 we identified in the literature 
two potentially applicable approaches for this purpose. The first uses an 
ontology (Kapanipathi et al., 2014) database to create a hierarchical 
category graph and further employs this graph to identify users’ in-
terests. The second (Banerjee et al., 2007; Yan et al., 2012) instead 
mainly relies on applying machine learning clustering techniques. 

6. Limitations, threats to validity, and review assessment 

In any scientific work, there is always room for improvement (Bird, 
2007), (Robinson, 2000). In this section of our SLR, we would like to 
take a more critical stance of our findings and assess them objectively. 
We thus want to reflect more carefully about things that could have 
impacted on the impartiality, accuracy, and completeness of our study. 
The analysis of potential shortcomings, affecting our study is vital not 
only to identify potential problems with our work; but also -and perhaps 
more importantly-to better comprehend future research possibilities, as 
well as to encourage our readers to think more critically about the 
subject we investigated. 

6.1. Limitations 

We start by reviewing situations and elements that may restrict or 
affect, thus possibly alter, the validity of our research. The limited 
amount of data gathered and consequently the limited amount of data 
we analyzed, we feel, is the study’s principal weakness in this regard. In 
particular, we can consider four factors as potentially, but not neces-
sarily, problematic for our work:  

1. the first potential limitation we mention has to do with the fact that 
we took into consideration only the first 150 results for each search. 
We are confident thought, that focusing on the first 150 results for 
each search was enough to guarantee a comprehensive and system-
atic review of the current literature, as the majority of search engines 
sort results by significance and credibility (h-index, number of cita-
tions, impact factor etc);. As a matter of fact, all the papers that make 
up our final log (61) were found within the top 100 results for each 
search query. No relevant paper was found in the interval between 
100 and 150. This suggests that relevant and credible sources, at least 
for this topic, either appear in the top 100 results or do not appear at 
all.  

2. the second potential limitation affecting our work lies in the fact that 
we searched a limited number of databases (six essentially). How-
ever, it can be argued that database searches usually overlap with 
each other. In addition, it is worth noting that one of the databases 
we searched (Google Scholar) combines all available databases 
together;  

3. the third potential limitation affecting our study concerns the usage 
of grey literature. Sometimes in this field, grey literature does 
contain state-of-the-art methods and approaches. So, there may be 
some merit in occasionally including grey literature in a Systematic 
Literature Review (Mahood et al., 2014), (Garousi et al., 2016). 
However, this type of literature is hard to assess and manage, and 
even harder to validate. For this reason, in our study, we mostly 
focused on secondary sources (as customary) and on reviewing other 
Systematic Literature Reviews, disregarding grey literature;  

4. One could perhaps argue that one of the inclusion criteria adopted in 
our work (selecting only papers written in English) is severely con-
straining the kind of research we were able to get. Issues in cross- 
cultural research are rightly emerging as vitally important in sci-
ence (Henrich et al., 2010). We are fully aware of these issues and 
acknowledge this as a very serious point of contention. However, we 
also note that much of the literature in the field is in English, so the 
requirement we adopted is not an unusual one for the literature. 

6.2. Threats to validity 

We now consider potential threats (or biases) that might call into 
question the credibility or the overall validity of the conclusions pre-
sented in our systematic literature review. According to (Akl et al., 
2019), there are, at least, seven types of different biases, which may 
affecting any piece of research: a) publication bias; b) time lag bias; c) 
multiple (duplicate) publication bias; d) location bias; e) citation bias; f) 
language bias; and g) outcome reporting bias. 

After a critical analysis performed on our work, we believe that only 
one of such biases may have potentially affected our research. This is:  

1. the language bias – As noted above, we considered only papers 
written in English. Thus, in our searches we might have neglected 
relevant studies published in other languages. We acknowledge this 
potential issue; however, we also note that this is a remote possibility 
because most of the literature is nowadays published in English. 

6.3. Review assessment 

As a final step in the critical assessment of our findings, we decided to 
answer four benchmark questions, which can be generally used to assess 
the overall quality of a systematic literature review (Kitchenham, 2004): 

1. Are the review’s inclusion and exclusion criteria described and appro-
priate? All criteria used for inclusion or exclusion were clearly 
mentioned upfront in our protocol. All the criteria are also reason-
able and relevant; hence we believe that they are appropriate for the 
study.  

2. Is the literature search likely to have covered all relevant studies? As we 
already mentioned in Section 6.1, there were certain limitations that 
prevented us from collecting all the possible data available. How-
ever, the process we establish to verify our protocol and the meth-
odology we used to check our results was very through, sound, and 
comprehensive. We are thus confident that our work is scientifically 
sound and accurate.  

3. Did the reviewers assess the quality/validity of the included studies? We 
count this condition as sufficiently met for two reasons: i. we 
included in our Systematic Literature Review only credible papers 
published in reputable journals or venues, and ii. we formulated a set 
of questions (see subsection 2.6 ‘quality assessment’) to determine 
the quality of the papers we included.  

4. Were the basic data/studies adequately described? This condition is 
certainly met because we built a comprehensive reading log to put all 
the relevant information extracted from the papers we selected. This 
allowed us to process our data systematically and comprehensively. 

7. Conclusion 

The aim of the present study was to investigate matters related to 
user interests identification, which is one of the crucial tasks for business 
nowadays. The study attempted to give an answer to the following 
research questions: i. (1) what are existing approaches for the identifi-
cation of users’ interests?, ii. (2) what technologies, tools, and methods 
can be used to perform interests identification?; iii. (3) how effective and 
reliable are such tools and methods? and iv. (4) is the information that 
we gather from the browser tab name sufficient to perform interests 
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identification? 
With respect to 1, we found that user interests identification has been 

studied by many researchers, often with approaches similar to those 
used in text classification. Concerning 2 our analysis demonstrated the 
existence of a rather limited number of methods for interests identifi-
cation; however, we note that several methods exist for text classifica-
tion and clustering. The most popular ones are: K-NN, K-means, LDA, 
SVM, Naïve Bayes Classifier, NN (including CNN, RNN, Recursive NN). 
With respect to 3 we can state that effectiveness in identification is 
strongly dependent on the data and on the algorithms used. Researchers 
in (Qiu & Cho, 2006) reported 70% accuracy; in (Kapanipathi et al., 
2014), achieved 0.88 mAP score, while in (White et al., 2009) reported 
F1-score between 0.4 and 0.75. Finally, the analysis of 4 paradigmati-
cally illustrated the need of more research in the area, as we were unable 
to find any research evidence related to utilizing tab names for user 
interests identification purposes.This nevertheless highlights a potential 
positive contribution of this study for the literature; the discovery of a 
new research gap, which we hope we will contribute to fill in future 
works. 

However, our results may also suggest that interests identification by 
short text might be closely related to text clustering; this is probable 

because the approaches and methods are similar. In any case, further 
work is needed to corroborate any of these speculations. We neverthe-
less hope that this systematic literature review will broaden interest in 
user interests identification and will provide new grounds for more 
detailed explorations into these extraordinarily rich and fascinating set 
of phenomena. 
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Table 13 
PRISMA 2020 Checklist Template taken from: http://www.prisma-statement.org/documents/PRISMA_2020_checklis 
t.docx.  

Section and Topic Item # Location where item is reported 

TITLE 
Title 1 1 
ABSTRACT 
Abstract 2 2 
INTRODUCTION 
Rationale 3 1 
Objectives 4 2.1 
METHODS 
Eligibility criteria 5 2.3 
Information sources 6 2.2.1 
Search strategy 7 2.5 
Selection process 8 - 
Data collection process 9 2.4 
Data items 10a 3.2 

10b - 
Study risk of bias assessment 11 6.3 
Effect measure 12 - 
Synthesis methods 13a 2.5 

13b - 
13c - 
13d 2.5 
13e - 
13f - 

Reporting bias assessment 14 6.2 
Certainty assessment 15 6.3 
RESULTS 
Study selection 16a 2.4 
Study selection 16b 2.4 
Study characteristics 17 - 
Risk of bias in studies 18 6 
Results of individual studies 19 4, 5 
Results of syntheses 20a 5 

20b - 
20c - 
20d - 

Reporting biases 21 6.2 
Certainty of evidence 22 6.3 
DISCUSSION 
Discussion 23a 4 

23b 6.1 
23c 6.1 
23d 4, 5 

OTHER INFORMATION 

(continued on next page) 
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Support 25 - 
Competing interests 26 - 
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