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1 Introduction

Modeling Multidimensional Spectral Lineshapes from
First Principles: Application to Water-Solvated
Adenine’

Javier Segarra-Marti,*** Francesco Segatta,*”* Tristan A. Mackenzie,® Artur Nenov,*?
Ivan Rivalta,”c Michael J. Bearpark? and Marco Garavelli®

In this discussion we present a methodology to describe spectral lineshape from first principles,
providing insight into the solvent-solute molecular interactions in terms of static and dynamic dis-
order and how these shape the signals recorded experimentally in linear and nonlinear optical
spectroscopies, including two-dimensional electronic spectroscopy (2DES). Two different strate-

gles for SImuIatlng the Ilneshape are compared m—whleh-beth—lhe—eeuphng—te—ﬂae—mra—meleeulaf

dynamieﬁ—éMD)—amulaﬂeﬂ—afe—aeeeratehkdeseﬂbed:both rely on the same evaluatlon of the cou-

pling between the electronic states and the intra-molecular vibrations, while they differ in describ-
ing the influence exerted by the diverse water configurations attained along a molecular dynamics
(MD) simulation. The first method accounts for such water arrangements as first order perturba-
tions on the adenine energies computed for a single reference (gas phase) quantum calculation.
The second method requires computation of the manifold of excited states explicitly at each simu-
lation snapshot, employing a hybrid quantum mechanics/molecular mechanics (QM/MM) scheme.
Both approaches are applied to a large number of states of the adenine singlet excited manifold
(chosen because of its biological role), and compared with available experimental data. They give
comparable results but the first approach is two orders of magnitude faster. We show how the
various contributions (static/dynamic disorder, intra-/inter-molecular interactions) sum up to build
the total broadening observed in experiments.

more elaborate methodologies, capable of accounting for the var-

Spectral lineshape is a fundamental characteristic of any elec-
tronic spectrum. X Its structure and dynamical evolution contains
information about the electronic structure of a system, vibrational
and electronic dynamics, coupling strength to the environment
and solute-solvent correlation time scales. Different levels of so-
phistication can be applied to the theoretical description of broad-
ening effects:2{I0I0HI6 from purely phenomenological models to

ious contributions (intra-molecular vibrations, fluctuations of the
system’s environment, etc.) that add together to produce the ob-
served spectral shape. From being able to realistically model line-
shapes we expect to gam a better understandmg of the uﬂdefly—

eleeeremc—exelted—states— phy51cal origin of the1r many dlfferent
underlying contributions.

The most common strategy employed for simulating spectral
lineshapes from first principles involves performing ground state
classical molecular dynamics (MD) simulations and subsequently
extracting the autocorrelation of the excitation energy fluctua-
tions, usually computed at the time-dependent density functional
theory (TD-DFT) level. 7 The Fourier transform of the autocor-
relation function, known as spectral density, is the key feature
in describing the coupling of the electronic states of the system
to the classical bath, accounting for both intra- and intermolec-
ular degrees of freedom. This approach suffers from the fact
that there is no guarantee that the MM potential faithfully re-
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sembles the QM ground-state surface, therefore affecting the ac-
curacy of the high frequency region of the spectral density. Coker
et al. have suggested to decompose the spectral density into
intra-molecular (high-frequency) vibrational contributions and
an inter-molecular (low-frequency) environment component.18
They have shown that with a quantum mechanical description of
the intra-molecular vibrations and a classical treatment of collec-
tive solute-solvent motions, which accounts for both dynamic and
static disorder contributions, a reliable representation of the spec-
tral density is obtained. This strategy has been recently success-
fully applied to simulate linear absorption (LA) in light-harvesting
complexes.T?

The above strategy can be extended to the simulation of tran-
sient nonlinear spectroscopies, such as transient absorption (TA)
and two-dimensional electronic spectroscopy (2DES), which al-
lows the study of coherent excited state dynamics. Generetely:

the-strategies—devised-by Coker—et—al—suffice—to—simulatethe

of the nonlinear speetra- Recently, some of us have demonstrated
through state-of-the-art electronic structure computations that
the incorporation of absorption signals from higher lying states,
the so-called excited state absorptions (ESA), are of paramount
importance for the proper simulation of transient spectra:3120-24
ESA signals may overlap with GSB and SE, making the analysis of
the recorded spectra convoluted. We have further demonstrated
that multi-configurational wavefunction techniques are capable
of resolving the high-frequency part of the spectral density of
higher lying states. 2312528 We have also looked at the effect of
static disorder on the spectral lineshapes of 2DES.527

In this article we move beyond previous approaches by in-
troducing the effects of both static and dynamic disorder to
spectral broadening by means of high-level multireference quan-
tum chemistry calculations of the system’s full manifold of
states, accessing the lineshape broadening of a larger number of
states and enabling its applicability for the simulation of (multi-
dimensional) transient spectroscopy. Intra-molecular contribu-
tions are taken into account. In order to describe both static and
dynamical broadening effects of the environment surrounding the
molecule, two different models are formulated:

e Perturbative model: first order perturbation theory is applied
to capture the effect of the Coulomb interaction between the
gas phase densities of the solute and different solvent arrange-
ments extracted from a MD simulation, requiring a single elec-
tronic structure evaluation (i.e. a reference) in absence of the
solvent and computing only the solute-solvent interaction term
along the MD trajectory;

e Brute force model: a full QM/MM approach is employed,
whereby an explicit electronic structure computation (thus con-
sidering exchange interactions and orbital relaxation) is per-
formed at each snapshot extracted from the MD.

Both protocols are benchmarked against one another and
against available experimental data through the simulation of LA,
TA and 2DES in adenine, one of the DNA/RNA nucleobases. 31532
Non-reactive ultrafast deactivations in DNA/RNA nucleobases
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and their derivatives are crucial in order to better understand
to which extent they are linked to DNAs overall photostabil-
ity 3334 A wide range of efforts have been carried out in the
literature to study these intricate events. DNA nucleobases are
traditionally among the first systems to be measured in novel ex-
perimental set-ups due to their unique photophysical properties.
This has been recently witnessed in the the fields of X-ray3>36
assisted by free electron lasers (XFELs)®7 and in vacuum-UV=®
time-resolved spectroscopies. This is also the case for non-linear
optical spectroscopic methods, the main workhorse for studying
ultrafast processes, which range from the seminal work of Kohler,
Markovitsi and others employing pump-probe3%40 and fluores-
cence up-conversion set-ups to the recent 2DES measure-
ments of Miller and co-workers. 43

In the following, we first outline a general protocol for incorpo-
rating static and dynamic disorder into spectral lineshapes in lin-
ear and nonlinear spectroscopy simulations for an arbitrary num-
ber of electronic excited states. Then we provide the technical
details regarding the implementation of the protocol to adenine.
Finally, we assess the performance of the perturbation and brute
force methods and the overall agreement of the simulated line-
shapes with the experiment.

2 Theory

2.1 Origin of the spectral line width

The lineshape of experimentally recorded spectra contains con-
tributions of different origin. The ability to disentangle them
and correctly compute their effect on the overall broadening al-
lows one to both faithfully reproduce the experiment and to gain
unique information about the intra-molecular dynamics of the
system and its interaction with the environment.

Figure [T|shows a schematic picture of the different broadening
sources and of their impact on both linear and non-linear spec-
tra. The stick spectrum of Figure [I(a) is informative about the
vertical transition energy of electronic transitions (in the order of
tens of thousand cm~!) and the probability of such a transition to
occur (peak position along the x axis and peak height along the
y axis, respectively). The description is improved by considering
the coupling of the electronic structure to (intra-molecular) nu-
clear degrees of freedom, which allows for harmonic fluctuations
of a few thousand cm~! (Figure )), which dress the electronic
transition with its underlying vibrational structure. Three other
sources of broadening are considered next, namely the state life-
time, the homogeneous and the inhomogeneous broadening (Fig-

ure[Ti(c)-(e)):

e The lifetime broadening comes from the finite lifetime of the
considered excited state, that once populated can return to the
ground state or transfer its energy to another excited state by
either radiative (long time scale) or non-radiative (short time
scale) decays. Excited state dynamics not only affect spectra
by controlling the appearance and disappearance of peaks in
time resolved techniques (as e.g., the 2DES), but it also gives
a symmetric (Lorenzian) contribution to the lineshape, with a
significant impact on the spectra only for ultrashort state life-
times (i.e., in this spectral window, in the sub 100 fs timescale).
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Fig. 1 Schematic representation of the different contributions that add up to produce the experimentally observed spectral ineshape. (a) Stick spectrum.
(b) Stick spectrum plus vibrations. (c) Addition of the lifetime broadening, (d) homogeneous broadening and (e) inhomogeneous broadening. The insets
of each spectrum pictorially represent the physical origin of the various contributions. (f) shows that 2DES is able to disentangle static and dynamic
disorder, which instead appear superimposed in the linear absorption. (g-h) show the evolution of the lineshape due to spectral diffusion (i.e.
erasure of the system memory due to interaction with the solvent). The time scale at which the spectral diffusion occurs gives information about the
time scale of the system-bath interaction (and is encoded in the homogeneous broadening term).

e The homogeneous broadening (dynamic disorder) originates tions are in fact already accounted for in the explicit calcula-

from the dynamic interaction of the excited molecule with its
moving environment, which produces low frequency fluctua-
tions ranging from hundred to thousand cm~! in the energy
gap over time. The time scale of these fluctuations is shorter
than or comparable to the state lifetime, so that the explicit
time-dependence of such a energy gap modulation needs to be
considered. This is captured by the energy gap fluctuation au-
tocorrelation function, whose Fourier transform is the so called
spectral density function J(®), the key quantity to describe
the frequency dependent couphng {e—beth—the—mﬁa—meleeu—

between the electronic states and both the intra- molecular vi-
brations and the moving solvent. Dynamic disorder is also re-
sponsible for spectral diffusion in 2DES (see Figure [I[(f-h)), by
controlling the time scale on which the system looses memory
of its initial excitation wavelength.

The inhomogeneous broadening (static disorder) accounts for
the different excitation energy of each of the large number of
molecules contained in the probed samples, due, at a given
instant of time, to the different instantaneous solvent config-
uration surrounding them. Such different local environments
(locally) tune the absorption energy, producing a distribution
of possible transitions, as opposed to a single sharp transition
energy. The ratio between homogeneous and inhomogeneous
broadening can be extracted from 2DES experiments at very
early times (Figure [I(f)). We note that energy gap differences
due to intra-molecular distortions of different molecules in the
sample, do not contribute to static disorder. These contribu-

tion of the vibronic coupling between the electronic state and
the intra-molecular modes.

All these different contributions (intra-molecular vibrations,
state lifetime, static and dynamic disorder) are usually accounted
for by phenomenological broadening models, bringing the focus
of the computational chemist towards the accurate evaluation
of transition energies and probabilities. T8#5H#7 Phenomenologi-
cal models range from very simple approaches, which add Gaus-
sian or Lorentzian linewidths to the stick transitions, to more so-
phisticated ones that use model spectral densities to capture the
solute-solvent interaction like the widely employed Overdamped
Brownian Oscillator (OBO). These are usually fitted to obtain
linewidths comparable to linear absorption experiments, which
however make it impossible to separately determine both static
and dynamic disorder contributions.

Several methods exist for obtaining the coupling of the elec-
tronic structure to the intra-molecular modes. These range from
classical (Boltzmann) and quantum (Wigner) sampling, time-
dependent and time-independent quantum-mechanical formula-
tions,BH10 with varying degree of sophistication. In a nutshell,
sampling techniques do not require any preliminary knowledge
regarding the potential energy surface (PES) of the electronic
states involved in the transition intrinsically, unlike quantum-
mechanical formulations which rely on Taylor expansion of the
PES at key points in coordinate space. Despite this complica-
tion, quantum approaches have been shown to reproduce the
vibrational structure of the absorption spectra with remarkable
accuracy,? whereas sampling techniques correctly reproduce the
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overall broadening of the absorption bands, 101416 byt are fun-
damentally limited by the impossibility to resolve vibronic struc-
tures.

In this work we not only compute ab initio energies and in-
tensities of the transitions of interest, but also intra-molecular vi-
bronic contributions as well as homogeneous and inhomogeneous
broadening from first principles, thus leaving the lifetime broad-
ening as the only contribution that was not explicitly computed:
although it is an important component towards the symmetric
contribution of the spectral broadening, its computation from first
principles is costly and heavily dependent on the electronic struc-
ture method used for its determination. In order to avoid in-
cluding additional complexity we preferred to use the lifetimes
recorded experimentally in the literature associated to its bright
L, state, making use of the available experimental lifetimes of
Kwok et al. estimated at ~130 fs.#8 We checked a-posteriori that
the addition of such lifetime contribution does not affect linear
absorption lineshapes, still remaining important to describe ap-
pearance and disappearance of 2DES signals.

The asymmetry of the lineshape, as well as the static to dy-
namic disorder ratio, are generally measurable in different spec-
troscopic techniques, and can therefore be compared with their
theoretical counterpart. In what follows we introduce the com-
putational strategies outlined to account for each of the broaden-
ing contributions shown in Figure |I| (but for the state lifetime),
namely: coupling to intra-molecular vibrations, coupling to dy-
namical solvent/environment fluctuations and static disorder.

2.2 Simulation of linear and non-linear spectra

The quantities that enter in the simulation of spectra are: energy
levels (@,q, where the subscript ¢ denotes the GS and a run over
the manifold of excited states), transition probabilities (transi-
tion dipole moments (TDMs), 1,4), static disorder, and a number
of spectral densities J(®), containing both intra-molecular vibra-
tions and the dynamic effect of environment fluctuations (i.e. the
homogeneous broadening). As detailed below, intra-molecular vi-
brations contribute to the high-frequency window of the spectral
density, /¥ (»), while the dynamic effect of environment fluctu-
ations (i.e. the homogeneous broadening) enters in the spectral
density low-frequency window JL(®). The total spectral density
is then obtained as J(®) = /¥ () + J- (o).

2.2.1 Linear spectra

The theoretical expression of the linear absorption spectrum, that

connects all these quantities in a single equation, is given by:

@

Nxhau 0O .
" ) gl [} expli@— o) —gaalt) /7l )
shots j=1

Alw)=

The static disorder is included by adding together a large num-
ber Ng,,s of independent spectra, each of which has transition
energies sampled from a given distribution (usually a Gaussian
centered at the average transition energy £, and with standard

deviation o,, see Section [2.3).

The gaq(7) term, is the so called lineshape function for state a,
which, by employing the cumulant expansion of Gaussian fluc-
tuations (CGF) approach,® can be evaluated from the spectral
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densities as:

faalt) =5 [ 222 [coth (BT“’) (cos (@1) — 1) —i(sin (@) — or)
(@)
Jaa is the total spectral density of state a, i.e. the sum of intra-
molecular contributions J¥ () and dynamic solvent rearrange-
ment contributions J% (w). The lifetime 7 determines the expo-
nential decay of the integrated function, which translates in a
symmetric broadening contribution in A(®).

2.2.2 Non linear spectra

In non-linear third-order techniques, contributions of different
physical origin are subdivided in three groups: ground state
bleaching (GSB), stimulated emission (SE) and excited state ab-
sorption (ESA), which add up to build the actual measured signal.
The evaluation of these different contributions involves the com-
putation of the four-point lineshape functions ¢4.4,(74,73,72,71)-
These rule the shape of the various contributions, and can be ex-
pressed in terms of the g, (¢) functions of equation@, as:¥

Odcba (T4, 73,72, T1) = —8cc(T43) — 8bb(T32) — 8aa(T21) — 8cb(Ta2)+
+8cb(T43) + 8cb(732) — 8ca(Ta1) + &ca(Ta2) + 8ca(T31)—

— 8ca(32) — 8ba(731) + &ba(T32) + 8ba(T21)
3

Here a, b, c and d represent state indices, and 71,... 74, with 75 =
71 — Ty, are different time values, related to the instants at which
the different pulses of the non-linear techniques interact with the
sample.

The computation of the g, (r) lineshape functions (with a #
b) requires Ju,(®) and thus the evaluation of energy gap cross-
correlation functions Cgp(7), which we explicitly compute. In the
results section we show that considering or neglecting these cross
terms does significantly change the spectral lineshape.

2.3 Modelling of signal broadening: how to compute the dif-
ferent contributions from first principles

1. Intra-molecular vibrations. Following previous work,%? we
describe the coupling between the electronic states and the
intra-molecular vibrations with a different strategy with re-
spect to the coupling between the electronic states and their
fluctuating environment. Both terms are accounted for in
spectral densities functions.

Intra-molecular contributions were described in the frame-
work of the displaced harmonic oscillator (DHO) model,
which assumes ground and excited states PESs to have the
same curvature along the same coordinates (i.e. the normal
mode coordinates) but a shifted equilibrium position (see in-
set of Figure[I(b)). This is an assumption that has been shown
to be reasonable for a number of related systems in the past
and that we expect to be valid here as well. 22 From a compu-
tational point of view, all parameters of the model can be read-
ily computed at the initial geometry: these are normal modes
and frequencies (obtained via a frequency computation at the
ground state minimum) and excited state PES energy gradient
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Fig. 2 From the fluctuating energy gap (a), through the gap fluctuation autocorrelation function C,,(¢) (b) and the static disorder energy distribution
(on the side of (a)), to the spectral density J.q(®) (C). Caa(t) is fitted by a stretched exponential (black line in (b)), while the static disorder is fitted by a
Gaussian function (£;, o).

at the Franck Condon point, which furnishes the displacement
between the two PESs minima. This information is (necessary
and) sufficient to build the high frequency sector of the spec-
tral density, responsible for the vibronic peaks in the spectra,
which can be expressed as:

M
VAYEETS) d“’;f’* 0} (0 — ay) 0]
k=1 "

where the index k runs over the M molecular normal modes,
w; are the normal mode frequencies, while d,;, and d; are the
computed displacements of, respectively, a and b excited state
potential wells with respect to the GS equilibrium position.
The evaluation of the intra-molecular contributions should in
principle be repeated at different environment configurations,
to capture the environment influence on frequencies and ex-
cited state gradients. This is important especially for struc-
tured environments (as e.g. the protein scaffold of light har-
vesting complexes), where the system may remain staked for
some time in different local minima. As we do not expect dif-
ferent solvent configurations to strongly affect frequencies and
gradients, we here performed a single evaluation of the intra-
molecular contributions at a given solvent configuration.

. Homogeneous broadening. The low frequency window of
the spectral density is instead responsible for the homoge-
neous broadening, and comes from the interaction between
the “low frequency” modes of the environment with the elec-
tronic transition. This is usually captured by following the
evolution in time of the manifold of state energies along a MD
trajectory, and computing the so called energy gap fluctuation
correlation function Cgp(f) (Where a and b run over the system
states), defined as:

Cab(t) = ((583,,(1) - aéga)(aegb(o) - Ségb» S)

where the symbol (...) denotes the average over the trajec-
tory, 8&gq(r) = €4(t) — & (t) is the energy gap between the state
a and the ground state g at time 7, and 8&pq = ( 844(r) ) is
the average energy gap. The subscript g denotes that all gap
fluctuations are referred to the ground state. Usually only the

diagonal terms of this correlation functions are evaluated, i.e.
the so called autocorrelation functions Cu,(t); here we go one
step further by computing also cross-correlation terms Cgp(t)
with a # b, which, as we show later, are required for a proper
simulation of 2DES signals. The Fourier transform of Cpp(t) is
linked to the spectral density, as:

+o00
In(@) = f@.B) [ Colepliond  (©)

The function f(w,pB), which depends on both frequency and
temperature (B = 1/K,T), is a quantum correction term
needed to translate classical correlation functions into spec-
tral densities.®® An harmonic correction is usually employed,
with the quantum correction term taking the form f(w,B) =
B®/2;50 we here applied the so called standard correction,
given by f(®, ) = tanh (B®/2).2? The two corrections are sim-
ilar (for fixed B) at small  values, and deviate at large ® val-
ues (with the former growing linearly with @ and the latter
saturating at the constant value 1). An example of correlation
function Cp,(t) (for the La adenine state) is shown in Figure
[kb), while its corresponding spectral density is shown in Fig-
ure[X(c).

As we already accounted for energy gap fluctuations due to
intra-molecular vibrations within a different approach (intro-
duced in point 1.), the system of interest should be kept frozen
in the MD to avoid double counting of these intra-molecular
motions. This choice is motivated by recent works demonstrat-
ing how classical force fields can fail to reproduce these high
frequency modes reliably#?

. Inhomogeneous broadening. The MD simulation naturally

samples the excitation energies produced by the different in-
stantaneous configurations of the solvent around the molecu-
lar system of interest. These configurations describe the fact
that, at a given instant of time, each molecule of the probed
sample has its own local environment, which tunes its exci-
tation energy. This allows one to build a distribution of exci-
tation energies for each state q, i.e. the state static disorder,
which can usually be fitted by a Gaussian function: the cen-
ter of the Gaussian is the average transition energy along the
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trajectory (£;), while its width, o,, describes how broad is the
excitation energy distribution (see Figure a)).

If the system were to visit different local minima of the solute-
solvent system along the MD, the distribution of energies
would no more be suitable to be fitted with a Gaussian func-
tion.

The path that brings one from energy gap fluctuations to spec-
tral densities and static disorder distributions is summarised in

Figure[2]

2.4 Models for the computation of the environment induced
energy fluctuations

The key aspect for the computation of the terms described at
points 2. and 3. of the previous list, is the evaluation of the
effect of the surrounding solvent (e.g. water) on the system’s
(e.g. adenine) excitation energy(ies). This can be accounted for
with different approaches. The first consists in performing, for
each snapshot, a single QM computation of all the states of inter-
est, obtaining both energy values and transition dipole moments.
This procedure directly furnishes the required flow of energy from
which to compute both static and dynamic broadening contribu-
tions. We call this the brute-force approach.

The other approach consists in accounting for the presence of
the solvent molecules as a first order perturbation of the state en-
ergies, on top of a reference set of states (e.g. obtained from
a gas-phase computation) by computing the Coulomb coupling
term due to the environment in a classical way, thus avoiding ex-
plicit QM calculations. This will be called the perturbative model.

2.4.1 The brute force approach

As a first approach we have performed high-level CASSCF com-
putations (see Section [3.2) along the 5,000 extracted snapshots
from the MD (Section [3:1)), which provide the required accurate
energies to build the fluctuating energy gaps as well as the transi-
tion dipole moments (including both GS — S, and Sy — S,), which
give the intensities of the different linear and nonlinear signals.
We have also computed CASPT2 energy corrections on top of the
CASSCF states to obtain more accurate reference energies and
also to assess the fluctuating energy gaps at this level of theory.
Given the high number of excited states studied, an issue one
may encounter is that of the swapping of the states along the
trajectory. The state swapping problem, together with a number
of possible strategies to cope with it, is discussed in Section [3.3}

2.4.2 The perturbative approach

In the perturbative approach one performs a single high level
quantum chemistry computation on e.g. the gas phase molecule,
which is taken as the un-perturbed reference for all subsequent
calculations. The system is described by the gas-phase Hamilto-
nian Hy, while its eigenvalues and eigenstates are denoted &, and
Y,, respectively, with a running over the states of interest. The
presence of the surrounding solvent is included by a perturbation
term H', different for every snapshot, which describes the interac-
tion between charge densities of the solute and its environment as
a classical electrostatic coupling term. The total Hamiltonian de-
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scribing system and solvent at a given snapshot n can be written
as:
H(n) =Ho+H'(n) @)

In the framework of perturbation theory, the first order correc-
tion to states energies can be computed employing the wavefunc-
tions of the reference computation, as prescribed by the following
equation:

& (n) = &a+ (Wa| H' (n) |ya) ()

Va being the unperturbed states (i.e. the eigenstates of the gas
phase Hamiltonian Hp).

The perturbative correction to the energy of state a at snapshot
n can be rewritten explicitly as the Coulomb interaction between
the charge density of the solute (adenine) molecule and the field
of the solvent (water) point charges surrounding it, as:

Paa(r)(n) Zig$(n)

dr+
[r—rj(n)| 7 Iri—rj(n)|

&)

(Va|H'(n) |ya) = —
5/

where pg,(r) is the electron density, Z; are the atomic numbers of
the various atoms in the system of interest (adenine) and q-]g (n)
are the solvent (water) charges at snapshot n. The indexes j and i
run over the environment charges and the nuclei of the (adenine)
molecule, respectively. From the computational point of view,
the Coulomb coupling between the state densities and the point
charges surrounding the molecule was computed for all the states
of interest by numerical integration of the charge densities paa(r)
(see Section[3.4).

The introduced perturbative approach is an extension of the
charge density coupling (CDC) method presented elsewhere. 5152
The method was originally applied to describe linear absorption
techniques, and as such it considered a limited number of states.
Here we combine it with multiconfigurational electronic struc-
ture calculations, making it possible to i) extend it to a large
number (30) of transitions in the considered system and ii) com-
pute accurate p,,(r) charge densities for all the states of interest.
Moreover, since we want to simulate also non-linear spectroscopic
techniques, the method has been adapted to describe not only en-
ergy gap fluctuation auto-correlation functions, but also energy
gap fluctuations cross-correlation functions, that capture the cor-
relation in between energy gap fluctuations of different states, as
the general formula given in equation [5]shows.

3 Computational Details

3.1 MD simulations

MD simulations of water-solvated adenine were performed em-
ploying molecular mechanics force field (FF) as implemented
in the Amber 11 package.53554 The system comprises the 9H-
adenine molecule solvated by a 12 x 12 x 12 A cubic box of
TIP3P55 water molecules. For the non-standard 9H-adenine
we generated FF parameters based on the generalised Amber
FF (GAFF)58 and the Restrained Electrostatic Potential (RESP)
charges computed at the Hartree-Fock 6-31G* level of theory.>”
As our aim is to isolate the role played by the solvent reorganisa-
tion dynamics towards spectral broadening, the adenine moiety
was positionally restrained at the optimised geometry in vacuum



Table 1 Electronic excited states of interest (L, , and HL?) for the diverse CASSCF levels of theory considered in the present work. The different states
are described by their main contributing configuration state functions (CSFs) and their relative weight, the norm of their transition dipole moment (TDM),
the state number in their respective CASSCF procedure given to highlight state swapping, and the average norm of the TDM (({|TDM |)).

Reference! (16,12)-20N (16,12)-3nN?

State ~CSF Weight _[TDM]_ ~CSF Weight [TDM] St o° CSF Weight _[TDM] St n°_ {[TDM])

Ly HSLFI 0.40 0.08 HSL+T 030 0.12 ) AST+T 026 0.13 01T
H1-1L 0.29 H1-L 029 H1-L 036

L, Ho L 0.62 1.35 HoL 0.59 1.34 5 Ho L 0.52 1.42 5 1.33
H1-L+1  0.09

HL? H=>L 022  1.15° H=>L 017  1.26° 16 H=>L 017  1.13¢ 19 0.934

H— L+2 0.15

H— L+2 0.13

@ | TDM| values are referred to the L, — HL? transition. ? The values here reported for weight, | TDM| and state number, refer to the computation in

the first MD snapshot.

(at the MP2/ANO-L-VDZP level) during all molecular dynamics
simulations.

The entire system was pre-equilibrated by heating from 0 to
300 K with steps of 100 K (of 100 ps each) at constant volume
and temperature using the Berendsen thermostat and a time step
of 2 fs (using the SHAKE algorithm for bonds involving hydro-
gens), followed by volume equilibration in the NPT ensemble,
maintaining constant pressure of 1 atm with the Bresendsen baro-
stat and using isotropic position scaling. Then, a production run
at constant volume and temperature (with the Berendsen ther-
mostat) was performed for 1 ns using a time step of 0.5 fs, with
a nonbonded cutoff of 10 A. The coordinates of the system were
extracted every 25 fs, i.e. accounting for 40,000 configurations.

3.2 CASSCEF/CASPT2 computations

All multiconfigurational electronic structure calculations were
carried out with the OpenMOLCAS package.®® An atomic natu-
ral orbital basis set (ANO-L) was used throughout in its valence
double-¢ polarised contraction.®%60 The resolution of identity
based on the Cholesky decomposition (CD) was used to speed up
the calculation of the electron repulsion integrals.61"63 An initial
MP2 optimization was carried out employing CD-accelerated an-
alytic gradients®¥ and using numerical differentiation for obtain-
ing the second-derivatives (Hessian) externally through GAUS-
SIANSS as implemented in the COBRAMM interface. €6

Complete active space self-consistent field (CASSCF) computa-
tions on adenine contained the full 7 valence occupied and vir-
tual orbitals plus two occupied n lone pair (ny) orbitals to in-
clude the contribution of !ny states, totalling in 16 electrons in
12 orbitals. This level of theory, called “(16,12)-2nN” hereafter,
was used in the perturbative model calculations as they compare
favourably with reference computations (see Table 1).%1 A second
level of theory, called “(16,12)-3nN” hereafter, was employed for
the 5,000 snapshots, which contained all 3 ny lone pairs and all =
occupied and virtual valence orbitals except the least contributing
n fully bonding occupied orbital. The reason we employed two
different active spaces was due to the need to include all 3 ny
lone pairs to mitigate orbital rotations and enable convergence in
different solvent arrangements.

CASSCF wave functions were averaged over the lowest-lying
30 states and were subsequently used for single-point perturba-
tion theory (CASPT2) energy corrections.©7%69 An imaginary level
shift of 0.2 a.u. was employed in the perturbative step to avoid

the presence of intruder states”% and an IPEA shift”U of 0.0 was
used throughout. CASPT2 computations were performed in its
single-state formulation.©7+62

CASSCF analytic gradients on top of the starting MP2-
optimized geometry in the gas phase was computed as required
for modelling the high-frequency spectral density window for
beth the (16,12)-2nN and-{16;12)-3nN-active spaces active space,
employing these data for the computation of the molecule’s vi-
bronic structure in both the brute force and the perturbative ap-
proaches. An ideal displaced harmonic oscillator was here em-
ployed, assuming negligible Dushinsky and anharmonic effects.

The CAS state interaction method72 was employed to evalu-
ate the transition dipole moments between the ground state and
excited states, as well as between excited states.

A hybrid QM/MM scheme was employed on top of the first
5,000 extracted snapshots, where the solvent boxes were cropped
to contain a 10 A radius droplet of waters centred around the ade-
nine moiety in order to isotropically account for solvent effects.
The adenine moiety was treated quantum mechanically employ-
ing the CASSCF/CASPT2 protocol within the (16,12)-3nN active
space mentioned above whereas the water distributions were in-
troduced in the QM computation through an external field as de-
tailed elsewhere. 66

Table 1 displays the reference values obtained by Nenov et al. 2!
for the adenine molecule employing the highly accurate SA-25-
RASSCF(0,0]12,10|2,12)/SS-RASPT?2 level of theory, and a com-
parison with those employed in the present study. As can be seen,
the main configurations describing the different electronic tran-
sitions, namely L, , and the doubly excited HL?, are adequately
described with the different approaches considered here, featur-
ing differences of ~10% in the overall weight of their main con-
tributing CSFs (see H — L+ 1 for Ly or H — L for L, in Table
1) that do not heavily alter the properties of interest for mod-
elling the spectra like the |TDM|. The L, state, mainly described
by the HOMO — LUMO transition, displays a lesser weight in
the (16 12)- 2nN and (16 12) 3nN active spaces—pameulafly—m

statedue«te—state&msm&g— 'I‘DMs seem to be in quahtatlve agree-
ment with the reference, (16,12)-2nN displaying much closer val-

ues than (16,12)-3nN and which highlights the importance of in-
cluding the full valence occupied & orbitals in the active space
whenever possible. It is worth noting that non-negligible differ-
ences arise when considering the norm of the averaged transition
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dipole moment ({|TDM |), see Table 1), which highlights the ad-
ditional difficulties faced due to state mixing along the trajectory
and that will be discussed in the next section.

3.3 State swapping

Figure [3] displays the norm of the transition dipole moments dur-
ing the first 12.5 ps of the dynamics in order to illustrate the issue
of state swapping along the MD. The first 12.5 ps (500 snapshots)
were selected as they are representative of the overall trajectory
in describing this problem.

Adenine features two different low-lying excited states in the
mid-UV energy window, namely L, and L,. The L, state can
be easily identified through its high oscillator strength from the
ground state (see Fig. [Ba-b). The use of a non-dynamically corre-
lated method like CASSCF leads to the appearance of additional
dark states within this window which, depending on the specific
water arrangement can lead to an effective state swapping. This
means a single CASSCF root (state number) does not correspond
to the same electronic configuration on all snapshots. This can be
seen in Fig. B, where S3 and S4 representing the bright L, state
swap in order along the trajectory, which is due to the specific po-
sition of the water molecules around the adenine moiety. Much
lesser oscillations are observed for the HL? state. A detailed dis-
cussion on the specific water coordination prompting state swap-
ping is outside the scope of the present manuscript and will be
reported elsewhere.

Following the right electronic configuration is of paramount im-
portance, as it is required for spectral simulations through the
computation of the energy gap fluctuation autocorrelation func-
tions Cgp (). To do so we have devised a protocol which (in a dia-
batic fashion) follows the nature of the excited state by computing
the state overlap matrix throughout the dynamics, which relates
the state ordering of a reference state (the gas-phase (16,12)-3nN
reference) with all subsequent snapshots considered, and that al-
lows us to revert the state swapping as shown in Fig. Bpb. Only
when the bright L, state is identified along the MD can one assign
the L, — HI? transition (Fig. [3k).

The state swapping issue does not appear in the perturbative
model, where only the gas phase reference energies are per-
turbed, and not the states, which therefore preserves their order
throughout the trajectory.

The swapping is, however, not the only issue arising along the
MD: by looking at the S3/S4 | TDM| as plotted in Fig. [3ja or the re-
ordered S3(Lq) in Fig. b, one can notice not only the oscillations
between states of the bright signal, but also the oscillatory differ-
ences in intensity displayed along the whole trajectory, which is
directly related to state mixing: indeed, the changes in the wave
function due to solvent reorganization along the trajectory, can
lead to effective state mixing. This means the description of a
given excited state deviates from the reference, which compli-
cates its monitoring. Moreover, state mixing can lead to a single
reference state mapping onto two (or more) adjacent states due
to their similar state overlaps, which then makes the assignment
ambiguous. This can be particularly seen when monitoring the
HL? state (lower panel in Fig. , as the intensity (|TDM|) van-
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Fig. 3 Norm of the transition dipole moment (|TDM|) over the first 12.5
ps of the molecular dynamics for the CASSCF (16,12)-3nN level of the-
ory. The first block of transitions (a) displays the ground to excited state
(So — Sx) mapping of the L, state, the second panel (b) is the reordered
states from (a) according to the overlap criterion, and (c) displays the
reordered L, — HL? transition and neighbouring states. The z axis de-
notes the values in arbitrary units of [TDM|, convolved with a 20-pixel
wide Gaussian kernel for clarity.

ishes at time=~2 ps despite the state being described by the same
wave function according to the overlap criterion. This is associ-
ated to a mixed state character and the intensity of the HL? state
is not transferred to any of the neighbouring states.

We are currently contemplating four different ways in which
these problems might be mitigated: i) to use a reference calcu-
lation with a fully solvated molecule instead of a gas phase ref-
erence, ii) to consider CASPT2 corrections that not only improve
the energies of the states but also the description of the states
themselves (i.e. MS- or XMS-CASPT?2), iii) by designing more ad-
equate measures to map states by combining state overlaps with
the monitoring of the full transition dipole moment vector, and
iv) by employing diabatization procedures to follow the diabatic
character of the excited state. As stated above, a diabatization
scheme based on the maximal overlap of the states along the tra-
jectory with chosen reference states was employed here, while
ongoing work is in progress on all four fronts. which we think

3.4 Numerical integration of the Coulomb coupling

The integration of the Coulomb interaction term between the
electronic charge density pa,(r) and the water charges (equation
was performed numerically. Each water was considered to be
made of three point charges (two gy charges centered on the two
hydrogen atoms, and one g¢ charge on the oxygen), whose values
were taken from the TIP-3P force field. p,,(r) was then computed
by expressing it in terms of the (spatial) orbitals @;(r), as:

ND(T Naa
Paa(r) =2}, 07 (r) + ) Tj0i(r)9;(r) (10)
i ij

Two terms of the system’s electronic charge density are here con-
sidered: the electron density of the doubly occupied (i.e. inactive)
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Fig. 4 Comparison between experimental (Ref. [74]
simulated models for the linear absorption spectra of
in the L, state absorption window: (a) Perturbative mi
model and (c) CASPT2 model. The L, state computec
has been centered on the experimental one, applying ¢
cm-! (a), 1200 cm-! (b) and 1100 cm-! (c). Spect
match the experimental La intensity. No lifetime bro:
added, as the use of experimental fitted L, lifetime val
negligible modifications to the lineshape.

orbitals, in the number of Ny¢, and the electron density of the ac-
tive orbitals, in the number of N,,. The first contribution, as well
as the nuclear contribution to the full charge density, is equal for
all the states, while the latter changes from state to state, as pre-
scribed by the transition density matrix 7;j. This summarizes the
contribution with which each configuration, involving a pair of
active orbitals ¢; and ¢;, participate to the state of interest (a)
(i.e. the different way in which every state fills up its active or-
bitals with its active electrons).

From a practical point of view, the orbitals ¢;(r) were trans-
formed in cube files by means of an in-house modified version of
the Orbkit toolkit,”2 which can be integrated numerically. The
discrete densities are now represented as a collection of charges
on a 3D grid (paa(r) = Liqi8(r—ri)), and the integral of equa-
tion[9)is here substituted by a double sum over the state a density
charges and the water charges:

ﬂ 11
ij ]r,'—rj(n)l

The evaluation of the double sum can be significantly sped up
with a screening procedure that filters out very small charge val-
ues: the molecule is in fact characterized by a non-uniform elec-
tron density in the grid volume, so that points close to the edge
of the grid boundaries carry negligible contributions. By discard-
ing all charges whose absolute value is smaller than a threshold
value we significantly reduced the number of interaction terms

Perturbative CASSCF
o A AL o AH AL
L, 450 2530 410 630 26202530 800
HI? 490 8980 425 576 145008980 575
La—HIL? - 4024 276 - 50354024 295

Table 2 Summary of the disorder parameters employed in the simulation
of linear and non-linear spectra. Static disorder o,, reorganisation ener-
gies for intra-molecular modes (A ) and for the fluctuating waters (A.) are
expressed in cm~!.

Intra-molecular only ——— Intra-molecular & static disorder
e Intra-molecular & dynamic dicorder ——  All contributionz

20 T T T T T T T

151

10
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Fig. 5 Simulation of the linear absorption spectrum (perturbative model)
in the L, adenine state absorption window, accounting only for selected
disorder contributions: static+dynamic disorder (blue line), only dynamic
disorder (green line), only static disorder (red line), no disorder (orange
line). The experimental spectrum (Ref. [74) is also shown (black line).

that have to be computed. The accuracy of this procedure was
checked by comparing numerical dipoles, computed by means of
the discrete and screened set of charges 47, with the analytic ones
provided by the complete active space state interaction (CASSI)72
method available in the OpenMOLCAS package.58

The extraction of the transition density matrix and of the orbital
cube files from CASSCF computations (performed with Open-
MOLCAS) has been already detailed elsewhere. 7578

3.5 Computation of the spectral densities

The spectral densities Jaq(@) were composed by summing the
intra-molecular vibration contribution, J¥ (@), and the contribu-
tion coming from the water dynamics around the frozen adenine,
JL (w). J# (®) were computed for-beth-considered-active spaces;
36,12y 2aN-and-(16;12)-3aN employing the (16,12)-2nN active
space. A Gaussian broadening of 5 cm~! was applied to the dis-
crete spectrum of frequencies, which physically translates in ac-
counting for the vibrational dephasing of the modes. We also
neglected all contributions coming from modes below 450 cm™!,
as the gradient projection on these low frequency modes can be
remarkably inaccurate.?

To ensure that the auto- (cross-) correlation functions Cgp(r)
decay to zero at the end of the time window, a Gaussian damping
function with o = 3 ps was used.*%77 Moreover, instead of nu-
merically Fourier transforming the Cg(r) functions, we fit these
with a stretched exponential, i.e. a two parameters function given
by:

fep®) =exp[~(t/2)F (12)

The Fourier transform of the stretched exponential was then
obtained employing an open-source library.78

3.6 Computations of spectra
All the spectra simulations (both linear and non-linear) were car-
ried out employing an in-house modified version of the Spectron
software.

Non linear spectra were convolved with a Gaussian pulse shape

Journal Name, [year], [vol.], 1-@ |9



(a) La state

(b) Ly state

Energy (x103cm-1)

0 20 40 60 80 100 120
Time (ps)

0 20 40 60 80 100 120
Time (ps)

Fig. 6 L, and L, state energy flow along the MD trajectory. From bottom to top, the levels of theory are: Perturbative (red curve), CASSCF (blue curve)
and CASPT2 (black curve). The curves have been displaced (by steps of 5000 cm~! and 1000 cm~! for L, and L, states, respectively) to allow for
comparison. The states were reordered in all the models (except the perturbative one) according to the maximal overlap criterion with respect to the
initial reference state (see Section . Ly flows are much closer to their average energy gap value and look nearly identical for all models, while the
much wider L, flows do not. For the L, state it is clearly visible that the CASPT2 model has the highest number of outliers.

envelope of o =7 fs, in order to faithfully reproduce the exper-
imental setup of Ref. in which a pulse of width 16 fs was
employed.

4 Results

In the following we apply the presented protocol to adenine. As
a proof of concept we simulate linear absorption (LA), as well
transient absorption (TA) and 2DES
Nenov et al.2l reported the ele
in gas-phase up to 10 eV, thereby ¢
yond the lowest far-UV accessible s
band). They showed that a multi
CASSCF/CASPT2 is required to acc
ergy spectrum. They identified a ct
a double HOMO to LUMO (H => 1
intense “fingerprint” ESA for L, inn
of outlying the practical application
comparing different approaches (br
computing static and dynamic diso:
linear absorption and on both the
(labeled HL?) for TA and 2DES.
We start by benchmarking the va
perimental linear absorption spectr
perturbative and the QM/MM brute
sient absorption and 2DES signals.

4.1 Linear absorption

In Figure[4a comparison of linear s

sition is presented. Three levels of t

vative, CASSCF (in which the energ

at the CASSCF level) and CASPT2

tions are applied on the top of the

For the pertubative method we rely

and SS-CASPT2 excitation energies

phase structure, while for the othe:

trajectory averaged TDMs (CASSCF level for both models) and
excitation energies (SS-CASPT2 level for both models).
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The L, linewidth is described remarkably well by most of the
considered methods, CASPT2 being the only one that presents a
slightly broader linewidth. This is caused by a small mixing with
other states, which produces large deviations in the energy gap
at the CASPT2 level as it degrades the CASSCF reference wave
function in which the correction is applied. CASPT2 therefore
exasperates the issues coming from states mixing, and we thus

O

Intensity (a.u.)
iy

0 L L
300 350 400 450 500

Wavelength (nm)

Fig. 7 Comparison of experimental” (black curve) and theoretical (red
and blue curves, for perturbative and CASSCF models, respectively)
transient absorption spectra at time #, = 100 fs. In the theoretical maps
only the ESA contribution was considered. Simulation of the ESA signal
that does not consider inter-state spectral densities J; ,,.(®) (orange
line) and employing J* () computed with the (16,12)-3nN active space
(blue dashed line) are also shown. a-is-significantly less-accurate-with

pulse envelope of ~16 fs width was applied to the simulated spectra, in
order to mimic the effect of experimentally employed pulses. Simulated
curves were shifted and normalized to the experimental spectrum, in or-
der to allow for a comparison of the lineshapes.
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Fig. 8 Comparison of theoretical (perturbative model (a,c,e), CASSCF model (b,d,f)) 2DES maps at time t, = 0 fs: (a-b) ESA contribution, (c-d) GSB
and SE contributions, (e-f) total 2DES spectrum. The intensity range has been fixed for all six maps to 90% of the min and max of the perturbative total
map. Convolution of the simulated maps with a Gaussian pulse envelope of ~16 fs width was applied. (g-i) Spectral densities used in the calculation
of linear and non-linear spectra. A scaling factor was applied to J; (w) to make them visible in the range of Jy (®). Fhe-insets-in{a)-and-{b)-show-that

ing a large amount of states. We nonetheless note that, for states
that do not swap or mix along the trajectory (as it happens for
the dark L, state), CASSCF and CASPT2 energy fluctuations (and
therefore the spectral densities and eventually the broadening of
the spectra) are comparable (Figure 6[(b)).

In Figure[5]we show how the various disorder contributions are
all necessary to describe a correct lineshape. The orange curve
represents the spectra simulated by neglecting both static and dy-
namic contributions, and therefore including only intra-molecular
vibrations (high-frequency window of the spectral density). One
notices that the origin to the asymmetric lineshape of the L, ab-
sorption, with an intense tail extending in the blue is provided
by the intra-molecular vibrations. Still, it is the addition of ho-
mogeneous broadening (green curve) that smooths the spectral
shape. Finally, the inclusion of static disorder (blue line, which is
the same spectrum of Figure[4{(a)) washes out the vibronic bands
that would otherwise appear.

It is worth highlighting that the perturbative approach works
as well as the higher level CASSCF approach. This is visible in the
spectra but also when comparing the energy fluctuations (Figure
[6), which follow the same dynamics (even if the CASSCF flow
displays a larger variability, which is reflected in the higher inten-
sity of the spectral density and the larger static disorder ¢ and
reorganization energy Ay, as detailed in Table[2)).

4.2 Non-linear spectra

The simulation of non-linear spectroscopy was here limited to the
GSB and SE contributions coming from the L, bright state, and
ESA signals from the L, — HL? transition. Not only is this transi-
tion the brightest from the initially accessed bright L, state, but it
also remains clearly detectable in gas phase and in solution. We
have collected data and are planning to perform a more complete
study, by including additional bright states in different windows.

First of all we compute transient absorption (TA) spectra at
100 fs pump-probe delay time, at both the perturbative and

the CASSCF level, and compare them with recently published
experimental data.”? Figure |2| shows a comparison between
the experimental signals recorded in the 300—650 nm window,
and four simulated ESA curves, which reproduce the L, — HL2
band in: the perturbative model (red curve), the brute-force
CASSCF model (blue curve), and two modified CASSCF models
obtained by removing the cross-term J;_g;2(®) contributions (or-
ange curve), and by employing a different J% (@) spectral densi-
ties (dashed blue curve). We note that the computed lineshape
obtained by including all spectral density components (i.e. com-
ing from the autocorrelation functions of the L, and HL? states,
as well as the cross-correlation term between the two states) com-
pares significantly well with experiment, at both the perturbative
and CASSCF level (as the disorder parameters of the models com-
pares well with each other, see Table . It is remarkable how,
by removing the cross-term J; g2 (®) (Figm orange line), the

lmew1dth becomes 51gmﬁcant1y broader. V\Ie—aete—that—ehe—pesmf—

level GASSGE level- We note that the dashed blue curve, Wthh
was obtained employing J: b(w) spectral densities computed in

the first snapshot of the MD and within the (16,12)-3nN active
space, is considerably broader compared to the other curves, due
to the higher coupling to intra-molecular vibrations found in the
gradient of the HL? state found in this active space. This-iste

the deseription-of the GASSCE modeHlineshape. This translates in
almost double the intensity of the high frequency part of the spec-

tral density J LZHLZ((") in (16,12)-3nN with respect to (16,12)-
2nN (lgv 14500cm ™!, to be compared with AHL’ = 8980cm !
obtained in the (16,12)-2nN active space). The reason for this
overestimation and the consequent worse agreement to experi-
ments, is to be ascribed to the reduced quality in the description
of the HI? state in the given solvent snapshot and within (16,12)-
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3nN active space. {used-in-the perturbative-computations)—The

5

The results obtained for that TA band at 100 fs confirm the
astonishing accuracy of the perturbative approach in reproducing
the results of higher level computations,—while the overall bet-

GASSGE-one; while the overall better agreement of the models
employing spectral densities J¥ (@) obtained within the (16,12)-
2nN active space, underlines the importance of a proper descrip-
tion of the states for the vibronic coupling calculation. Te-this

3 () ]

5 i -F

36;12) 3nN-activespaee- Finally, the intensity recorded in the
experiments above 500 nm is to be ascribed to ESA signals to
other excited states reached from L,, that we have not included
in our computations.

In Figure [8] we show a sequence of simulated 2DES contribu-
tions at time 7, = 0, which highlight the non-trivial lineshape that
can be observed in 2DES experiments in the absorption region of
the L, state. We separate GSB and SE emission from ESA contri-
butions and further compare the perturvative and CASSCF mod-
els. Due to the absence of experimental data at short delay times,
we present spectra for a pump-probe delay 1, =0 fs. GSB con-
tributions (Figure [§(c-d)) are mainly localised on the diagonal of
the map, at excitation and detection wavelength around 280 nm
(no shift of the transition energy has been applied here). It gives a
largely circular contribution also at time 7, =0, as the contribution
of inhomogeneous broadening is not strong enough to produce an
asymmetric shape. SE contributions (Figure [8(c-d)) appear as a
positive tail, spreading to the red side of the window, from around
300 nm to 450 nm, and overlapping with the negative ESA signals
(Figure [B[(a-b)), which extends from 380 nm to the red edge of
the simulated spectrum. The shape of GSB and SE peaks is simi-
larly described by the two methods. A minor difference in the ESA
contributions intensity comes from the slightly reduced norm of
the transition dipole moment found when averaging CASSCF re-
sults over the (5,000) MD trajectory configurations considered for
the brute-force QM/MM approach (as detailed in Table [T).
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5 Conclusions

In this discussion we explore two different approaches to simu-
late spectral lineshapes in linear and third-order non-linear opti-
cal spectroscopies. Lineshapes are modulated by the coupling be-
tween the electronic transitions and the molecular normal modes,
as well as by static and dynamic effects of solvation. Our exten-
sion of the CDC method with multireference electronic structure
calculations allows computing disorder properties of a large num-
ber of system states, enabling its applicability to the simulation of
2DES.

In the first part of this paper we lay out a theoretical frame-
work for the characterisation of these various contributions from
first principles. Intra-molecular contributions were accounted for
in the framework of the displaced harmonic oscillator. Concern-
ing static and dynamic disorder we confront two methods, both
relying on a sequence of snapshots extracted from an MD simu-
lation and representing the solute through atom centered point
charges: one that considers the effects of the different solvent
arrangements around the the states energies, obtained as the
Coulomb coupling term between the solute’s (fixed) gas-phase
states and the solvent charges, and another where full QM/MM
computations (in which orbital relaxation is allowed) obtain the
response of the solute electronic structure to the different solvent
arrangements. The former, relying on a single gas phase refer-
ence computation, does not require further electronic structure
theory evaluations and solely needs ~5 minutes per snapshot for
evaluating the interaction with the reference state densities to ob-
tain the perturbed energies along the MD. The latter, on the other
hand, requires one QM/MM computation per extracted snapshot
(5,000) and each of these costs ~6 hours for CASSCF and an ad-
ditional 3 hours when performing CASPT2 on top, thus requiring
a hundred times more computing time compared to the perturba-
tive approach.

The two methods were tested and compared by simulating lin-
ear absorption, transient absorption and 2DES spectra. In all
the three cases, the perturbative approach performed outstand-
ingly well. Beyond its higher computational cost, we showed the
difficulties that appear in applying a brute force approach along
the trajectory, with the occurrence of state swapping and mixing,
which make it necessary to take actions to properly identify the
states of interest within the manifold of computed states along
the MD trajectory. The perturbative method, which modifies only
the state energies without influencing their order, does not suf-
fer from this issue. Nonetheless, the fact that only state energies
are perturbed, makes it unable to describe the variability of the
transition dipole moment along the trajectory, which is instead
captured by the brute-force approach.

Even if the here simulated spectra are mostly affected by intra-
molecular vibrations (high-frequency spectral density window),
the computed static and dynamic disorder coming from the inter-
action between the adenine molecule and its environment give
rise to non-negligible contributions to the lineshape. We ex-
pect that the importance of the proper evaluation of these terms

should become even more apparent in-the-visible IR-speetral re-
gion;and-when a larger number of states, characterized by sig-
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Fig. 9 Comparison of the spectral densities (a) and of the static disorder
width o (b) for all the 30 computed adenine states, in the framework of
the perturbative model. The notable state-dependence of the system-
bath coupling strength is apparent.

nificantly different coupling with the environment, are included.
This is made apparent by looking at the large variability of the
spectral densities J%,(®) (and of the static disorder o,) computed
for the all the 30 states with the perturbative model, shown in
Figure[0] whose peak heights vary by two orders of magnitude.

We therefore suggest that a promising strategy for the first prin-
ciples description of the lineshape should not in general rely on
the brute force computation of costly high-level computations on
each snapshot of a generated MD trajectory. It should instead fo-
cus on producing very accurate reference states at a single point,
on top of which both the perturbative approach and the evalua-
tion of the coupling with the intra-molecular normal modes will
be optimal. In this regard, a step towards increasing the reliability
of the perturbative approach would be to rely on state densities
obtained for a typical water distribution and/or an average de-
scription of the solvent via embedding models. In this way, the
strength of the perturbative coupling will be reduced, thus en-
hancing the accuracy of the results.
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