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1 Introduction

The paper deals with the regularity of minimizers of integral functionals of the Calculus of Variations of the
form
Fw) = [ £, Du) dx, (1.1)
Q
where Q c R", n > 2, is a bounded open set, u: Q — RN, N> 1, is a Sobolev map. The main feature
of (1.1) is the possible degeneracy of the lagrangian f(x, &) with respect to the x-variable. We assume that
the Carathéodory function f = f(x, &) is convex and of class C? with respect to & € RN, with fee(x, ),
fex(x, &) also Carathéodory functions and f(-, 0) € L1(Q). We emphasize that the N x n matrix of the second
derivatives fz+(x, &) not necessarily is uniformly elliptic and it may degenerate at some x € Q.
In the vector-valued case N > 1, minimizers of functionals with general structure may lack regularity, see
[19, 43, 49], and it is natural to assume a modulus-gradient dependence for the energy density, i.e. that there
exists g = g(x, t): Q x [0, +0c0) — [0, +00) such that

fx, &) = g(x, 1€D). (1.2)
Without loss of generality, we can assume g(x, 0) = 0; indeed, the minimizers of F are minimizers of
e (e Dw - fix, 0)) dx
Q

too. Moreover, by (1.2) and the convexity of f, g(x, t) is a nonnegative, convex and increasing function of
t € [0, +00).

*Corresponding author: Antonia Passarelli di Napoli, Dipartimento di Matematica e Appl. “R. Caccioppoli”, Universita di Napoli
“Federico 11", Via Cintia, 80126 Napoli, Italy, e-mail: antonia.passarellidinapoli@unina.it.
https://orcid.org/0000-0002-3371-1090

Giovanni Cupini, Dipartimento di Matematica, Universita di Bologna, Piazza di Porta S. Donato 5, 40126 Bologna, Italy,

e-mail: giovanni.cupini@unibo.it. https://orcid.org/0000-0002-9580-2879

Paolo Marcellini, Elvira Mascolo, Dipartimento di Matematica e Informatica “U. Dini”, Universita di Firenze, Viale Morgagni
67/A, 50134 Firenze, Italy, e-mail: paolo.marcellini@unifi.it, elvira.mascolo@unifi.it. https://orcid.org/0000-0002-9350-1351,
https://orcid.org/0000-0001-7489-2011

3 Open Access. © 2021 Cupini, Marcellini and Mascolo, published by De Gruyter. This work is licensed under the Creative Commons
Attribution 4.0 International License.

3



444 —— G. Cupini et al., Lipschitz regularity for non-uniformly elliptic integrals DE GRUYTER

As far as the growth and the ellipticity assumptions are concerned, we assume that there exist exponents
P, q, nonnegative measurable functions a(x), k(x) and a constant L > 0 such that

{a(x)(l FIEDT IR < Fre(x, OLA) < LA+ [EP)T A2, 2<p<q, 13

Ifex(x, )] < kOO)(1 + 12T
for a.e. x € Q and for every &, A € R¥*", We allow the coefficient a(x) to be zero so that (1.3); is a not uniform

ellipticity condition. As proved in Lemma 2.3, (1.3); implies the following possibly degenerate p, g-growth
conditions for f:

a(x)

p(p-1)

Our main result concerns the local Lipschitz regularity and the higher differentiability of the local mini-
mizers of F.

A+EDTIER < fx, &) < %(1 +1EA)T1E2, ae.xeQandforall £ e RV, (1.4)

Theorem 1.1. Let the functional F in (1.1) satisfy (1.2) and (1.3). Assume moreover that

1
~ €Lic(Q), ke L (Q), (1.5)
withr, s > n and s 1 1
q. (1+—-—). (1.6)
p s+1 n r

Ifue Wllo’cl (Q) is a local minimizer of F, then for every ball B, € Q, the estimates

9
1Dl oo By, ) < cacgo( J (1 + f(x, Du)) dx) , (1.7)
BRO
p=2 9
I 2001 + |Dul) "2 [D?ul dx < C:Kgo( J (1 + f(x, Du)) dx) , (1.8)
Bry/2 Bro

hold with the exponent 9 depending on the data, the constant C also depending on Ro and where
Ky =1+a? ||LS(BR0)||k||%r(BRO) +llallzeo(Bgy) -

It is well known that, to get regularity under p, g-growth, the exponents g and p cannot be too far apart;
usually, the gap between p and q is described by a condition relating p, g and the dimension n. In our case,
we take into account the possible degeneracy of a(x) and condition (1.3), on the mixed derivatives fz in
terms of a possibly unbounded coefficient k(x); then we deduce that the gap depends on s, the summability
exponent of a~! that “measures” how much a is degenerate, and the exponent r that tells us how far k(x)
is from being bounded. If s = r = co, then (1.6) reduces to % <1+ % that is what one expects; see [12] and
for instance [40]. Moreover, if s = coand n < r < +oo0, then (1.6) reduces to Iﬂ) <1+ % - %, and we recover the
result of [23].

Motivated by applications to the theory of elasticity, recently, Colombo and Mingione [8, 9] (see also
[2, 17, 18, 24]) studied the so-called double phase integrals

JIDqu +b(x)|Dul?dx, 1<p<aq.
Q

When applied to this case, Theorem 1.1 gives the local Lipschitz continuity of the minimizers if b(x) € Wlloc’ s
for somer > n, and% <1+3-1([23).
As it is well known, weak solutions to the elliptic equation in divergence form of the type

—div(A(x, Du)) =0 inQ
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are locally Lipschitz continuous provided the vector field A: Q x R" — R" is differentiable with respect to ¢
and satisfies the uniform ellipticity conditions

A1+ 1EP) T AR < (As(x, O A) < Ay(1+ 1107 A%,

Trudinger [50] started the study of the interior regularity of solutions to linear elliptic equations of the form

n
y i(ai,-(x)a—“(x)> -0, xeQCR", (1.9)
ij=1 aX,' ()Xj

where the measurable coefficients a;; satisfy the non-uniform condition

n

AIER <Y aij(0&ig < n?u())€1?

ij=1

fora.e. x € Q and every ¢ € R". Here A(x) is the minimum eigenvalue of the symmetric matrix A(x) = (a;j(x))
and u(x) := supjjla;;|. Trudinger proved that any weak solution of (1.9) is locally bounded in Q, under the
following integrability assumptions on A and u:

2

1 1
(Q) with — + — < —.
r o

Atell (Q and py=A'p’*elf -

loc
Equation (1.9) is usually called degenerate when A~1 ¢ L (Q), whereas it is called singular when u ¢ L®(Q).
These names in this case refer to the degenerate and the singular cases with respect to the x-variable, but in
the mathematical literature, these names often refer to the gradient variable; this happens for instance with
the p-Laplacian operator —div(|DulP~2Du). We do not study in this paper the degenerate case with respect
to the gradient variable, but we refer for instance to the analysis made by Duzaar and Mingione [21], who
studied an L*°-gradient bound for solutions to non-homogeneous p-Laplacian type systems and equations;
see also Cianchi and Maz’ya [7] and the references therein for the rich literature on the subject.

The result by Trudinger was extended in many settings and directions: firstly, by Trudinger himselfin [51]
and later by Fabes, Kenig and Serapioni in [29]; Pingen in [48] dealt with systems. More recently, for the regu-
larity of solutions and minimizers, we refer to 3, 4, 10, 15, 16, 32]. For the higher integrability of the gradient,
we refer to [33] (see also [6]). Very recently, Calderon-Zygmund’s estimates for the p-Laplace operator with
degenerate weights have been established in [1]. The literature concerning non-uniformly elliptic problems
is extensive, and we refer the interested reader to the references therein.

The study of the Lipschitz regularity in the p, g-growth context started with the papers by Marcellini
[35, 36], and since then, many and various contributions to the subject have been provided; see the refer-
ences in [40, 42]. The vectorial homogeneous framework was considered in [37, 41] and by Esposito, Leonetti
and Mingione [27, 28]. Condition (1.3), for general non-autonomous integrands f = f(x, Du) has been first
introduced in [22-24]. It is worth to highlight that, due to the x-dependence, the study of regularity is signif-
icantly harder and the techniques more complex. The research on this subject is intense, as confirmed by the
many articles recently published; see e.g. [11, 13, 14, 20, 25, 30, 38-40, 45-47].

Let us briefly sketch the tools to get our regularity result. First, for Lipschitz and higher differentiable min-
imizers, we prove a weighted summability result for the second-order derivatives of minimizers of functionals
with possibly degenerate energy densities; see Proposition 3.2. Next, in Theorem 3.3, we get an a priori esti-
mate for the L*°-norm of the gradient. To establish the a priori estimate, we use Moser’s iteration method [44]
for the gradient and the ideas of Trudinger [50]. An approximation procedure allows us to conclude. Actually,
if u is a local minimizer of (1.1), we construct a sequence of suitable variational problems in a ball Bg cc Q
with boundary value data u. In order to apply the a priori estimate to the minimizers of the approximating
functionals, we prove a higher differentiability result, see Theorem 3.3, for minimizers of the class of func-
tionals with p, g-growth studied in [23], where only the Lipschitz continuity was proved. By applying the
previous a priori estimate to the sequence of the solutions, we obtain a uniform control in L* of the gradient
which allows to transfer the local Lipschitz continuity property to the original minimizer u.
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Another difficulty due to the x-dependence of the energy density is that the Lavrentiev phenomenon may

occur. A local minimizer of F is a function u ¢ Wllo’cl(Q) such that f(x, Du) € Lll0 (Q) and

If(x, Du) dx < If(x, Du + Do) dx
Q Q

forevery ¢ € C(l)(Q). If u is alocal minimizer of the functional F, by virtue of (1.4), we have a(x)|Dul?P € Llloc(Q)
ps
and, by (1.5), u € Wllo’cm(Q) since

s a1 1 a1
JIDuIs%1 dx < <J a|Dul? dx) 1<J p dx) ' < 00 (1.10)
Bgr Br Bgr

for every ball Bg ¢ Q. Therefore, in our context, a priori, the presence of the Lavrentiev phenomenon cannot
be excluded. Indeed, due to the growth assumptions on the energy density, the integral in (1.1) is well defined
if u ¢ W4, but a priori, this is not the case if u € Wbt Q)\ Wllo’cq (Q). However, as a consequence of Theo-
rem 1.1, under the stated assumptions (1.2), (1.3), (1.5), (1.6), the Lavrentiev phenomenon for the integral
functional F in (1.1) cannot occur. For the gap in the Lavrentiev phenomenon, we refer to [5, 26, 28, 52].
We conclude this introduction by observing that, even in the one-dimensional case, the Lipschitz con-
tinuity of minimizers for non-uniformly elliptic integrals is not obvious. Indeed, if we consider a local mini-

mizer u to the one-dimensional integral
1
F(u) = J ax)(1+ ' )5 dx, p>1, (1.11)
-1
then Euler’s first variation takes the form
1
j a(x)p(1 + |u’(x)|2)%u’(x)(p'(x) dx=0 forallg e C(-1,1).
-1

This implies that the quantity a(x)(1 + Iu’(x)lz)% u'(x)is constant in (-1, 1); it is a nonzero constant, unless
u(x) itself is constant in (-1, 1), a trivial case that we do not consider here. In particular, the sign of u’(x) is
constant, and we get

1+ P ' ()] = a.e. x e (-1,1).

c
m ,
Therefore, if a(x) vanishes somewhere in (-1, 1), then |u’(x)| is unbounded (and vice versa), independently
of the exponent p > 1. Thus, for n = 1, the local Lipschitz regularity of the minimizers does not hold in general
if the coefficient a(x) vanishes somewhere.

We can compare this one-dimensional fact with the general conditions considered in the Theorem 1.1.
In the case a(x) = |x|* for some a € (0, 1), then, taking into account the assumptions in (1.5), for the integral
in (1.11), we have k(x) = a'(x) = a|x|*2x and

1 1
—elj (-1,1) & 1-a5>0 ea<-—,
a S

1
k=a"eL] (-1,1) = r@-1)>-1 <=>¢x>1—7.

These conditions are compatible if and only if 1 - % < % Therefore, also in the one-dimensional case, we

have a counterexample to the L®-gradient bound in (1.7) if
1 1
—+—=>1. (1.12)
r s

This is a condition that can be easily compared with assumption (1.6) for the validity of L*®-gradient
bound (1.7) in the general n-dimensional case. In fact, since 1 < 1%’ (1.6) implies

S 1 1 1 1 1
(1+———><=>— —
s+1 n r r s

1< < =,
which essentially is the complementary condition to (1.12) when n = 1.

+
n
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The plan of the paper is the following. In Section 2, we list some definitions and preliminary results.
In Section 3, we prove a priori estimates of the L*°-norm of the gradient of local minimizers and a higher
differentiability result; see Theorem 3.3. In the last section, we complete the proof of Theorem 1.1.

2 Preliminary results

We shall denote by C or ¢ a general positive constant that may vary on different occasions, even within the
same line of estimates. Relevant dependencies will be suitably emphasized using parentheses or subscripts.
In what follows, B(x, r) = By(x) = {y € R" : |y — x| < r} will denote the ball centered at x of radius r. We shall
omit the dependence on the center and on the radius when no confusion arises.

To prove our higher differentiability result (see Theorem 3.3 below), we use the finite difference operator.
For a function u: Q — RK, Q open subset of R", given ¢ € {1, ..., n}, we define

Tonu(x) := u(x + heg) —u(x), xe€ Qp,
where e, is the unit vector in the x, direction, h € R and
Qip = {x € Q : dist(x, 0Q) > |hl}.

We now list the main properties of this operator.
(i) IfueWbHi(Q),1<t< oo, then 1o pu € WHH(Qp) and

Di(Te,pu) = Tp n(Diut).

(i) If f or g has support in Qp, then

jfre,hg dx = I 8Te,—nf dx.
Q Q

(i) fu, uy, € LY(Bg),1<t<oo0,and 0 < p < R, then for every h, |h| <R - p,
[ireaucoltax < ntt [ lux ol ax.
B, Br
(iv) Ifu € LY(Bg), 1 < t < 0o, and for O < p < R, there exists K > 0 such that, for every h, |h| < R - p,

)

j|re,hu<x)|f dx < KIhl,
£ IB
P

then letting h go to O, there exists Du ¢ Lt(Bp) and [luy, e, < K forevery ¢ € {1, ..., n}.
We recall the following estimate for the auxiliary function:

-2
Vp(8) = (1+12P)7 ¢,

which is a convex function since p > 2 (see [34, Step 2] and the proof of [31, Lemma 8.3]).

Lemma 2.1. Let 1 < p < oco. There exists a constant c = c(n, p) > 0 such that

V(&) - Vp()I?

T <c(+1E2 + )T

LA+ ER+ P <

forany &, n e R, & # 1.

Remark 2.2. Note thatif v € Wllo’cl(Q) is such that V,(Dv) € Wllo’cz(Q), then there exists a constant c¢(p) such
that
2 -2
cp) D2 VIE(U? +1DVIY)T < IDV,(DV)I? < c(p)ID>vI2(u? + IDVI?) 7 .
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In the next lemma, we prove that (1.3); implies the, possibly degenerate, p, g-growth condition stated
in (1.4).

Lemma 2.3. Let f = f(x, §) = g(x, |¢]) be of class C? with respect to the &-variable. Let us assume that the
quadratic form of the second derivatives D¢f (x, &) of f satisfies the conditions

a()(1 +1E3) T 1A < (Deef(x, A, A) < b1 + €127 [A]2 (2.1)

for some exponents 1 < p < q and nonnegative functions a, b and for all ¢, A € R™. Then f satisfies the following
P, q-growth condition:

2 -2

c1a()(1 +€12) T 182 < f(x, &) - f(x,0) < c2b(0)(L + |£12) T €12, 2.2)
where ¢1 = min{g255;5 3} and ¢z = max{ 2z 3}-
Remark 2.4. As noticed by an anonymous referee, that we thank for her/his careful reading of the manu-

script, in Lemma 2.3, it is sufficient to assume the validity of (2.1) only for every A, & € R" with A proportional
to & (see formulas (2.5), (2.6) below in the proof); in this case, (2.1) simplifies into

a)(1+ )% < gulx, t) < bOO(1 + )T 2.3)

Therefore, alternatively, in Lemma 2.3, it is sufficient to assume directly (2.3) instead of (2.1).

Proof. Forx € Qands € R, letusset ¢(s) = g(x, st), where we recall that g is linked to f by (1.2). The assump-
tions on f imply that ¢ € C?(R) with g;(x, 0) = 0. Since

@'(s) = ge(x,st) - t,  @"(s) = guelx, st) - 2,

the Taylor expansion formula in integral form yields
1
P(1) = p(0) +¢'(0) + [(1-1)p" (") dr.
0
Recalling the definition of ¢, since ¢(1) = g(x, t) and ¢'(0) = g¢(x, 0) - t = 0, we get
1
8(x, t) = g(x,0) + J(l - 1gu(x, rt) - 2 dr. (2.4)
0

We recall [41, formula (3.3)],

. X, (Dgef (x, §)A, A) X,
min{g(r, 140); S0 10| < PN oyl o, 1g1; SO0 2.5)
1§ Al €1
which holds with equality when A is proportional to &, when (2.5) simplifies to
(Deef(x, $)A, A)
%] = gu(x, I£)).
M' A proportional to &
Therefore, in the particular case with |A| = |£] = t, assumption (2.1) translates into
a()(1+ )T < gulx, t) < bX)(1 + )7 . (2.6)
Inserting (2.6) in (2.4), we obtain
1 1
a(x)t? J(1 N1+ dr<gx, ) - g(x, 0) < b(x)t2 J(l “n[L+ (0217 dr. 2.7)
0 0
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Assume p > 2. For the integral in the left-hand side of (2.7), since r € [0, 1] and p > 2, we obtain

1 1 1
J(1 —H[1+ D)5 dr > j(1 P+ )2 dr= 1+ )% J(l — P2 dr
0 0

0
Sl Pl (14 2)
—1+)%F r - _] 2.8
( ) p-1 plo (@-1p (2.8)
Similarly (and simpler) for the integral in the right-hand side of (2.7),
1 1 1
J(1 [+ dr<(1+ )T J(l -ndr=s(+ e (2.9)
0 0
Combining the last two estimates and recalling in (2.7) that f(x, &) = g(x, |]) = g(x, t), we get
a(x) 5 2
e +1E)'T Ifl < fx, &) - fx, 0)<—(1 +182)7 |<f| (whengq = p = 2).
If p < 2, then we modify (2.8) into
1 1
J(l—r)[1+(rt) 1% dr J(l—r)(1+t2) dr = —(1+t2) :
0 0
then, if also 1 < g < 2, we modify (2.9) into
; ( 1+82)%
-2 -2 2
J(l [+ )T dr < J(l P+ Fdr= o
(g-1)q
0 0
In this case, we obtain
a(x
W 11165 1812 < 0 )~ 0, 0) < v blx )) (1 +1ED)Z P (whenl<p<qs<2)
The conclusion (2.2) follows by combining all these cases. O

We end this preliminary section with two well-known properties. The first lemma has important applications
in the so-called hole-filling method. Its proof can be found for example in [31, Lemma 6.1].

Lemma 2.5. Let h: [r, Ro] — R be a nonnegative bounded functionand0 < 9 < 1, A, B> 0and 8 > 0. Assume
that

A

forallr <s <t <Rgy. Then

h(r) < L +c
" (Ro-1)F
where ¢ = c(9, B) > 0.
We will also use the following (see e.g. [31]).

Lemma 2.6. Let &, n € R™. For every s > -1 and r > 0, there exist positive constants c1(r, s) and c,(r, s) such
that

1
c1(r, )1 + €12 + 1?7 < J(l—t) (1 +1(1 = 6)¢ + tn]? dt < ca(r, s)(1 + €12 + |n|?)3.
0

We end this section with a remark that we will use when considering the summability of k.
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Lemma2.7. Let Q cR", n > 2.Ifr,s > nand

25
then k € L] (Q) implies k € L 1 (Q).

Proof. Sincek € L] .(Q), we need to prove that 52_—51 < rthatis equivalent to % + % < 1. This holds true because

S 1 1 n n
<1+———>>1<:>—+—<1, (2.10)
s+1 n r r s

and we conclude because n > 2. O

3 The a priori estimate

The main result in this section is an a priori estimate of the L*°-norm of the gradient, and a higher differentia-
bility result, of local minimizers of the functional Fin (1.1) satisfying assumptions (1.2), (1.3), (1.5) and (1.6),
with exponents p and g satisfying 1 < p < g and not the more restrictive condition 2 < p < g, assumed in
Theorem 1.1.

We use the following weighted Sobolev type inequality, whose proof relies on the Holder’s inequality;
see e.g. [16].

Lemma3.1. Letp>1,s>1and w ¢ Wé’%(Q;IRN) (we Wé’p(Q;]RN) if s =00), with 1 < £5 < n, and let
A: Q — [0, +00) be a measurable function such that A=' € L5(Q). Then there exists a constant ¢ = c(n) such
that B
(Jw7 dx)™ < conr-tus | ADw dx,
Q Q

ps

where o = 35 (0= pifs =+oo).

In establishing the a priori estimate, we need to deal with quantities that involve the L?-norm of the sec-
ond derivatives of the minimizer weighted with the function a(x). The next result tells that local Lipschitz
continuous minimizers u of F possess weak second derivatives such that

V,(Du) € WEF(Q) and  a(0)ID(V,y(Dw) € LL (Q).

loc
More precisely, we have the following proposition.
Proposition 3.2. Consider the functional F in (1.1) satisfying assumptions (1.3) with 1 < p < q, and

%ELS (Q), keLS%(Q), (3.1)

loc loc
withs > 1. Ifu € Wllo’c‘)o(ﬂ) is a local minimizer of F, then

V,(Du) € WEF(Q) and  a(x)ID(V,(Du)? € L1 (Q).

loc
Proof. Since u is a local minimizer of the functional F, then u satisfies the Euler system
| ¥ ferx Dugt 0 dx =0 forallg e (@i Y. (3.2)
) i,a

Fix xo € Q, Bg,(x0) € Q, 0 <p < R < Ro. Consider a cut-off function n € C3°(Q), 0<n <1, n=1in By,
suppn € Bg and |h| < 1. Assume |Dn| < ﬁ.
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Fix¢=1,...,n,and consider the function
0% == 1o (Pt pu®), a=1,...,N.
Thanks to the assumption u € WllocOO (Q), we can use ¢ as test function in equation (3.2), thus getting
J Te,h(folpr(X, Du))(nz‘rg,hufﬁi + 2NNy, Te,pu®) dx = 0, (3.3)
2 ia

where we used property (ii) of the finite difference operator. Now, we observe that

Te,nfee (X, Du) = fee (x + hee, Du(x + heg)) — fex(x + heg, Du(x)) + fee(x + heg, Du(x)) - fee(x, Du(x))

1 1
= J ng;x,gf (x + heg, Du(x) + tte,nDu) dtrg,hufi + Jff,-“xz (x + they, Du(x)) dt - h,
o )8 0

and so (3.3) can be written as follows:

1
0= J 217(J Z f;;zg}_ﬁ(x + heg, Du(x) + tty nDu) dt)qxirg,hu”‘rg,hugi dx
0 0 bhap

1
+ j 772<j z f{iagf(x + hee, Du(x) + tte nDu) dt)rg,huf(‘irg,hufj dx
Q 0 bi.aB

|
o

By the use of Cauchy—-Schwarz and Young’s inequalities and by virtue of the second inequality of (1.3), we
can estimate the integral J;. If ¢ > 2, we have

1

feax,(x + thee, Du(x)) dt) ~h Ny Tenu® dx
s

Ot 1y Ot

nglgxxe(x+ thee, Du(x))dt) cheTopug dx = J1 + ]2+ J3 + J4.

La

1

1 1
2
Jil <2 J{(J Z f,g;x;jﬁ(x+ heg, Du(x) + tTg’hDu)dt)r[)z(i‘l'g’huarlijg’huﬁ}
Q

0 i,i,a,ﬂ

1 1
2
. {UZ<J Z f;iafjﬁ(x + heg, Du(x) + tte nDu) dt)rg,huf}irg,hug]_} dx
0 i,j,a.p

<C J|Dn|2(1 + [Du()|® + |Du(x + heg)|2)"%z|rg,hu|2 dx

2

1
1
+ = J ’ZZ(J Z f{lgng(x + hee, Du(x) + tte nDu) dt)Tg,hu,”(‘iTg,hug}. dx
o o b

q

q-2
< C(I|Dq|r”’z(1+|nu(x)|2 + [Du(x + hep)?) dx) ’ ( J I7e.nul? dx)
Q suppn

1

1

3 J nz(J Z f{ggf(x + heg, Du(x) + tte,nDu) dt)rg,huﬁire,hufi dx
o Vo ihas

C

<—— |1 +|Dul|% h|?
Ry 1wl

1

1

+ 3 J,f(J Z ff?ff(x + heg, Du(x) + tte,nDu) dt)rg,hu,‘ﬁire,hufj dx,
) 0 bi.aB

where we used in turn Lemma 2.6, property (iii) of the finite difference operator and the assumption
ue We®Q).

loc
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If g < 2, a similar estimate of J; holds true, and it can be obtained in a simpler way. Indeed, in this case,

Ian|2(1 + [Du(x)|? + |Du(x + heg)lz)%ng,hldz dx
Q
can be estimated as follows:
JIDnIZ(l DU + [Du(x + hee)l?)'™ |repul? dx
o

C
2 2 2
< [Ipnliveput dx s o | reu dxs P IDUI s,

Q suppn

(R )2

At the end, we obtain

1
C
Il s =yl +1Du et 11 + j nz(j Y feog (x + hee, Du(x) + tTe,nDu) dt)re,hu;‘:,.re,hui dx.
p Q o bhap
By the last inequality in (1.3), Holder’s inequality, again by property (iii) of the finite difference operator and
the assumption u € Wl (Q), we obtain
1

5] < 21h| j n(J K(x + thee) dt)(l S 1DUP)S Y It utl dx
i,a

Q 0

s+1

25 ; = = a2\ 2
< ClIL + 1Dullo 1Al JIDnIs—l Jk(x+theg)dt dx Z(Jnm,hu |s+1)
Q 0 ha g

s—1
2s

k(x+theg)dt)s dx) ,

© e,

25
<Clt+ |Du|||zm(BRo)|h|2(lemH (
Q
and also, for every € > 0, there exists C; > O such that

1
Tl < c|h|j Jk(x+theg)dt(1 +1Dul?)% |5 Dul dx
a 0

<e J n*a(x)(1 + |Dul? + |Du(x + h)lz)nge,thz dx

Q

1
+ Cslhlzi (1 )<J k(x + theyp) dt) 1+ |Du|2)qu_p dx

<e | n?a(x)(1 +|Dul? + |Du(x + h)|? glre,hDulz dx

n

Q 1 1 P
+CellL + IDUlZEE, AP J ’72@(] K(x + they) dt> dx.
Q 0

Therefore, we get

1
J nz(J Z f;ia,%{i(x + hee, Du(x) + tte nDu) dt)‘rg,huf(‘i‘rg,huf]. dx
Q 0 Lita.p

1

< % I ,IZ(J’ Z fsz;xg)ﬁ(x + heg, Du(x) + tte,nDu) dt)rg,hufire,hufj dx
o Vo bias

1 25 51
s—1 2s
¢ |h|2+C|h|2<J|Dn|sz—sl<Jk(x+thee)dt> dx)
Q 0

(R-p)?

In a(x)(1 + |Dul? + |Du(x + h)>)= m nDul|? dx
Q

1
N cg|h|2£ (1 )(j k(x + they) dt) dx,
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where all the constants in the previous estimate depend also on || Dul| e (g, ). Reabsorbing the first integral in
the right-hand side by the left-hand side, we obtain

1
j qz(j z f{;"{f(x + heg, Du(x) + tt, nDu) dt)re’huf(‘ire’hugj dx
Q 0 i’j’a)ﬁ

<2e¢ J n2a()(1 + [Dul® + |Du(x + h)|?) "= |tenDul? dx

Q 1 25 s=1
C 2s s-1 2s
el +c|h|2<£|Dn|H(Jk(x+theg)dt) dx)
2 1
+ C¢|h| ([ ax )<Jk(x+ theg)dt> dx. (3.4)

By the ellipticity assumption in (1.3) and by Lemma 2.6, we get that, for some c1(p) > 0,

ci(p) J n2a(x)(1 + |Dul* + |Du(x + n2)= |Te.nDul? dx
Q
<2¢ J n2a(x)(1 + |Dul? + |Du(x + DBk |Te.nDul? dx

s=1

Q 1
s-1 2s
+ R )2|h|2+c|h|2<J|Dn|sz—sl(Jk(x+theg)dt> dx)
Q

0

1
5 1
+ C¢|h| j ()(Jk(x+theg)dt> dx.
p)

Choosing € = & 4~ » we can reabsorb the first integral in the right-hand side by the left-hand side, thus getting

j n2a(x)(1 + [Dul? + [Du(x + h)?)"=" |t¢ nDul? dx
Q

1 25 s=1
< o )zlhlz+clhlz(lenlszsl(Jk(x+theg)dt) dx)
Q

0

1 2
(J k(x + thep) dt) dx.

2
+celhl J a(x)
Q

Using Lemma 2.1 to control the left-hand side of the previous estimate from below, we get

s—1

1 25 s=1
Inza(x)lre,th(Du)lzdx<( )2|h|2+c|h|2<J|Dn|szsl(Jk(x+theg)dt> dx)

Q Q 0

1 2
+celhl? J 2 (J’ k(x + thep) dt) dx,

a(x)

and so, by the assumptlon = ¢ L§ (Q) and Holder’s inequality,

loc

(J 21T enVy(Du)| 55 dx) T < (Jn e dx) lqza(x)m,hvp(pu)ﬁdx

s-1

1 25 s=1
s-1 25
s{ ¢ 2|h|2+c|h|2<J|Dn|sz—sl(Jk(x+theg)dt> dx)
(R-p) 2 )

1 2
1
+colh)? j 2—)“ k(x + theg) dt) dx]» la s, ).
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Dividing both sides of the previous inequality by |h|?> and letting h — 0, and using (3.1), we obtain

lim (an(w) dx>%< lim ijqza(x)mhv (Dw)? dx la =z, )
|hl—~0 || = Ihi—o |h|2 ey o
Q Q
s-1

C 25 25 g zkz(x) -1
S‘[m*’C((J;lDrll k (X)dX) +Cg(!r[ mdx}lla ”LS(BRO)

s—1

C 2s . 2s s
< ||a—1||Ls(BRO){m + c(Jleil kT (x) dx) >
Q

+ c(i n? astx) dx)% (! n2ksT (x) dx)SSl} <K,

with K positive constant depending on k|| (s,,) and lla” o Ls(By,)- 1herefore, by property (iv) of the finite
difference operator, we get

25
Vp(Du) € Wi (Q),
and for a sequence h, converging to 0, the sequence |7¢ ,, V,(Du)|/|hy| strongly converges to |[D(Vy(Du))| in

”1 ¢ (Q) and also a.e. up to a subsequence. Hence, by Fatou’s lemma, we also have

J nza(X)|DVp(Du)|2 dx < llm W J lea(X)|Te,h Vp(Du)|2 dx<K- ||a‘1||Ls(BRO). O
Q

We are now ready to establish the main result of this section, that holds true with the condition 1 < p < gand
not only for 2 < p < gq.

Theorem 3.3. Consider the functional F in (1.1) satisfying assumptions (1.2), (1.3), (1.5) and (1.6), with
l<p<q.lfuc W (Q) is a local minimizer of F, then for every ball Bg, € Q,

9
DUl 8y, < €55, j (1+f0x, D)) dx) (3.5)
BRO
9
I a1 + |Dul?) = |Dul? dx < c( J A+ fx, Du))dx> (3.6)
By Brg

hold for any p < &. Here
Kro = 1+ 1 s e IKIE 5, ) + L 357 i, )

9 > 0 depends on the data, C depends also on Ry and c depends also on p and Kg,.

Proof. We begin by noting that, by Lemma 2.7 and Proposition 3.2, ifu € W (Q) is a local minimizer of F,
then

V,(Du) € WEFT1(Q) and  a(0)ID(V,(Du)? € LL (Q).

loc

Moreover, u satisfies the Euler system

Zfs*?(x, Du)yy.(x)dx =0 forally e C3°(Q; RrV).
q ba

Fix¢ =1, ..., n. By considering in the equality above ¥ = ¢, with ¢ € C3°(Q; RY), we get

H Z feegt (x, DU, um] + ngaxe(x Du)g§. } dx=0 forall p e CP(Q;RY). (3.7)
o bhap

Fix a cut-off function n € C5°(Q), and define for any y > 0 the function

p%:=n ux£(1+|Du| )Z a=1,...,N.
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One can easily check that
0% = 4P ul (1 + IDu)? + n*ul, (1+1Dul®)? +yn“u®, (1 + |Dul®)'7 |Dul(IDul)y,.

By the a priori regularity properties of u, due to Proposition 3.2, and by observing that, by inequality (3.4),
it can be easily deduced that
X = Z f{l"‘{)ﬁ(X, Du)ufcgex,«uzex,-
i.j,a.B

isin L1 (Q), through a density argument, we can use ¢ as test function in equation (3.7), thus getting

loc

0= I4n3(1 + |Dul?)* Z feoe (x, Du)qxl.uf(‘eufm dx
a Lj,6,8

N J '+ DuP)s Y freeb(x, DS, iy, dx
Q i,j,¢,a,B

-2
+y J (1 +1Du) T 1Dul Y fesgb (6, Duyut ity (1Dul)y, dx
Q i,j,¢,a,B

+ Jlnf(l +|Dul?)? z feax, (X, Du)nyug, dx

i,6,a

a
+ J n“(1+|Dul?)? Y feex, (X, Du)us,,, dx
a

i,6,a

-2
+y J n*(1+1Dul®)'Z 1Dul Y frox, (x, Du)ul, (IDul)y, dx
Q i,¢,a

=: Il +Iz +I3 +I4+I5 +Ie. (38)

Estimate of /1. By the use of Cauchy-Schwarz and Young’s inequalities and by virtue of the second inequality
in (1.3), we can estimate the integral I; as follows:

1 1

2

<4 [@epuin? Y fegon Dumgud g} {nt Y Fag D )

0 i,j,¢,a,B i,j,¢,a,B

C(e, L) J n2IDnl2(1 + |Dul?) 7 dx + ¢ J n“(1 +|Dul?)? Z ferg (x, Du)ufﬁexluxex] dx, (3.9)
Q ) i,j,¢,a,p

where € > 0 will be chosen later.

Estimate of /5. Since

Fered(x, &) = (gtt(X, 15D ge(x, |€|))€a€ﬁ 8t(x, 1§1) 5;16%8

HEGE G
and
(IDul)y, = D lZum S (3.10)
then
> fergh (6 DU Uk, (IDU])y,
i,j,¢,a,B
geex, D)) ge(x, |Du|)) 8 g¢(x, |Du))
= — D oty D
( e Dup ”;tﬁuxeuxgx,uxlux,(l ul)y, + T i’ez,auxe u? . (1Dul)y,
gee(x, [Dul)  gi(x, IDuI)) ( « )2 5
= - (ID . , |Du|)|D(|D .
(55 D) 2 (X 0ubs )+ gi6x 1pubipDu)
Thus,

g, IDul)  gelx, IDul) ) 2
I =y | 1+ 1Dul?) % ul{( 8 - o );(Zuxi(|nu|)xi) + gi(x, IDuDID(DuDP | dx

Q 1
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Using the Cauchy-Schwarz inequality, i.e.
2
Y(Y usapul ) < IDuPIDGDUP?
a i
and observing that g¢(x, |Dul) > 0, we conclude

, 1D 2
L2y [ n*(1+1Du)'¥ |pu |W Y (X us apuby, ) dx>o. (3.11)
Q “o

Estimate of /,. By using the last inequality in (1.3), we obtain

ILL| 54Jn 'y |r1x,.u;‘:e|dxg4Jn3|Dn|k(x)(1+|Du|2)@ dx. (3.12)
Q i,l,a Q

Estimate of /5. Using the last inequality in (1.3) and Young’s inequality, we have that

Is| < j n*k(x)(1 + |Dul? ul dx
Q
_0Jn4a(x)(1+|Du|2 . uIZdX+Caj 4k((x))(1+|D 2 (3.13)
o) o)
where ¢ € (0, 1) will be chosen later and a is the function appearing in (1.3).
Estimate of /. Using the last inequality in (1.3) and (3.10), we get
el < [ n*keoc +1Dup)’ [ 1+ 10w koi?ul ax
Q Q
4 2 2 2 (.4 k*(x)
<0 J n*a(x)(1 + |Dul ul“dx + Cyy J n a0 u 2 dx, (3.14)
) )

where we used Young’s inequality again. Since equality (3.8) can be written as
L+I=-11-14-I5 - I,

by virtue of (3.11), we get
I < |Ii| + gl + Is| + L6 ],

and therefore, recalling estimates (3.9), (3.12), (3.13) and (3.14), we obtain

jq‘*(1+|Du|2)% Y ferg (6, DU, ik, dx
Q i,j,e,a,B

<e J n“(1 + |Dul?)? Z feog (X, DWUS, uXeX1 dx
) i,j,e,a,
I PIDnIk()(1 + [Dul?)F dx + 20 I 74 a0 + |Dul?) = 1D?ul? dx
Q Q

+Co(1+y?) J k)
Q

()(1 + [Dul?

[ a1+ 1pup) ¥ ax.
Q
Choosing € = %, we can reabsorb the first integral in the right-hand side by the left-hand side, thus getting

J‘n4(1+|Du|2)% Z fg;zgﬁ(x,Du)u)‘ffxiufexj dx
Q i,j,¢,a,B

S4GJ 4

Q

ul2dx+C J n3|Dnlk(x)(1 + |Dul?) T dx
Q
P+,

+Co(l+ yZ)J (( ))(1 +|Du?) " clqzmmzu +Du>)= dx. (3.15)
Q Q
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Now, using the ellipticity condition in (1.3) to estimate the left-hand side of (3.15), we get

p—

e j n*a(0(1 + |Dul®) 7 |D2ul? dx
Q
p-2+y

< 40Jn‘*a(x)(1 +1Dul?) Y |D?ul? dx + Cjn3|Dn|k(x)(1 DU dx
Q Q
kz(X) 2g-p+y

+Co(1+y?) j ”4W(1 +Dul> )"z dx+ ch,2|Dn|2(1 + |Du®) 7" dx.
Q Q

Byue Wllt;coo(Q) and Proposition 3.2, the first integral in the right-hand side of previous estimate is finite.

By choosing o = %2, we can reabsorb the first integral in the right-hand side by the left-hand side, thus
getting

p-2+y

Jn4a(x)(1+|Du|2) > |D*ul? dx
Q

+ 2 —p+
<C J 3 IDnlk(x)(1 + |Dul?) T dx + C(1 + y?) J n“—I;((XX))(l ¥ |Du|2)2qu Y dx
Q gay Q
+C j n?|Dn|*(1 + |Dul?) = dx
Q
<cC j(nlemz + DY ato(L + |Du) % dx
Q 2 e
+C(y+1)2Jn“m(lHDulz)zquy dx, (3.16)
a(x)
Q

where we used Young’s inequality again. Now, we note that

p=2+y

n*a(0)|D((1 + 1Du®)'))* < c(p + y)2an* (1 + IDu?) =" [D?ul?,

and so, fixing % <p < t' <t <R < Rowith Rg such that Bg, € Q and choosing € C{°(B) a cut-off function
between By and By, by the assumption a~! ¢ LISOC(Q), we can use the Sobolev type inequality of Lemma 3.1
with w = n2(1 + |Dul?)"", A = a and p = 2, thus obtaining

2
4y (25 yx (25 )% C +
(J’(',IZ(l + IDu|2)¥)(si1) dx)(sal) < m J a(X)(l + |Du|2)¥ dx
B; B:
p-2+y

+c<p+y)2jn"a(x)(1+|Du|2> D%uf? dx,
B¢

with a constant ¢ depending on n and [|a~!||.s(,).
Using (3.16) to estimate the last integral in the previous inequality, we obtain

n(s+1)-2s
ns

4ns 9\ —pyns
1 G2 (1 + |Du|*)26+0-25 dx

B
[ @P+y? @+y)? PN
SC<(f—t’)2 + (t—t')4>_[a(x)(l+|Du| )2 dx

k2 (x)
a(x)

29-p+y

(1+Du®>~ = dx

+c(p+y)4j

B

2 2 bty
<o T+ 20 [avor+ ioury# ax

t
rs=2s-r

1 2 —p+y)rs s
+clp + y)“(J % dx) ’ (J K dx) ' (J(l + |Du|2)(22<35€25yf)'> dx) , (3.17)
B, B, B,

rs
rs—2s-r*

where we used assumption (1.5) and Hélder’s inequality with exponents s, % and
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Using the properties of 1, we obtain

n(s+1)-2s
ns

(p+y)ns
( J (1 + |Du|?) 2n6+0-29) dX)
B¢ Qg-p+y)rs =
< 0p + 10 isqay Wl o [ 1+ DU T )
B¢

a(x)(1 +|Dul®>)'7 dx
)|

t

2 2

+C((p+y) N p+y)
(t-th?2  (t-t)*
(Qg-pyyrs rs—2s—r

<clp+ y)‘*lla‘1IILs(BRo)IIkIIiy(BRO)(J(l + |Dul?) 2520 dx)
By
P+y)? (P+y)?

" C( (=12 (=t )"a"L

(p+y)rs
i ([ 1+ DU T dx)
B¢

where we used that, by assumption (1.3), a € L (Q). Setting

loc

-1 2
KRy = L+ lla Ls@ry) Ikl Lr (g, ) + allL 255 (Bry)

and assuming without loss of generality that t — t' < 1, we can write the previous estimate as follows:

) n(s+1)-2s N rs—2s—r
p+y)ns ns 2q-p+y)rs s
( J(l + |Dup) T dx) <cp+ y)4J<R0(j(1 + |Dup?) T dx)

By B

(Lt
B

and using the a priori assumption u € WllocOO (Q), we get

n(s+1)-2s
ns

(p+y)ns
( j(1 + |Dup?) T dx)
Bt’ 1 aprs rs—2s—r
2 _(p+y)rs s
<clp+ y)4ﬂ<RO<||Du||L£gE‘;2 0y ><J(1 + |Duj?)zs2n dx)
B¢
Setting now
rs
rs—-2s-r

and noting that

ns B 1< 2s )* 2
ns+1)—-2s 2\s+1
we can write (3.19) as follows:

2, ptym 2z %’:l 4m " ||i£f,’ l:fz)m
(J((1+|Du|> : )Zmd") scp+y) “ROW

By B

where, without loss of generality, we supposed ||Du||2(q P ))m > 1.

By (2.10) and definitions (3.20) and (3.21), we have

*

5> 1.
2m

Define the increasing sequence of exponents

*

25\ (2 )"
2m>_p0<2m

Po=pm, pi= pi—l(

rs—2s-r

DE GRUYTER

rs=2s-r

fe(p+y) R (j(1+|Du|2)%dx>

(3.18)

(3.19)

(3.20)

(3.21)

(3.22)
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and the decreasing sequence of radii by setting

R-p
20

pi=p+

As we will prove (see (3.30) below) the right-hand side of (3.22) is finite for y = 0. Then, for every
p < pir1 < pi < R, we may iterate it on the concentric balls B,, with exponents p;, thus obtaining

RN~ ™ |DulnE P\ w  \E
(| 5% ax)™ < [](cmx ;go—l,;;)’(jmmuﬁﬁdx)
j=0 (pj — pj+1)

Boi1 Br

i m”DuHZ(q -p)m 4

_ (cmﬂq'go (R p)f; Br) )””(J(1+ \Dul?)% dx)%
: 5

—.
(=}

cmacm IDulp A" & %
_ (4;mp4m)p, H( L) )”'(J(1+|Du|2)”7° dx)”". (3.23)
-0 j=0 R-p) )
We have that
i im, 4m\ - : 1 jm.,4m S jm ., 4m
[[@™pi™7 =exp( Y —log(@"p{™) | < exp| ) —log(#™pi™) | < c(n, 1)
j=0 ]':Op] j:opl

and

(cmsc'" ||Du||i£3;;;");,. _ (CJ<R0||Du||§£Z(;)>z,O,,,
(R - p)im i—-+00 (R-p)*

lim H

1—+00 j=0

*
25

) ( CKp, IDul; 2 7 )z, 0B ( CKp, IDul; 2 7 )m;_m

(R-p)* (R-p)*
where, recalling that po = pm, we used in the last equality that
e e
40 pol- ’i’ " p(2i-2m)
Therefore, we can let i — oo in (3.23), thus getting
_x 2g-p)23 1
p@%-2m) m
IDulgs,) < COu ) e )4) IDulgy ([ 1+ DU ¥ dx) ™
Bg
Since assumption (1.6) implies that
2(q - p)2;
— < 1,
p(25 -2m)
we can use Young’s inequality with exponents
p(25 —2m) p(25 —2m)
————~>1 and
2(q -p)2s p(25 —2m)-2(q - p)2s
to deduce that
1 X 9 - S
IDul(s,) < 1Dl + Cn, T, s)((R _R:))4) (J(l +IDu)¥ dx), (3.24)
Bg

with 9 = 9(p, g,n,r,s)and ¢ = ¢(p, g, n, 1, S).
We now estimate the last integral. By definition of m and by the assumption on s, that implies s >
we get

rn’

< ns
n(s+1)-2s’
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Thus, by Holder’s inequality,

r(n(s+1)-2s)
n(rs—2s-r)

J(1 +|Dul®)% dx < c(Ro, n, 1, s)( J (1 + |Du|?) T dx) ) (3.25)
BR BR

This last integral can be estimated by using (3.17) with y = 0. Indeed, let us re-define t', t and 7 as follows:
consider R < t' < t < 2R - p < Rp and 7 a cut-off function, = 1 on By and supp 1 € B¢. By (3.19) withy = 0,
n(s+1)-2s 2 2

2\ sz " p p
(J(“'D“”“ ) )dx> SC((t—t')2+(t—t')4)

J a(x)(1 + |Dul?) dx

By BRO
4 ) (29-p)rs %
+ep*%p,, (| DU E ax) T G26)
If we denote B
_(2q-p)rs _ nps L. DS
Trs—2s-r YT aGs+1-2s" *Ts+1’
by (1.6) and s > ™., we get
r <1< L
T1 T2

Therefore, there exists 6 € (0, 1) such that
1=0" +(1-0)~.
T1 T2
The precise value of 6 is
_ ns(qr-pr+p)+qrn

rs(2q - p)
-, we get

(3.27)

By Holder’s inequality with exponents L and 22—

—25-1

10)

2q9-p
(29-p)rs T T T
(J(l + |Du|2)2(rgffs—r) dx) — (J(l + |Du|2)9§+(1—9)§ dX>
B B¢

. (2g-p)0 . (2g-p)(1-6)
< (Ju +1DuP)? dx) ' (Ju + Du)? dx) :

By By

Hence, we can use the inequality above to estimate the last integral of (3.26) to deduce that

n(s+1)-2s 2 2

P p
8 C((t— 02 " -ty

(I(l + |Du|?) 206+-29 -2 dx)

By

a(x)(1 +|Dul®)? dx
) |

Ro
(1-6)(2g-p)(s+1)
ps

ps
+ CfKBRO (J(l + |Du|2) 2(s+1D) dx)
B
0(ns+n-2s)(2g—p)

nps

% (J(l + |Du|?) T dx) (3.28)
B
Note that, again by (1.6) and (3.27), we have
02qa-p) _,
p
We can use Young’s inequality in the last term of (3.28) with exponents (’2’ =) and 3 5 to obtain that,
foreveryo < 1,

n(s+1)-2s
1+ Duy 7w ax) © <c( 2 P a(x)(1 + [Dul?)% dx
T\t (t-t)4

By By

p (1 z)(zzq l;) s+l
— — p-0(2q-p S
" CUKE'RH(M ») (J(l + |Du| )z(s+1> dX)
0
B¢

n(s+1)-2s
ns

0<J(l + |Dul?) w7 dx)
Bt
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By applying Lemma 2.5, and noting that 2R - p — R = R — p, we conclude that

n(s+1)-2s 2

1+Du2ﬁdx) " SC( LA &
”( 1Dul) (R-p)* (R-p)*

2

) J a()(1 + D) dx

Bg Ro
P ps (;:gz(quq—_pI;) %
N ng;fz""’)( J (1 + |Duf?) 7D dx) (3.29)
BR()
Collecting (3.25) and (3.29), we obtain
2 2
J(l +Dul®)% dx < C( (Rl—’p)z + (Rl—)p)‘*) J a()(1 + [Dul?)? dx
Br Ro
__pr ps (117:32(22411—7)) %
+ Cxp ( J (1 +|Dul*) %D dX> (3.30)
0

BRO

Notice that the right-hand side is finite because u is a local minimizer and (1.4) and (1.10) hold. This inequal-
ity, together with (3.24), implies

1 KBRO 0 2.2 6
IDulies, < GWDuliy + C s ) ( | a0+ Duf ax)
Ro

¥ C((Rﬂc_%)e( J (1 +|Du?) dx)é

BRO

with the constant C depending on the data. Applying Lemma 2.5, we conclude the proof of estimate (3.5).
Now, we write estimate (3.16) for y = 0 and for a cut-off function 1 € ch(Bg ), 1 =1o0n B, for some p < §
This yields

j a1 +|Du?)Z [D2ul dx < CR) | a) + pu?)? dx + ¢ K (X) 1+ Du?)™s” dx
Bp Bg Bg
_ ke (x
< CR) | fox, Du)dx+ CIL+ DUl J a(( ))
Br Br

<CR) | f(x,Du)dx + C(R)|I1+ |Du|||if{£m< J K (x) dx)7(
B 2

asl(x) dx>§’

Nl

Bg Bgr
2 2

where we used Holder’s inequality since % + % < 1 by assumptions. Using (3.5) to estimate the L* norm of
|Du| and recalling the definition of Kg, at (3.18), we get

J a()(1 + |Duf?)’= |D?ul? dx < c(J 1+ f(x, Du) dx)é,

B, Bg

i.e. (3.6), with c depending on p, 1, 5, n, p, R, Kg,. O

4 Proof of Theorem 1.1

Using the previous results and an approximation procedure, we can prove of our main result.

Proof of Theorem 1.1. For f(x, &) satisfying assumptions (1.3)—(1.6), let us introduce the sequence

fnx, &) = f(x, &) + %(1 £ 182
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Note that fi(x, &) satisfies the following set of conditions:

FAHERTT < fix, ) < (L4 DA+ D), (4.1)
S+ 1ER T AR < Dggfax, OA D), (4.2)
IDeefix, O < c2(1+ L)1+ 167, (4.3)

IDeefin(x, §)1 < kOO + )T (4.4)

for some constants c1, ¢, > 0, for a.e. x € Q and for every & € RN*,
Now, fix a ball Bg  Q, and let vy, € W57 (Bg, RY) be the unique solution to the problem

min{ J’ fn(x,Dv)dx : vy € u+ Wé’%(BR, IRN)}.
Bg
Since fy(x, &) satisfies (4.1), (4.2), (4.3) (4.4) with k € L", r > n, and (1.6) holds, then by the result in [23], we
have vy, € Wlloc00 (Br). Therefore, it is legitimate to apply Proposition 3.2 to obtain that V,(Dvy) € Wlt’cs% (BRr)
and a(x)|D(V,(Dvp))|? € L}, (Bg).

Since fr(x, &) satisfies (4.1), by the minimality of vj, we get

s 1 1
J|Dvh|s+1 dx < Cs j a(X)IDVh|p + Cs J aS_(X) dx < Cs th(X,DVh) dx + Cs j aS_(X)dX
BR BR BR BR BR

1
< Cg jfh(x,Du)dx+cs J 0 dx
BR BR

Cs

< Cg Jf(x,Du)dx+ p

ps 1
1+ Du% d j — 4
I( + |Dul)s+1 dx + ¢ =00 X
Br Br Br
ps 1
< Cg If(x,Du) dx + cs I(l + |Du|)sp+1 dx + cs J 0 dx.
Br Br Br
Therefore, the sequence vy is bounded in Wl’ﬁ(BR), so there exists v € u + Wé’%(BR) such that, up to
subsequences,
Vi — v weakly in W& (Bg).
On the other hand, we can apply Theorem 3.3 to fx(x, &) since the assumptions are satisfied, with L replaced
by 1 + L. Thus, it is legitimate to apply estimates (3.5) and (3.6) to the solutions v to obtain

IDVhlos,) < CJC}’;(J(I + fu(x, Dvp)) dx)c < cxi([u + fu(x, Du)) dx)
Br Br

¢

! , ¢
- Cqu’;(Ju + fx, Du) + %(1 + |Dul?) 7w dx)
Bg

< CEK;’;(Ju + f(x, Du) + (1 + [Duf?) %) dx)g, (4.5)
Bg

with C, 9, ¢ independent of h and O < p < R. Therefore, up to subsequences,
vp — v weakly* in W (B,). (4.6)

Our next aim is to show that v = u. The lower semicontinuity of u -’.BR f(x, Du) and the minimality of vy
imply

Jf(x, Dv)dx < limhinf Jf(x, Dvy) dx < limhinf th(x, Dvy)dx < limhinf th(x, Du) dx
BR BR BR BR

ps

= limhinf J(f(x, Du) + %(1 + |Dul?)™™) dx = Jf(x, Du) dx.
BR BR
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The strict convexity of f yields that u = v. Therefore, passing to the limit as h — oo in (4.5), we get

5 s ¢
IDulies,) < CX( [ 1+ £ D + (1 + 1w ) dx)
Br

i.e. (1.7). Moreover, it is legitimate to apply estimate (3.6) to each vy, thus getting

J a0 + [Dval?) % |D2vy|? dx < C(J(l + fa(x, Dvp)) dx)g < c( J (1 + fn(x, Dw)) dx)g

B, Br Br
= C(J(l + f(x, Du) + l(1 + IDulz)%) dx)g~
’ h ’
Br

where we used the minimality of vy and the definition of fx(x, £). By Remark 2.2, the above estimate
implies that the sequence x — ~/a(x)D(V,(Dvy)) is bounded in the L?(B,)-norm. Using also (4.6) and that
v = u, we get that, up to subsequences, this sequence converges in the weak topology of Lz(Bp)-norm to
\/mD(Vp(Du)). By the lower semicontinuity of the L2-norm with respect to the weak convergence, we
conclude that

J a(x)|D(V,(Du))|* dx < lim inf J a(x)(1 + [Dvu[?) "7 |D?vy|? dx
B, B,

climhinf< J (1 +f(x, Du) + %(1 + IDMIZ)%) dx)
Br

IA

(J(l + f(x, Du)) dx)g,

Bg
i.e. (1.8). O
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