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A B S T R A C T

Mobile Crowdsensing has become an important paradigm in the last decade for on-demand monitoring scenarios in Smart Cities and vehicular networks, when the deployment of a dedicated sensor network is no longer affordable. To foster the participation of a large user base, it is common to reward them on top of the amount and the quality of data provided. Regardless of the MCS policy adopted, this requires the crowdsourcer to keep track of the participants. Since the contributed data inherently carries sensitive spatio-temporal information, privacy problems arise if a malicious entity gains access to it; still, in some cases, the spatio-temporal precision is crucial for the benefit of the application and cannot be distorted. In this paper we propose a privacy preserving framework for opportunistic MCS scenarios that includes data collection and rewarding phases. The framework both retains the precision of spatio-temporal information and limits the sensitivity of information disclosed through an algorithm that clusters the data points into low correlated sets. The framework is agnostic about how correlation is calculated, and we propose three exemplary correlation functions. We evaluate our framework against six real world datasets, assessing its efficacy and envisioning its implementation in practical deployments.
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1. Introduction

Smart Cities are built upon the data that describes phenomena occurring in the urban territory, in order to monitor events of interest as well as being able to react timely and precisely for the common benefit. Smart Cities are then unavoidably tied to the concept of the Internet of Things (IoT), as raw data is usually provided by sensors installed at certain points in the monitored area. The aggregation of such data in the fog or in the cloud provides then enhanced services for the community [1]. This is an extremely challenging scenario, as manual installation and maintenance of sensors involve high costs, which become unbearable when it comes to achieving a wide coverage of large and complex environments. Moreover, novel Smart Cities-enabled applications are becoming more and more on-demand, hence demanding a flexible infrastructure.

For these reasons, the paradigm of Mobile CrowdSensing (MCS) gained worldwide popularity in the last decade [2]. Founded on the principles of crowdsourcing, MCS leverages the usage of mobile devices owned by the citizens, who participate in the sensing campaign and referred to as participants. The campaign is then issued by a crowdsourcer, who typically distributes to the participants a client application that is able to provide the requested data by leveraging the
sensors installed on the device. Data is then sent back to a cloud entity for later processing and aggregation, representing the only cost physically sustained by the crowdsourcer. Of course, this brings in additional challenges, such as how to assess the quality of data [3], how to recruit participants in push-based scenarios (i.e., where it is possible to directly issue them with tasks) [4], how to distribute the data collection in order to avoid wastage of resources and the occurrence of sparse and dense scenarios [5]. Furthermore, it is essential to ensure a sufficient coverage of the monitored phenomenon, which translates in a high user participation. This challenge is addressed by incentivization techniques, which require to reward the participants with either a monetary compensation or an adequate set of services [6]. Data collected through MCS is often geolocalized and reporting a time, in order for the crowdsourcer to characterize the monitored phenomenon. This raises privacy concerns, as a potential attacker could extract sensitive information from the series of data points reported by a participant which include sensitive information. These include points of interest, daily routines and the home location of the user, which eventually results in possibly understanding political orientation, religious beliefs and other private information [7]. For these reasons, privacy in MCS is a major concern in any scenario, often resulting in adopting concepts based on $k$-anonymity [8] and differential privacy [9]. While being a efficient expedients, they hinders the precision of the reported location and time, which cannot be acceptable to some applications that have precision requirements, e.g. [10].

In this work we address the above mentioned challenge by proposing a privacy-aware framework that preserves location and time precision without any perturbation on the single data point. We consider opportunistic scenarios, which differ from participatory ones in that measurements are not triggered actively by the user. Instead, the data collection process takes place in the background. We consider pull-based scenarios, where the crowdsourcer does not directly recruit participants, instead they contribute by uploading their measurements online spontaneously. In fact, for the dual scenario, known as push-based, the topic of privacy has to be discussed differently, as, in such case, the central entity is aware of the location of users at all times in order to issue them with tasks. Although the data collection process in pull-based scenarios is less affected by privacy issues, the rewarding phase, in which participants receive a prize for the contributed data, causes the central entity to keep track of the contributors. On top of these premises, our proposed privacy preserving framework allows participants to send their measurements atomically without being identified. In exchange, they get back as many tokens, which are then used by the participant in sets of a defined size to claim rewards by sending them over to the server. Token sets are selected in a way in which two or more sets cannot be directly associated to the same participant. Still, tokens within each set can be associated with the respective data points, however, we propose an algorithm that minimizes the data correlation within each single set. This ensures a minimal amount of significant information to be released, without perturbing the single measurement at any stage. Differently from our preliminary work [11], here we consider the interdependence of different observations within a defined set, instead of considering each measurement singularly. This causes us to consider, for each set of measurements, a matrix that outputs the correlation of each pair of measurement, implying a much higher mathematical complexity. Although for the purpose of this paper we designed three specific correlation functions to distribute the data point in sets, we also note that it is possible to define other correlation functions according to definite mathematical properties defined by our framework. We then quantify the privacy leak by using a scenario-specific privacy metric (i.e., the distance from a point of interest), although not limiting the applicability of different privacy metrics to our framework [12]. We perform extensive experiments over six real world datasets, showing how the system adapts to different conditions and data granularities. This is a major improvement over our previous work [11], in which we considered only one correlation function and two datasets.

The rest of this paper is structured as follows: Section 2 presents related works from literature; Section 3 outlines our proposed framework and discusses the threat model; Section 4 details the mathematical basis and the algorithms for selecting measurements; Section 5 explains the correlation functions used to quantify the privacy issues; Section 6 presents the datasets and details the experiments; Section 7 discusses the results of the performance evaluation; Section 8 concludes this study.

2. Related works

MCS is an actively studied topic that attracted researchers from all over the world over the last years. The challenges presented by this paradigm are various and all of them are investigated thoroughly in literature [2]. In particular, studies on incentivization techniques show that users tend to be more willing to share their data with a third party organization if that leads to a reward of some kind [6]. In general, rewards can be broadly categorized into two different classes: monetary or non-monetary. Monetary rewards grant the user a concrete prize, being it money or valuable goods, therefore causing the crowdsourcer to actually invest on the campaign. Non-monetary rewards, on the other hand, exploit methods like gamification or user competitiveness, awarding the winners with services. Rewarding users, especially according to their data quality and accuracy, unavoidably leads to privacy-related issues, in fact the accuracy/privacy trade-off is a long known issue in MCS [13]. Many existing works in literature leverage private information enclosure in order to cope with common de-anonymization oriented attacks (e.g. collusion and eavesdropping). In particular, recent works in MCS tackle the privacy issue by applying extensively experimented and solid methods such as $k$-anonymity [8], $t$-closeness [14], $l$-diversity [15] and differential privacy [9]. For instance, the work in [16] operates in sparse MCS scenarios by obfuscating the location information of participants, designing both an optimal trade-off between the data alteration and the information outcome as well as an inference algorithm to minimize the information loss. In [17], the authors...
design a privacy-aware task allocation paradigm by counterbalancing the amount of sensitive information shared by the participants (such as location and points of interests) with the ultimate efficiency. In [18], the authors design an auction-based recruitment framework in which participants inject noise in their bid, obscuring part of their personal information. The work in [19] makes use of location cloaking and collaborative caching in continuous reporting scenarios to confuse potential attackers able to infer the trace of users based on the spatial and temporal correlations of their observations. A different approach is taken in [20], where privacy is used as a trading currency, the more privacy the participant requires for herself or himself, the lower is the probability to be recruited. We observe that the vast majority of the works in the related literature, in order to ensure a degree of privacy, alter in some way parts of the data shared with the crowdsourcer, most of the times obscuring the precision of the location of the measurements. While this has been proven to be effective in many scenarios, there are still situations in which imprecise location can jeopardize the utility of the collective application. For such reason, differently from the works cited here, in this paper we focus on preserving the privacy of users while still guaranteeing precise location information from the crowd. Furthermore, we recall that this work focuses mainly on opportunistic MCS scenarios with continuous reporting, therefore, differently from works like [17,21], explicit recruitment is not performed.

For push-based scenarios there are many works which address privacy from an architectural point of view. Clearly in push-based scenarios the central server must know the identity of the participants, in order to assign tasks and receive data back. Therefore, privacy of the users is typically enforced on the remote server itself, by using a series of techniques such as the anonymization of users by aggregating data remove single measurements from the database or by using pseudonyms, by obfuscating data adding noise to it, or by using tessellation or micro-aggregation [22]. There are also specific attacks which can be performed on the task selection or the location of it, which are typically tackled by limiting the amount of data shared. Nevertheless, users typically have the ability to customize their privacy preferences in order to set tailored constraints on the application behavior [23].

3. Framework

In this section we detail our proposed privacy-aware framework. We recall that in our framework the central server does not store any direct association that can lead to identify the participant, as the information itself is sent anonymously and atomically from the participant to the server. In other words, the framework must be supported by a data collection policy in which the server is unaware of the identity and the location of each user. As highlighted in Section 1, the main challenge in these architectures is the design of a mechanism that rewards users for their contribution, without the need for data alteration. To claim their compensations for their contributed data, participants would intuitively need to expose their identity and, consequently, the history of their location. This would hinder the privacy by design guaranteed by the data collection architecture; our proposal aims to fill this gap.

The architectural model of our proposal is shown in Fig. 1. Let P be a generic client participating in the considered MCS campaign (from now on we will use the term client, user and participant interchangeably). As the participant moves in the area of interest for the campaign, it sends sensor measurements or observations to the central server, with a rate that depends on the considered data collection framework. Let then $l_i$ be the $i$th observation sent by $P$ to the central server and let us define $l_i$ as follows:

$$l_i = \{l_i, t_i, D_i, d_i\},$$

where $l_i$ is the location at which the observation has been performed, $t_i$ is the timestamp, $D_i$ is the type of data reported and $d_i$ is the numerical value of the measurement. The whole set of chronologically ordered observations $\{l_1, \ldots, l_n\}$ performed by $P$ is defined as the trace of $P$. As introduced earlier, even though the observation $l_i$ is reported by user $P$, the server has no evidence about the identity of the user who reported the measurement as the tuple only contains data referring to the observation itself. Once the observation tuple $l_i$ is received, the server generates an associated token hash $h_i$, that represents uniquely $l_i$. Such token is both stored by the server and sent back to $P$ in response, which stores it in its local memory. Therefore, after generating the hash based on $l_i$ and sending it back to the client, the server does not own any data that binds $l_i$ to a user. The process described is depicted in Fig. 1(a).

All the hashes stored locally on the client device can then be used to collect the relative rewards from the entity running the MCS campaign, by sending a set of them to the central server to collect the prize. The rewarding phase is depicted in detail in Fig. 1(b). We assume that a reward can be released in exchange for a set of $k$ hashes with $k \geq 1$, which is proportional to the amount of data contributed to the campaign. Once the hashes are received, the server marks the correspondent local copies and returns a single code in exchange, which can be used by the participant to collect the final prize (e.g. a QR code). The way in which such code is physically used for collecting the reward is out of the scope of this paper, however, we note that the exchange of information taking place in the rewarding phase, again, does not contain neither the identity of the user, nor a pseudonym. This means that any subsequent reward that is redeemed by the same user cannot be associated to the same person by the server directly. Additionally, this means that the server is never aware of the total number of participants. Because the server marks the local copies, users cannot redeem a hash more than once to obtain rewards. More formally, we define each MCS campaign with a set of rewards $\mathcal{R} = \{R_w\}$. A reward $R_w$ needs $k_w$ distinct hashes in exchange to be obtained. For the sake of simplicity and without loss of generality,
in this work we assume that all the prizes need the same number \( k \) of hashes to be obtained. The goal is then to define a function \( f : I^n \rightarrow I^k \) that locally selects \( k \) hashes related to the measurements out of the set of available ones.

Whenever a participant wants to reclaim the hashes, it has to send them back to the central server. The way in which a participant chooses such \( k \) hashes has an impact on the amount of sensitive information disclosed, since then the respective \( k \) observations can then be associated to the same person: note that the association between a measurement \( I_i \) and its hash \( h_i \) is always known to the central entity. Moreover, if a malicious entity has access to the server, it may also have its locations exposed. In our framework, we tackle this core challenge by proposing a strategy in Section 4 for selecting \( k \) observations in order to release as little sensitive information as possible.

3.1. Privacy risks and threat model

Based on the proposed model, we discuss here the privacy threats. Data sent by the user is anonymous, hence, the threat occurs if multiple data points from the same user are available to a malicious entity. In this case, it is then possible to correlate such data points, and assess key information about the user routine, most visited places, and points of interest [24]. Attacks can then occur in three different places. First of all, on the mobile device itself, if the malicious user has access to it. However, in this case the attacker may monitor on its own the actions and data produced by the user, hence also monitoring the data sent to the MCS remote server does not add any more information. Secondly, they can occur on the communication medium, however, if we assume an external attacker, a malicious user can act as a man-in-the-middle, to eavesdrop communications between \( P \) and the server when the data is collected. In case this happens, the man-in-the-middle only obtains a single data point with no identification information, as the framework does not require authentication. In the rewarding phase however the man-in-the-middle may eavesdrop a set of \( k \) hashes which belong to the same user, through which it can try to reconstruct part of the trace of \( P \). However, hashes themselves do not carry any sensitive information about the data points they refer to, therefore the sole access to the hashes does not disclose any private information about the participant. To be truly effective, the attacker must then eavesdrop multiple communications from the same user. While this is possible, given that we are targeting a mobile scenario, it translates into the attacker continuously acting as man-in-the-middle, which is very unlikely. Even if this happens, then it means that the attacker has access to a much greater set of information about the user than only knowing the sporadic data points sent to the MCS remote server, making the privacy mechanisms discussed here a much lesser concern.

Finally, the attack can take place on the server: an external attacker may leak all the tuples \( I_i \) stored in the server, alongside with their hashes. In case this occurs, the attacker has a large amount of information, however none of the data points is bound to any user nor pseudo-id. Hence, it cannot directly correlate any couple \( (I_i, I_j) \) of measurements, as it cannot discern which one belongs to the same participant. Also this attack alone does not pose a threat on users’ private information. In this scenario, the risk mitigation has to be performed on the selection of the \( k \) hashes to be sent to the server, by identifying those that, in case they are stolen, would reveal as little information as possible about the locations.
of the user. There are many different privacy metrics that can be used for this selection; our proposed framework is designed to accommodate different ones, as better explained in Section 4.1.

Privacy impact assessment. The above discussion assumes a trustworthy server, which does not deviate from the protocol. However, an attacker hacking the server completely may have access to the whole database of information about user collected data, and can also monitor subsequent queries made by the users in order to understand which hashes are correlated. This would basically be equivalent to the server itself being malicious and can happen in a number of ways, such as SQL injection attacks [25]. This is one of the major concerns related to protecting the user privacy in MCS [26] and it is also why data integrity and security is an issue in these systems, as many Common Vulnerabilities and Exposures (CVE) are possible [27]. It is important to remark that, in such a scenario, a number of additional considerations have to be made. Let us assume that a malicious adversary completely hacks the server, having thus at hand the full set of measurements, which we define as \( M \), the selection function \( f \) and the set of \( k \) hashes sent over by a certain user. The attacker may attempt to run the function \( f \) on every subset of \( M \) until it gives exactly those \( k \) hashes as an output, finding thus the \( n \) data points that such user has sent to the server so far. The attack can in theory be conducted, constituting then a risk for the presented scenario. However, let us consider the following two aspects:

1. The attacker does not know \( n \). A brute-force attack implies that the attacker must run the algorithm \( f \) over all members of the powerset of \( M \) that contain the \( k \) elements, resulting in \( 2^{|M| - k} \) iterations, only to find one of the users. This number may be mitigated by iteratively adding measurements from \( M \) to the initial subset containing the \( k \) hashes and stopping to a realistic value of \( n \), however, it still results in a significant computational effort in its worst-case complexity.

2. \( f \) is not injective, which means there may easily exist two subsets of \( M \), namely \( M_1 \) and \( M_2 \) such that \( f(M_1) = f(M_2) \). An attacker may then find more than one subset that would yield the \( k \) hashes as a result, and many of them contain measurements not belonging to the same participant.

Upon these premises, we acknowledge that the above mentioned attack can in theory be conducted, however, if applied to a sufficiently consistent set of observation, its practical impact is likely to be negligible. We in fact expect common and practical MCS scenarios to easily feature thousands of measurements and thousands of users, hence to be reasonably safe against this type of attack. To give a practical idea, let us take into account the datasets used in this paper (detailed information on them can be found on Section 6.1) which have a size that approximately spans from a minimum of 220,000 observations to a maximum of 6.5 million. If we assume realistic values such as \( k = 10 \) and \( n = 100 \), let us define \( M_\gamma \) as any \( n \)-sized subset of \( M \) that may belong to the attacked user, thus such that contains the \( k \) elements that are known. An attacker would need to try to run \( f \) over all possible subsets \( M_\gamma \), which can be calculated as \( \binom{|M| - k}{n-k} \). If we consider \( M = 220,000 \) (our smallest dataset), the number of eligible subsets becomes intractable (over \( 10^{300} \)), and this is only for subsets of size \( n \). Given that the attacker does not even know \( n \), the above calculation should be repeated similarly for every single value of \( n \) that the attacker is willing to consider as plausible. Furthermore, let us estimate how many of these subsets \( M_\gamma \) can be erroneously attributed to the attacked user. This happens when the execution of \( f(M_\gamma) \) outputs exactly our \( k \) elements. The probability that this happens is 1 over \( \binom{|M| - k}{n-k} \) (less than \( 10^{14} \)). However, as stated above, \( M_\gamma \) can assume \( \binom{|M| - k}{n-k} \) different values, thus we can expect the number of \( M_\gamma \) possible subsets such that \( f(M_\gamma) \) outputs our \( k \) values to be roughly over \( 10^{300-14} \). The above statement, again, assumes that the attacker knows \( n \), which is not the case, therefore we expect these numbers to be much higher. Obviously, these considerations hold in presence of uniform probabilities without contextual information, however, it still gives a general idea about the difficulty of the attack from a mathematical standpoint.

4. The selection strategy

Assuming \( n \) as the total number of hashes available to \( P \), in this section we define a criterion for choosing \( k \) observations (and their respective hashes) out of \( n \). We first outline formally the concept of correlation, then we show how it is used to perform the selection. A key remark here is that a user must have performed already \( n \) observations in order to apply this algorithm offline. This implies that, depending on the use case, for continuous MCS campaigns there will be a certain threshold for \( n \) to be considered “big enough” to trigger the selection of \( k \) observations. We do not focus here on how to choose \( n \) due to the heterogeneity of use cases, however, the general indication is that \( n \gg k \). If, instead, the MCS campaign is limited in time, \( n \) will be the number of observations collected by a certain participant at the end of the campaign.

4.1. Definition of correlation functions

Ideally, for each reward, the user wants to select a subset of data that yields the least possible sensitive information to a potential attacker. We choose to quantify the “sensitivity” of each piece of information by assigning it a correlation value, which represents how much the observation is related to the pool of measurements collected. We define a correlation function \( \Gamma : \mathbb{R}^n \rightarrow \text{Corr} \) that associates each observation (or group of observations) to a general concept of correlation \( \text{Corr} \). This function is computed locally by the participant against all the elements of \( \{l_1, \ldots, l_n\} \), then the least \( k \) correlated
elements are selected to be converted into a reward. Within the framework it is possible to define multiple correlation functions $\Gamma_1, \ldots, \Gamma_m$ that establish the criteria for choosing $k$ observations (and their respective hashes) out of $n$, in short, each of them should represent an aspect of correlation that could be potentially used by an attacker. We intentionally define the \textit{Corr} value as generic data meta-type; it can be a single numeric value as well as a composite data structure that takes into account every other observation in the pool. Within the scope of this paper, we provide as a specific case a definition of correlation with strict mathematical properties. In particular, differently from our previous work [11], we do not define correlation functions on top of a single input, as the relation with all the other observations in the pool should be considered. Instead, a correlation function is formally defined here as a function $\Gamma: I^n \rightarrow \mathbb{R}^{n^2}$ that takes in input the trace of the user, consisting of $n$ elements, and returns in output a $n \times n$ \textbf{pairwise correlation matrix}. This allows to better select the hashes to send not only in a greedy way, but also considering future reward claims. Moreover, this way we are ensuring that the selection of $k$ elements strongly depends on the features of the $n$ total elements on which the selection algorithm is executed. Finally, we also significantly extended the performance evaluation on more dataset, which thanks to their heterogeneity provide a more complete overview of the performance figures of our proposal. The pairwise correlation matrix $C^p(I)$ is the result of the application of $\Gamma_p((I_1, \ldots, I_n))$, in which each element of the matrix $C^p_{ij}$ is the pairwise correlation of the elements $I_i$ and $I_j$ of the trace. This choice is driven by the consistency of the mathematical definition of a metric, which is often built on top of the relationship between couples of elements [12]. Each correlation function has to satisfy the following three properties:

1. An element of the matrix $C^p_{ij}$ is a correlation in the form of a numerical value normalized by $[0, 1]$ (1 means that the elements are maximally correlated, 0 means that the elements are not correlated at all):
   \[ \forall i, j : C^p_{ij} \in [0, 1]. \]

2. Each element is maximally correlated with itself. Therefore, by construction, the main diagonal of the correlation matrix is made by ones:
   \[ \forall i : C^p_{ii} = 1. \]

3. The correlation value between two hashes is commutative, therefore the correlation matrix is symmetrical with respect to the main diagonal:
   \[ \forall i, j : C^p_{ij} = C^p_{ji}. \]

Optionally, a correlation function may also be \textbf{mutual independent}, defined as follows: a correlation function is mutually independent if the calculation of each element of the matrix depends only on the two observations taken into account and does not change upon adding or removing observations. More formally if

\[ \forall i, j : C^p_{ij} = f(I_i, I_j). \]

The definition of unique and universal correlation functions is out of the scope of this paper as the sensitivity of a piece of information can depend on a high number of factors with respect to different uses cases. We recall that our framework is totally independent on the specific correlation functions used, hence it is flexible to accommodate other methodologies to quantify privacy risks on top of the MCS environment taken into account. We formally propose in Section 5 a number of specific correlation functions that address different aspect of privacy concerns, which we will use throughout the experiments.

Before getting into the selection algorithm, it is necessary to define the concept of \textbf{average correlation} of a pairwise correlation matrix as the arithmetic mean of all the values of the matrix except the ones on the diagonal:

\[ \text{avg}(C^p) = \frac{\sum_{i,j=1}^{n} C^p_{ij}}{n^2 - n}. \]

We then define two strategies: the greedy (Section 4.2) and clustering selection (Section 4.3).

4.2. Greedy selection of observations

The goal of this strategy is to select $k$ observations out of $n$ such that their average pairwise correlation is minimum \textit{i.e.} the average pairwise correlation of the submatrix formed by the selected $k$ observations. It is easy to recognize that such problem is \textit{NP}-hard as it requires to scan all the possible combinations of $k$ elements over $n$ (it can be conducted to the maximum volume problem in [28]), however it can be easily approximated by the use of a heuristic. First of all, the correlation matrix can be seen as an adjacency matrix and, therefore, it is easily translatable into a fully connected undirected graph in which each edge is weighted with the correlation value between the nodes. We will refer to it as the \textbf{correlation graph}: for each matrix $C^p$, we will refer to its respective correlation graph with $G^p$. The heuristic works as follows: the $n - k$ nodes with the highest degree – the degree of a node in a weighted graph is obtained by summing up the weights of all the adjacent edges – are removed from the graph iteratively, which means that, upon the removal of one node, the degrees are being recalculated. The remaining nodes denote the selected observations, representing a
Algorithm 1: Clustering Selection Heuristic.

Require: Empty cluster matrices $\Phi = \{\phi^{(1)}, \ldots, \phi^{(q)}\}$.
Observations $I_1, \ldots, I_n$
Cluster size $k$

Ensure: $(\text{avg}(\phi^{(1)}) + \cdots + \text{avg}(\phi^{(q)}))/q$ is minimum
1: Perform initial assignment of observations to clusters
2: $\text{corr} = (\text{avg}(\phi^{(1)}) + \cdots + \text{avg}(\phi^{(q)}))/q$
3: $\text{index} := 0$
4: for $\text{iter} := 1 \text{ to MAXITER do}$
5: $L = \text{Sort the } I_i \text{ observations by } h(I_i), \text{ descending order}$
6: $I_{\text{swap}} := L[\text{index}]$
7: for all $I_j \in L$ such that $I_j$ and $I_{\text{swap}}$ are in a different cluster do
8: $\text{swap}(I_{\text{swap}}, I_j)$
9: $\text{corr}_{\text{tmp}} = (\text{avg}(\phi^{(1)}) + \cdots + \text{avg}(\phi^{(q)}))/q$
10: if $\text{corr}_{\text{tmp}} < \text{corr}$ then
11: $\text{corr} := \text{corr}_{\text{tmp}}$
12: $\text{index} := 0$
13: break
14: else
15: $\text{swap}(I_j, I_{\text{swap}})$ # invalidate the swap
16: end if
17: end for
18: if no swap has been done then
19: $\text{index} + +$ # convergence if index out of bound
20: end if
21: end for

local optimum, for which this heuristic has a quadratic time complexity. The average correlation of their resulting pairwise correlation submatrix is denoted as $\min(C^{(p)}, k)$. The process can be used to find also the submatrix yielding the maximum average pairwise correlation $\max(C^{(p)}, k)$, i.e. selecting iteratively the $n-k$ nodes with the lowest degree. While the former is the goal of the selection, the latter is useful as a term of comparison. The greedy solution is an efficient baseline, however it fails to be practical as we will see in Section 4.3, where a more robust version is proposed.

4.3. Clustering selection of observations

Although the greedy selection of $k$ best observations in Section 4.2 is conceptually optimum in the transient in which it is invoked, it is likely to be inefficient in the long run. In fact, as this selection is performed repeatedly over time, in order to “spend” all the hashes in the pool, the participant will, sooner or later, end up with a bunch of hashes that will never be chosen as part of the $k$ to be sent, as they might keep having a high correlation value and, therefore, the participant will hardly find a way to spend them. Our proposal to cope with this is to divide the set of observations in $k$-sized clusters, with the goal of minimizing the intra-cluster correlation, i.e. the mean value over the average correlations of each cluster (a cluster results in a $k \times k$ correlation matrix). This way, the participant is able to spend, one by one, the $k$-sized clusters of observations, for which the correlation value is not optimum, but it is considered acceptably low. The problem itself is an instance of the min-max clustering problem [29], which is again NP-complete, as it would imply to try out all the possible combinations of cluster assignments. We therefore propose a clustering heuristic, based on the Expectation–Maximization (EM) paradigm.

We initially calculate the number of $k$-sized clusters as $q = \lfloor \frac{n}{k} \rfloor$. This unavoidably causes $n \mod k$ observations to be left out; for simplicity in this section we consider $n$ to be a multiple of $k$, if this is not the case, the algorithm works in the same way although having an additional smaller cluster. Each cluster is represented by the $k \times k$ correlation submatrix of the observations assigned to it. The set of submatrices is defined as $\Phi = \{\phi^{(1)}, \ldots, \phi^{(q)}\}$. We also define the distance of an observation $I_i$ from its cluster $\phi^{(i)}$ as the sum of the correlation between the observation and all the other observations in the same cluster: $h(I_i) = \sum_{u \neq i} \phi^{(i)}_{u,i}$, assuming that row $u$ in $\phi^{(i)}$ denotes information $I_i$. The clustering procedure is detailed in Algorithm 1.

Specifically, we first perform an initial assignment of observations to clusters. In our case, we shuffle the observations and then assign them, one by one, to a non-full cluster for which their distance is minimum. We then sort the $I_i$ observations by their $h(I_i)$ (line 5) in descending order, assuming that the first ones, having their $h(I_i)$ high, would be the most likely to be swapped with another observation from another cluster. Next, we pick the first observation from the list as a swap candidate (line 6) and iterate over all the other observations that do not belong to the same cluster (line 7). For each of them we try to perform the swap (line 8) and recalculate the correlations (line 9). If the swap does
not lower the average correlation, then we cancel it and revert to the previous state (line 15) and, if no swap has been done after scanning all the possible ones, then we go to the next swap candidate (line 19). If, instead, the swap lowers the average correlation, we commit it, break this cycle, re-sort the observations and start over from the first observation in the list as a swap candidate (lines 10–13). This happens because performing a swap may change the conditions and other swap candidates that we already investigated may need to be reconsidered. If we took into account all the observations without performing any swap, we found a local optimum, otherwise we stop when the maximum number of iterations (identified as MAXITER) has been reached. Note that the algorithm still works even if \( n \mod k > 0 \), since swaps can be performed against observations outside the clusters (or in a smaller cluster) and the minimization metric is calculated globally (line 10). Once the clusters are defined, they remain fixed until the participant redeems all of them singularly. This ensures that observations in the same cluster are correlated minimally with each other, with the constraint of redeeming all the observations in the pool. This happens efficiently if the clustering selection is performed when \( n \mod k = 0 \). We then denote the mean over the average correlations of the clusters as

\[
\text{min}\_\text{clus}(C^{[p]}, k) = \frac{\text{avg}(\phi^{[1]}) + \cdots + \text{avg}(\phi^{[q]})}{q},
\]

where \( C^{[p]} \) is the correlation matrix of all the observations of the user trace. We can easily obtain its dual, \( \text{max}\_\text{clus}(C^{[p]}, k) \), by maximizing the correlation, instead of minimizing it, in line 10 of Algorithm 1.

For better clarity, let us consider a simple example of a user who submitted \( n = 4 \) observation and wants to claim the rewards. In this particular case, we assume \( k = 2 \) and a unique correlation function, that holds the property of mutual independence and outputs the correlation matrix \( C' \), reported in the two examples below.

\[
\begin{array}{cccc}
1 & 2 & 3 & 4 \\
1 & 1.0 & 0.4 & 0.3 & 0.1 \\
2 & 0.4 & 1.0 & 0.9 & 0.7 \\
3 & 0.3 & 0.9 & 1.0 & 0.2 \\
4 & 0.1 & 0.7 & 0.2 & 1.0 \\
\end{array}
\Rightarrow (\text{Greedy}) \Rightarrow
\begin{array}{cccc}
1 & 2 & 3 & 4 \\
1 & 1.0 & 0.4 & 0.3 & 0.1 \\
2 & 0.4 & 1.0 & 0.9 & 0.7 \\
3 & 0.3 & 0.9 & 1.0 & 0.2 \\
4 & 0.1 & 0.7 & 0.2 & 1.0 \\
\end{array}
\]

\[
\begin{array}{cccc}
1 & 2 & 3 & 4 \\
1 & 1.0 & 0.4 & 0.3 & 0.1 \\
2 & 0.4 & 1.0 & 0.9 & 0.7 \\
3 & 0.3 & 0.9 & 1.0 & 0.2 \\
4 & 0.1 & 0.7 & 0.2 & 1.0 \\
\end{array}
\Rightarrow (\text{Clustering}) \Rightarrow
\begin{array}{cccc}
1 & 2 & 3 & 4 \\
1 & 1.0 & 0.4 & 0.3 & 0.1 \\
2 & 0.4 & 1.0 & 0.9 & 0.7 \\
3 & 0.3 & 0.9 & 1.0 & 0.2 \\
4 & 0.1 & 0.7 & 0.2 & 1.0 \\
\end{array}
\]

By applying the greedy selection algorithm, we end up with the submatrices highlighted on the right end side of the first line, where the green cells identify the first set of \( k \) observations chosen, while the violet cells highlight the second set — the leftovers. Evidently, the greedy selection first makes a very convenient choice, as the green submatrix has an average correlation of 0.1, however, the leftover observations are very correlated with each other, as the remaining submatrix has a high average correlation of 0.9. On the right end side of the second line, instead, are highlighted the two submatrices obtained by performing a clustering selection. Here, it is clearly visible how, because the clusters are all drawn at the same time, the best possible combination of sets is chosen and the mean of the average correlations, defined above, is minimized (0.3 for the clustering selection vs. 0.5 for the greedy selection). This aspect is also analyzed quantitatively over large datasets in Section 7.1.

5. Proposed correlation functions

In order to validate our model, we describe in this section the correlation functions we use to address the main aspects of location-aware privacy:

- Time correlation between measurements, addressed in Section 5.1, called **Absolute Distance in Time**.
- Habits in the user trajectory, addressed in Section 5.2, called **Location and Time-Aware Daily Transitions**.
- Sensitive locations, addressed in Section 5.3, called **Distance from a Point of Interest**.

We note again that, although we study these correlation functions, the main purpose of this work is to present the architecture and mechanism to obtain a privacy preserving, precise location data in MCS. Different correlation functions can be used in our framework by either using the pairwise correlation, as long as they cope with the requirements we described in Section 4.1. The correlation functions we present are in line with other privacy metrics leveraging data similarity discussed in [12]. We note that it is even possible to jointly use multiple correlation functions by combining them as in [30].

5.1. Absolute Distance in Time

This correlation function is meant to cover the time correlation between observations: the more two observations are close in time, the more privacy concerns may arise. As a matter of fact, exposing hashes relative to measurements
that are all distant in time is much more likely to protect sensitive information regarding fine-grained movements of the participant. We define the Absolute Distance in Time correlation function (or simply Distance in Time) $T^{(|\Delta t|)}$ starting from the actual time difference between the timestamps of two measurements. $\Delta t$ defines a time slot, which is our atomic unit of time. Then, if two measurements are taken within the same $\Delta t$ slot they have distance 0, otherwise their distance is calculated as the integer part of their actual time difference divided by $\Delta t$; e.g. if they are 15min apart and $\Delta t = 10$min, then their distance is 1. We also normalize it by setting a maximum amount $T$ of time slots beyond which all the distances are ideally the same (e.g. a day). Thus, our definition becomes:

$$T^{(|\Delta t|)}(i, j) = 1 - \frac{|t_j - t_i|/\Delta t}{T}$$

of course, the result of the fraction is constrained to a maximum of 1 when $|t_j - t_i|$ is 0, while it is 0 when $|t_j - t_i| \geq T$, therefore the first property is satisfied. We can also easily see that $T^{(|\Delta t|)}(i, i) = 1$ and $T^{(|\Delta t|)}(i, j) = T^{(|\Delta t|)}(j, i)$, therefore the other properties are satisfied as well. It is also easy to recognize that this correlation function fulfills the property of mutual independence, as the pairwise correlation between two observations does not take into account any other observation that may occur. A mathematical analysis of the behavior of this correlation function is presented in Fig. 2(a), where we show the correlation calculated on top of $|t_j - t_i|/\Delta t$ for different values of T. It is easy to see that points are less correlated at their time difference increases.

### 5.2. Location and Time-Aware Daily Transitions

This correlation function addresses the sensitivity of releasing paths that are followed daily with a regularity by the participant. Obviously, their disclosure affects the user privacy as it might unveil part of his or her habits. The idea is therefore to attribute a high correlation to any couple of observations that are within a frequently traveled route. We define here the Location and Time-Aware Daily Transitions correlation function (or simply Daily Transitions) as $P^{(|\Delta t|)}_\gamma$, with $\Delta t$ being the atomic unit of time for this correlation function. It is also necessary to introduce, for each observation $l_i$, an additional attribute $\tau_{i,n} \in [0, 86400/\Delta t]$, defined as the time of the day extracted from $t_i$ – recall that $86400$ is the number of seconds in 24hrs – divided by $\Delta t$. We then construct a fully connected graph such that each node is identified by a tuple $(l, \tau)$, which represents the presence of the user in a location $l$ at a defined $\Delta t$-sized time slot of the day $\tau$, and each edge is initialized with weight equal to 0. Next, for each couple of consecutive measurements within the trace $l_i, l_j$, we increase the weight of the edge $(\langle l_i, \tau_i \rangle, \langle l_j, \tau_j \rangle)$ by one. Then, every weighted edge is normalized by the outdegree of its source node, therefore representing the probability of the user in doing such transition. In order to output a correlation matrix, we pick all the couples of measurements $l_i, l_j$ and we extract from the graph the value of the edge $(\langle l_i, \tau_i \rangle, \langle l_j, \tau_j \rangle)$, or vice versa if $l_j$ is more recent than $l_i$. That is the value of the correlation between the two. In order to cover a more complete definition of correlation, we extend the above definition with a more generic correlation function $P^{(\Delta t)}_\gamma$. For each couple of measurements $l_i, l_j$, we define their correlation by summing up the probability of all the paths from $(l_i, \tau_i)$ to $(l_j, \tau_j)$ in $\gamma$ steps or less. The probability of a path of $\{E_1, \ldots, E_x\}$ ordered edges is defined as:

$$\prod_{x=1}^{X} weight(E_x).$$

The sum of such paths cannot exceed 1 in absence of cycles. If there are cycles we constrain the maximum value to 1, so the first property is preserved. We also define the correlation of two observations that are in the same node to be 1, thus the second property is satisfied. The definition is also commutative, as $P^{(\Delta t)}_\gamma(l_i, l_j)$ evaluates the paths from $(l_i, \tau_i)$ to

---

1 It is not necessarily the same for each correlation function. Since correlation functions are calculated independently from each other, this definition does not clash with others as the scope of $\Delta t$ is limited to this subsection.
\((l_i, l_j)\) only if \(l_i\) happened before \(l_j\), otherwise it does the opposite, therefore the third property is respected. This is an example of a correlation function that does not respect mutual independence, as the pairwise correlation between two observations is influenced by other observations in the same path.

The objective of this correlation function is to hide possible routines of the user. For instance, even if distant in time and space, a user may leave his home in the morning and continue to work, arriving several minutes later in a point far from his home. However, if repeated every day, this can easily uncover private information. This function is mathematically analyzed in Fig. 2(b), where we quantify the correlation on top of the minimum normalized outdegree found in a path that connects two selected points in the graph, for different values of the maximum path length \(\gamma\). In particular, since this does not depend only on the two points, we give an estimate of the correlation by showing the minimum correlation (i.e. when all the other intermediate nodes have also the minimum outdegree) and the maximum correlation shown in lighter color (i.e. when all the other intermediate nodes have outdegree equal to 1). Clearly, if \(\gamma = 1\) then the minimum and maximum correlation are the same.

### 5.3. Distance from a Point of Interest

With this correlation function we want to address the problem of releasing data about sensitive locations. For this correlation function, we leverage the concept of Point of Interest (POI), being it a location that is generally of interest for the user, and its disclosure could be potentially harmful. In [31] the authors try to guess the home of participants by using the location history and the centrality of their Twitter posts, showing the effectiveness of the proposed method. We consequently propose a correlation function \(\nu\) which profiles the closeness of measurements to a POI of the user. Such POI is, for simplicity, assumed to be at the center of the \(n\) observations taken by the user. For an observation \(l_i\) we define its latitude as \(l_i^{[\nu]}\) and its longitude as \(l_i^{[\lambda]}\); therefore we define the Distance from a Point of Interest correlation function (or simply Distance from POI) as the inverse distance from their middle point to the POI:

\[
\nu(l_i, l_j) = 1 - \min\Big(\frac{l_i^{[\nu]} + l_j^{[\nu]}}{2}, \frac{l_i^{[\lambda]} + l_j^{[\lambda]}}{2}\Big), \quad (\text{POI}),
\]

where \(\min\) is the ellipsoidal Vincenty distance (in kilometers) between two points identified by latitude and longitude. This means that two points are correlated as much as their middle point is close to the center of the observations. As a corner case, we set \(\nu(l_i, l_j) = 1\) if the Vincenty distance is more than 1km, consequently ensuring the values on the diagonal of the matrix to be 1 and all the values in the matrix to be between 0 and 1, therefore the first two properties are satisfied. The calculation of the middle point is commutative with respect to the two input points, ensuring the third property to be respected. Finally, if we assume the POI to be fixed, then the correlation function possesses the mutual independence. The objective of this correlation function is to select points far from a POI. For instance a user may collect several points close to his home, in different days and at different times. However, if such points are disclosed altogether, they can easily reveal that indeed they are within a location of interest for the user [31]. This also applies for points that are far apart from each other but symmetrical with respect to the POI. Fig. 2(c) shows that the mutual correlation between two points depends on their distance from the POI and on the angle that the segments that connect them to the POI form. In the figure we represent the correlation as a function of the sum of the distances from the POI for different angles. We outline the maximum correlation (i.e. when their distance from the POI of the two points is the same) and the minimum correlation as a lighter colored line (when one of the points is exactly on the POI). The rationale here is straightforward, the closer the angle is to 180°, the higher the chance for the two points to have a high correlation, as the POI is more likely to fall close to their middle point.

### 5.4. Example

We now provide a simplified example to show how the above correlation functions work. Assume that a user reports measurements as in Table 1.

The three correlation functions will then output the following results:

- **Correlation function 1**, which is the Absolute Distance in Time, considers the differences between the timings of two subsequent measurements. In this example we consider \(\Delta t = 3600\) (1 h) and \(T = 24\) (1 day). Specifically for the measurements reported in Table 1 we will have the following correlations:

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>0.958</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>0.958</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0.825</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0.666</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0.625</td>
<td>0.666</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0.916</td>
</tr>
<tr>
<td>7</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.916</td>
<td>1</td>
</tr>
</tbody>
</table>

Note how correlation is not zero only when pair of measurements take place on the same day.
Table 1
Example measurements.

<table>
<thead>
<tr>
<th>ID</th>
<th>Date</th>
<th>Time</th>
<th>Latitude</th>
<th>Longitude</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1/1</td>
<td>8:30</td>
<td>44.42</td>
<td>11.31</td>
</tr>
<tr>
<td>2</td>
<td>1/1</td>
<td>9:59</td>
<td>44.39</td>
<td>11.37</td>
</tr>
<tr>
<td>3</td>
<td>12/1</td>
<td>8:40</td>
<td>44.42</td>
<td>11.31</td>
</tr>
<tr>
<td>4</td>
<td>12/1</td>
<td>9:30</td>
<td>44.39</td>
<td>11.37</td>
</tr>
<tr>
<td>5</td>
<td>12/1</td>
<td>17:50</td>
<td>44.40</td>
<td>11.35</td>
</tr>
<tr>
<td>6</td>
<td>24/1</td>
<td>9:35</td>
<td>44.39</td>
<td>11.37</td>
</tr>
<tr>
<td>7</td>
<td>24/1</td>
<td>12:30</td>
<td>44.41</td>
<td>11.35</td>
</tr>
</tbody>
</table>

Table 2
Example measurements.

<table>
<thead>
<tr>
<th>Node ID</th>
<th>Measurements</th>
<th>Hour</th>
<th>Latitude</th>
<th>Longitude</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>{1, 3}</td>
<td>8:00</td>
<td>44.42</td>
<td>11.31</td>
</tr>
<tr>
<td>2</td>
<td>{2, 4, 6}</td>
<td>9:00</td>
<td>44.39</td>
<td>11.37</td>
</tr>
<tr>
<td>3</td>
<td>{5}</td>
<td>17:00</td>
<td>44.40</td>
<td>11.35</td>
</tr>
<tr>
<td>4</td>
<td>{7}</td>
<td>12:00</td>
<td>44.41</td>
<td>11.35</td>
</tr>
</tbody>
</table>

• Correlation function 2 instead considers the frequency of the paths, by constructing a graph and considering the frequency of travels from one point to another. Considering $\Delta t = 1h$ and $\gamma = 1$, in our simplified example, the unique time and locations we have in our dataset are then computed as those reported in Table 2, therefore their correlations become:

\[
\begin{array}{cccccccc}
1 & 2 & 3 & 4 & 5 & 6 & 7 \\
1 & 1 & 1 & 1 & 0 & 1 & 0 \\
2 & 1 & 0 & 0 & 1 & 0.5 & 1 & 0.5 \\
3 & 1 & 0 & 1 & 1 & 0 & 1 & 0 \\
4 & 1 & 1 & 1 & 1 & 0.5 & 1 & 0.5 \\
5 & 0 & 0.5 & 0 & 0.5 & 1 & 0 & 0 \\
6 & 1 & 1 & 1 & 1 & 0 & 1 & 0.5 \\
7 & 0 & 0.5 & 0 & 0.5 & 0 & 0.5 & 1 \\
\end{array}
\]

We note that the correlation of measurements belonging to the edge that connects Node 1 with Node 2 is 1, because it is the only edge coming out from Node 1. Instead, from Node 2 there are two outgoing edges to Node 3 and Node 4 with equal probability.

• Correlation function 3 considers instead the distance of the middle point between two measurements and a specific POI for the user. For our example, the calculated POI has coordinates $POI = (44.402, 11.347)$. The correlations between each pair of points then become:

\[
\begin{array}{cccccccc}
1 & 2 & 3 & 4 & 5 & 6 & 7 \\
1 & 1 & 0.38 & 0 & 0.38 & 0 & 0.38 & 0 \\
2 & 0.38 & 1 & 0.38 & 0 & 0 & 0 & 0 \\
3 & 0 & 0.38 & 1 & 0.38 & 0 & 0.38 & 0 \\
4 & 0.38 & 0 & 0.38 & 1 & 0 & 0 & 0 \\
5 & 0 & 0 & 0 & 0 & 1 & 0 & 0.67 \\
6 & 0.38 & 0 & 0.38 & 0 & 0 & 1 & 0 \\
7 & 0 & 0 & 0 & 0 & 0.67 & 0 & 1 \\
\end{array}
\]

6. Performance evaluation

In this section we outline the performance evaluation study for our framework with our proposed correlation functions. First, in Section 6.1 we outline the real-world datasets against which our framework has been tested, then, in Section 6.2, we detail the parameters and the environment used for our ad-hoc simulation scenario.

6.1. Datasets

In order to evaluate our work, we used six different datasets, four of which are publicly available on the Internet. The datasets are check-in based, meaning that they record, for each user, a list of locations visited in GPS coordinates alongside with the timestamp. We chose such datasets because they have been used extensively in the literature for a multitude of related problems, also they have different spatial and temporal granularity, which yields different features [7]. In order to complement their granularity, relatively coarse, we introduced two more datasets for which granularity is much finer,
collected for the purpose of this study. Details about the structure, amount of data and granularity of each single dataset is reported in the description below:

- **Brightkite**: Brightkite [32] is a location-based social network and its dataset has been used in various studies on privacy. Observations are very distant in space even for the same user (order of kilometers), as well as in time. The dataset can be found online.²
- **Gowalla**: Gowalla [32] just like Brightkite, is a location-based social network and its dataset has been used in various studies on the privacy. Similarly to Brightkite, the granularity of the observations is coarse. The dataset can be found online.³ Brightkite and Gowalla are often used in comparison studies as they have a similar structure.
- **Foursquare-Tokyo**: Foursquare [33] is yet another location-based social network, similar to the previous two, however, data gathering has been performed in a city-wide scenario, for which granularity of the observations is finer than in Gowalla and Brightkite. The page about the dataset can be found online.⁴ It features several datasets, we chose to use the dataset about the city of Tokyo.
- **Foursquare-NewYork**: another dataset extracted from Foursquare [33], this time about the city of New York. The dataset can be found online on the same page as Foursquare-Tokyo.
- **Dense**: The Dense dataset has been populated by seven volunteers who had a mobile application running on their smartphone and reporting location, time and value of several sensors with a time granularity of few minutes. We broke the seven traces into many parts simulating the presence of many more users, as we do not need traces longer than few hundreds of samples. This strategy does not contaminate the nature of the dataset for our experiments, as each user is independent. The dataset was obtained from [7].
- **Sparse**: The Sparse dataset is exactly the same as the Dense, however, we sampled the measurements at a coarser granularity in a way in which they are spaced in time by an hour in average, in order to test a different event frequency.

Each dataset has been adapted in order to contain data about 100 users, with each trace being exactly 90 observations long, for the sake of the comparison. Due to the extreme heterogeneity of spatial and temporal differences within each datasets – certain users may turn off their sensing for many days and/or travel significant distances – we extracted only traces containing 90 subsequent observations such that the time difference between two consecutive observations is less than a week and the spatial distance is less than 100 km. Subsequently, location data has been enhanced in order to identify not only GPS locations, but also areas.

**Fig. 3** shows the distribution of space and time differences in the six datasets by means of a boxed strip plot. Each dot in the plot shows the distance in space (**Fig. 3(a)**) and in time (**Fig. 3(b)**) between two subsequent observations in the same trace and the mean value is shown through the horizontal line inside each box, as well as written on the top. Regarding the spatial distribution, we observe that, first of all, there are consecutive observations that are tens of kilometers apart from each other – the plot is limited on the y-axis for improved readability – however, these are mostly outliers, as the vast majority of the points are clustered in the lowermost zone of the plot, below about 5 km. The only exception to this is the Dense dataset, which clusters the observation in way smaller distances. We observe that for Brightkite, even though

---

² [https://snap.stanford.edu/data/loc-Brightkite.html](https://snap.stanford.edu/data/loc-Brightkite.html)
³ [https://snap.stanford.edu/data/loc-gowalla.html](https://snap.stanford.edu/data/loc-gowalla.html)
⁴ [https://sites.google.com/site/yangdingqi/home/foursquare-dataset](https://sites.google.com/site/yangdingqi/home/foursquare-dataset)
data points can be very distant, there are many observations taken consecutively in the exact same place, as the mean value is 0. Conversely, in the Foursquare datasets, users show much more mobility as their spatial differences are more accentuated, even though the areas considered are smaller. Regarding the time distribution, we observe how almost all the data points for the Dense and the Sparse datasets are within minutes in time even though the Sparse dataset is sampled at higher time intervals. The other four datasets display common behaviors, with the Foursquare datasets showing longer time intervals between measurements compared to Brightkite and Gowalla. These 6 datasets provide heterogeneity in the data and can better highlight differences among them.

In Fig. 4 we show another aspect that occurs differently over the datasets. The figure displays a CDF in which we represent the number of observations taken in an area in which there is a number of total observations equal to the number represented on the x-axis. Here, we denoted the area by approximating the GPS coordinate of each observation to the third decimal.\(^5\) As the curves are mostly placed against the upper left corner, we chose to use a logarithmic scale for the x-axis to emphasize the differences. From this plot we can notice how certain datasets have recurrent places in which observations happen compared to others. Brightkite shows clearly how many of its data points are in the same location – 10% of them are in a zone that hosts more than 1,000 other data points –, which does not happen for Gowalla. The distributions and behaviors shown in Fig. 3 and 4 are of paramount importance in order to characterize and describe better the results of our experiments.

6.2. Experimental setup

To evaluate our framework we performed simulations, for each dataset, with 100 users, each of them performing 90 measurements. We then extract, at certain points in time depending on the experiment, the \(k\) observations selected to claim the reward. As we consider attackers to have a local knowledge of the information – i.e. \(k\) measurements belonging to one user – it is not necessary to consider the scalability of the approach to a larger user base, since each attack is performed separately on each cluster of \(k\) measurements.

The value of \(k\) in each simulation is set to a unique value for all users. In real deployments, the value of \(k\) might differ across users and even across prizes for the same user over time, however, fixing it to one value facilitates the display of the results and does not prejudice our experiments from being representative of the reality. In particular, we use three different values of \(k\): 10, 20 and 30. The purpose of the experiments is showing what is the correlation value of the selected \(k\) measurements as the number \(n\) of total measurements performed increases. More in detail, we make use of the following evaluation metrics:

- **Minimum Correlation**: as defined in Section 4.2, for a correlation function \(\Gamma^p\), it corresponds to \(\min(C^{[p]}, k)\), so the average pairwise correlation of the submatrix of \(C^{[p]}\) relative to the \(k\) selected observations. Observations here are selected using the greedy heuristic presented in Section 4.2 in order to minimize \(\min(C^{[p]}, k)\).

- **Maximum Correlation**: the opposite of the minimum correlation, defined as \(\max(C^{[p]}, k)\) in Section 4.2 and used in the experiments as a term of comparison.

- **Minimum Clustering Correlation**: as defined in Section 4.3, for a correlation function \(\Gamma^p\), it corresponds to \(\min_{clus}(C^{[p]}, k)\), so the mean over the average pairwise correlations of the submatrices of \(C^{[p]}\) relative to the clusters. Observations here are clustered using the algorithm presented in Section 4.3 in order to minimize \(\min_{clus}(C^{[p]}, k)\).

\(^5\) This is done because we are focusing here on the objective comparison of the datasets rather than tuning parameters for our simulation scenario.
• **Maximum Clustering Correlation**: the opposite of the minimum clustering correlation, defined as $\max_{\text{clus}}(C^{[p]}, k)$ in Section 4.3 and used in the experiments as a term of comparison.

It is also important what a potential attacker could understand when taking hold of the $k$ selected observations. In such cases we would need to recompute the correlation matrix of such $k$ elements according to the selected correlation function without using the other $n-k$ observations, instead of extracting a submatrix from $C^{[p]}$. This produces potentially a second version of the above mentioned evaluation criteria, which we will address as “biased” and represents the correlation of the $k$ observations from an attacker point of view. Conversely, by extracting a submatrix without recomputing, we are using “oracle” evaluation criteria, which instead represent the correlation of the $k$ observations from the point of view of the owner. We can easily demonstrate that these two coincide when the correlation function has the property of mutual independence, as correlation values only depend on the considered observations, not on the whole set. If not specified otherwise, the oracle criteria are used by default. On top of the described criteria, we set up two macro experiments set: one for the performance of the clustering strategy (Section 4.3) over the greedy selection (Section 4.2), the other for studying the behavior of both such strategies in detail when $n$ increases over time. All results are averaged over the users.

6.2. Clustering performance over greedy

In this experiment, we demonstrate the claim of Section 4.3, in which we state that using the greedy selection over time might yield a near-optimal correlation, however, in the long run, many highly-correlated observations end up never being spent or, worse, being spent all together. In order to validate this, we initialize every participant with 90 measurements and we iteratively apply the greedy approach until the remaining number is less than $k$, every time recording the correlation of the $k$-sized subset spent. We then perform the same test by applying the clustering algorithm at the beginning and iteratively compute the average correlation of each cluster. We then calculate the highest of the recorded values for both methods (which corresponds to the “worst”) and report it as a comparison, averaged over the participants. Results are shown in Section 7.1.

6.2.2. Correlation over time

In this experiment, we focus on discussing the evaluation criteria introduced above over time. More in detail, for each participant of each dataset, we systematically add one observation, starting from $n=k$ until $n=90$. At each of such steps we perform both a greedy selection and a clustering selection, both minimizing and maximizing the correlation, in order to show their trend. The $k$ selected observations are not removed from the pool of $n$ as in the other experiment. Both the oracle and the biased criteria are used here for a fair comparison. Furthermore, we perform an analysis on the amount of information that can be reconstructed by the attacker using the correlation function Distance from a Point Of Interest as an example.

7. Results

7.1. Clustering performance over greedy

In order to demonstrate the superiority, in realistic scenarios, of a clustered selection of observations over a greedy one, we ran simulations (according to Section 6.2.1) in which participants already performed 90 measurements each (therefore $n=90$). Participants store measurements locally and repeatedly send $k$ measurements to the server selecting them either with the greedy strategy (Minimum Correlation) or by clustering them in advance and sending one cluster at a time (Minimum Clustering Correlation). Results are shown in Fig. 5. For each of the participants we only take into account the worst set of $k$ measurements (i.e. yielding the highest correlation). The main idea is the following: by using a greedy strategy, a participant would select the set of $k$ measurements yielding the lowest correlation, however, as we start to redeem them, the last $k$ measurements remaining may probably be a bad choice. We, in fact, expect the correlation of the $k$-sized set to increase as we start to run out of measurements. Conversely, the clustering strategy lets us group the measurements in $k$-sized groups a priori so that they have a similar internal correlation and, therefore, the best set is not that different from the worst set. In the figure, we represent the worst greedy correlation in tones of black and the worst clustering correlation in tones of red (different alpha values correspond to different datasets); for display purposes, we set to 1.0 the worst greedy correlation and normalized the respective worst clustering correlation accordingly. All the results are averaged out over the participants and shown for all the three correlation functions described in Section 5. Looking at Fig. 5 we first observe that the worst-case Minimum Clustering Correlation is always lower than the worst-case Minimum Correlation, hence supporting our claim. Taking a closer look at the correlation function Absolute Distance in Time, the two FourSquare datasets display a relatively higher difference, which is in line with what displayed in Fig. 3(b), as the observations are more spread in time. Consequently, the opposite occurs for the Sparse and Dense datasets.

7.2. Correlation over time

Our second experiment aims to evaluate the correlation of the selected $k$-sized subset of observations as the total number of observations $n$ grows over time, according to the description in Section 6.2.2. As $n$ increases from $k$ to $90$, participants start to compute the best $k$ ones to be spent and report their correlation at each added observation. This is computed both with the greedy and the clustering strategies, in the latter case the correlation reported is the average over the clusters. The experiment is performed separately for each correlation function to evaluate them independently.
Fig. 5. Average correlation of the worst set of $k$ values out of $n$ measurements selected by the sequential greedy strategy (transparent colors) and the clustering strategy full colors, for each correlation function and different values of $k$. Results are normalized by setting the greedy value to 1.

Fig. 6. Absolute Distance in time — Correlation values of the $k$ selected measurements through the greedy strategy with $N$ ranging from 0 to 90 for 100 users.

7.2.1. Absolute Distance in Time

The results for the correlation function Absolute Distance in Time are shown in Fig. 6 for the greedy version and Fig. 7 for the clustering version. Results are shown for all the six datasets by setting the value of $k$ to 10 (black solid line), 20 (red dashed line) and 30 (blue dotted line). The value on the $x$-axis reports the total number of observations $n$, which increases over time, while on the $y$-axis we put the normalized correlation value. Each of the lines start when $n = k$, as it would not make sense to extract $k$ measurements from a smaller set. Each of the lines is normalized by their starting value, as, for the purpose of this experiment, we are not so much interested in the absolute correlation value as much as their difference over time. In fact, each line is twofold: the lower one represents the minimum correlation, while the upper one represents, for a fair comparison, the maximum correlation. Both these lines are identical in color and style and their alpha value is set so that they are partially transparent, as they are easily distinguishable from each other. Furthermore, we introduced the minimum biased correlation to show potential differences. The latter is displayed with a fully opaque line for each value of $k$. For this correlation function we can easily see that the minimum correlation in its oracle version corresponds to the biased version as the correlation function supports mutual independence. In Fig. 6 we observe, for the greedy selection, that the minimum and the maximum correlation are mostly monotone – little perturbations are due to the greedy selection being itself an approximated method –, in particular, the more $n$ increases the more the maximum and the minimum correlation are dragged apart from each other showing the efficacy of the method. The clustering selection shown in Fig. 7 shows a similar trend, although the lines fluctuate. In detail we notice that a single fluctuation occurs at a constant pace, with the peak occurring when $n$ is a multiple of $k$. This is easily explainable as when the line is off-peak it means that there is one cluster, smaller than all the others, in which the minimum internal correlation is
likely to be very low, therefore causing the average correlation among the others to drop. The exact opposite potentially occurs when clustering for the maximum correlation. We also observe similar trends over the datasets, with the initial correlation being already high for Sparse and Dense. This is explained by the density of their observations in time, shown previously in Fig. 3(b).

7.2.2. Location and Time-Aware Daily Transitions

The results for the correlation function Location and Time-Aware Daily Transitions are shown in Fig. 8 for the greedy version and Fig. 9 for the clustering version, with the same methodology of Section 7.2.1. The first noticeable difference is that the oracle and the biased minimum correlations do not coincide, as the mutual independence property is not satisfied, resulting in an opaque line and a semi-transparent one very close to each other in the lowermost side of each plot. The differences are almost negligible, however we notice that the biased correlation is slightly lower than the oracle one, explained by the fact that the correlation between two observations can be potentially boosted by other unselected observations, but never reduced. In the biased version, the correlation is only calculated on the selected \( k \)-sized subset, while in the oracle version all other measurements are taken into account. Besides this difference, we assess that the correlation function efficiently fits our framework. It is also noticeable how results are similar over the different datasets.
7.2.3. Distance from a Point Of Interest

We choose to show the results for the correlation function Distance from a Point of Interest in a different way from the other correlation functions. The rationale behind this choice is to show how a correlation function relates to a common technical privacy metric. This correlation function correlates two observations the more their middle point is close to the centroid of all the $n$ observations stored. This means that an efficient selection of $k$ elements would result in a subset with a centroid far from the actual one. Since we consider the centroid of the $n$ measurements as the True POI, the farther the centroid of the $k$ selected measurements (hereafter called the “Fake POI”) is from the True POI, the less information is disclosed to a potential attacker. This is done since when the user sends different measurements with specific locations, if those are close in distance they may uncover a potential POI for such user, for instance her place, the work office or a hospital. Clearly, selecting measurements that are far from each other limits this problem, since the derived POI may be less meaningful. For a graphical feedback, we show in Fig. 10 an example of the Fake POI and the True POI for a randomly selected user in the Gowalla dataset and $k$ set to 10. The True POI is shown in green whereas the Fake POI is shown in red. Both of them increase their opacity as $n$ grows (i.e. as time passes); it is noticeable how the Fake POI results in being farther and farther from the True POI over time. As a comprehensive evaluation to this end, Fig. 11 displays, as $n$ grows on the x-axis, the Vincenty distance between the Fake and the True POI averaged over all the traces in each of the datasets. The dotted lines identify the greedy version, whereas the solid lines identify the clustering version (here, the distance from the fake POI and the actual one is averaged out over the clusters). Also, black lines correspond to the best case,
Fig. 11. Distance from a POI — Evaluation of the correlation function. Vincenty distance of the fake POI from the actual true POI with $N$ ranging from 0 to 90 for 100 users.

i.e. using the minimum correlation, whereas light lines correspond to the worst case, i.e. corresponding to the maximum correlation. All distances are stated in kilometers and we constrained the value of $k$ to 10 for displaying purposes, as other values reveal a similar behavior. We observe here that, even though the distance between the fake POI and the True POI is not directly optimized by the selection, it still displays an advantageous behavior: as $n$ grows, the distance in the best case grows too, both in the clustering and in the greedy version, although with a noticeable difference. This is important, as we are able to show an advantage even considering the $k$ selected measurement in a pairwise fashion and not as a whole, which would require an exponential computational complexity that is impractical in our scenario.

7.3. Discussion

The results shown in this section reveal two key aspects of this framework. First, they validate the effectiveness and the mathematical properties of the pairwise correlation as a criterion for choosing a subset of information to be unveiled safely. Specifically Section 6.2.1 assesses the solidity of a clustering selection over time, much more practical in a real scenario, and Sections 7.2.1 and 7.2.2 display the soundness of the criterion itself as the number of total measurements increases. Secondly, the results show how it is possible to link a selection criterion based on correlation functions to a well-established technical privacy metric as a final output evaluation, specifically in Section 7.2.3. However, we do not target a specific privacy metric, as there are several of them [12] and each one is responsible for covering a specific aspect of the privacy that strictly depends on the use case, whereas our core contribution is in the framework and the information selection model. Specific implementations must focus on privacy metrics depending on the considered scenario.

Another aspect to discuss is the implications of the deployment of such a framework in a real scenario. Common questions that may arise are: How long are hashes stored in the personal devices? How often do users obtain rewards? What is the correlation value below which we consider the disclosure of $k$ hashes to be safe? Real deployments adopting this framework can be different, so it can be for the correlation function chosen and, consequently, for setting the parameters. A straightforward strategy would be starting from the goal: e.g. for the Distance from a POI scenario we might set an acceptable distance from the fake POI to the true POI and check the respective correlation value experimentally. Furthermore, depending on the frequency of updates required by the use case (i.e. how many measurements a participant should provide per time unit), then other parameters can be set consequently: for instance, if a certain number of measurements is required per hour, then we may expect a user to store a definite amount of hashes per day. By knowing approximately this number and comparing it with experimental evaluations similar to the ones in Section 7.2.3, we can estimate the conditions under which our privacy concern is fulfilled for different values of $k$, therefore the average number of rewards obtained by a user over a day can be estimated as well. On top of this, the actual value of a single reward should be established, however this is out of the scope of this study.
8. Conclusions

In this paper we have proposed a privacy preserving framework for opportunistic and pull-based MCS scenarios. In our proposal the central entity, or the crowdsourcer, has no information on the users at the data collection stage, while such information is necessary in the rewarding phase, when the users need to collect a prize for their contributions. Our framework is built on top of a set of correlation functions, all of them defined by a pairwise correlation formula between each couple of measurements. Subsequently, our framework is able to select, either greedily or through a clustering heuristic, the best \( k \) measurements out of a total of \( N \) – where “best” is equal to “less correlated” – in order to give as little (or as misleading) information as possible to a potential attacker able to access such \( k \) data points. This is built upon the assumption that \( k \) is the number of measurements needed in order to obtain a prize. We provided simulations that assess the effectiveness of our approach against the correlation functions we have defined, recall that other correlation functions can be added, provided they adhere to the set of properties specified in Section 4.1. We consider this as a pioneering effort towards privacy and anonymity preservation in such scenarios, in fact the majority of works in the same field tend to target task-based MCS scenarios. However, continuous sensing and pull-based scenarios are gaining more and more interest worldwide and are being increasingly used, such as in Mobile Contact Tracing, which has been recently leveraged and for which we proposed a similar mechanism [34]. We envision our approach to be adaptable to practical scenarios that can solve problems that matter.
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