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Abstract

In recent years there has been a widespread interest in researching biomarkers of ageing that
could predict physiological vulnerability better than chronological age. Ageing, in fact, is one of
the most relevant risk factors for a wide range of maladies, and molecular surrogates of this phe-
notype could enable better patients stratification. Among the most promising of such biomarkers
is DNA methylation-based biological age. Given the potential and variety of computational imple-
mentations (epigenetic clocks), we here present a systematic review of such clocks. Furthermore,
we provide a large-scale performance comparison across different tissues and diseases in terms of
age prediction accuracy and age acceleration, a measure of deviance from physiology. Our analy-
sis offers both a state-of-the-art overview of the computational techniques developed so far and a
heterogeneous picture of performances, which can be helpful in orienting future research.

Keywords: methylation, epigenetic clock, regression, age acceleration

Introduction

Ageing is one of the most relevant risk factor for a wide range of diseases [1]. Given the extreme heterogeneity of
ageing in humans, especially in advanced stages of life [2], chronological age alone has long been recognized insufficient
to characterize the mechanisms behind this processes. Based on this rationale, identification of biomarkers of biological
ageing, intended as an organism’s increased risk of death while progressing throughout its life cycle, has become an active
research field, whose dissemination initiated with the involvement of telomeres’ lengths in the process of senescence (for
an overview see [3]). Among several potential biomarkers of ageing [2, 4], DNA methylation is currently considered one of
the most promising in a clinical translational perspective, given the stability of methylation and its high correlation with
chronological age [5].
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DNA methylation (DNAm) is an epigenetic modification involving the covalent addition of a methyl group to the
5’-carbon of cytosine in a CpG dinucleotide. Such alterations play crucial roles in numerous cellular processes, including
gene expression [6], genomic imprinting [7] and embriogenesis [8].

DNAm-based epigenetic clocks predict chronological age from the methylation values of ten to hundreds of CpGs
identified with statistical and machine learning approaches. The very first epigenetic clocks based on DNAm used statistical
approaches to exploit possible correlations between methylation values and chronological age [9, 10]. Following the
influential work of Horvath [11], which used a machine-learning approach to develop a DNAm clock across a large number
of tissues and cell types, a plethora of clocks have been developed in recent years [12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22,
23, 24, 25, 26, 27, 28, 29, 30, 31, 32, 33, 34].

The success of Horvath’s clock depends on the impressive accucy in estimating chronological age and, most importantly,
in detecting age accelerations i.e., generally speaking, the difference between estimated and chronological age, a measure
of deviance from physiology. To date, numerous studies, using a variety of implementations of age acceleration have shown
that this parameter is associated with numerous health-related afflictions, such as cancer and neurodegenerative diseases
[35].

Recently [36, 37], such surrogate measures of biological age have been incorporated beyond the aim of early DNAm
clocks (primarily developed to predict chronological age) with additional lifestyle-associated indicators (for example smok-
ing pack-years) and the ambition to predicting mortality and healthspan [38, 39, 40, 41]. Given the fundamental role of
DNAm clocks per se and in this new generation of predictors, we deem relevant to revise the landscape of computational
approaches exploited for DNAm-based epigenetic clocks for the estimate of chronological age in Humans. In particular, to
highlight the predictive capabilities of DNAm clocks, we present a large-scale performance evaluation of several methods
on heterogeneous benchmark sets, in terms of chronological age accuracy and age acceleration detection.

Such performance comparison highlights strengths and limits of the current approaches in particular with respect to
the lack of standardization of age acceleration, hopefully contributing to shape the research exploiting this important
biomarker.

DNA methylation

A variety of technologies are available to explore CpGs’ methylation at smaller (EpiTYPER [42]) or larger (methylation
profiling arrays [43], DNA bisulphite sequencing[44]) scale [45]. The Illumina Infinium profiling arrays are currently the
most widespread assays.

From the earliest Illumina Infinium HumanMethylation27 BeadChip with 27K probes, the following Infinium Human-
Methylation450 BeadChip contains over 450K probes, and nowadays the Infinium MethylationEPIC BeadChip microarray
covers over 850K CpG methylation sites. The Infinium 450K and 850K platforms use two different chemical assays, type
I and type II, while the older 27K platform uses only Type I. The type I Infinium assays use a pair of probes to measure
the intensities of the methylated (M) and unmethylated (U) alleles at each CpG site. The Infinium type II assay requires
only one probe per locus allowing detection of both alleles. The standard protocol quantifies the methylation level by the
β value metric, calculated from the intensity of the M and U alleles from all cells in the tissue, as the ratio of fluorescent
signals:

β = max(M, 0)/[max(M, 0) + max(U, 0) + α]

where typically α = 100 [46]. Thus, for each CpG, β values range from 0 (indicating a tissue where none of the cells is
methylated at such position on the DNA, CpG) to 1 (indicating a tissue where all cells are methylated at this position).

It has been noted [47] that the β-values generated by the two assays are not completely compatible and that those
obtained with Infinium II are less accurate and reproducible than those obtained with Infinium I, which requires some bias
correction to rescale the type II signals on the basis of type I. Furthermore, among the numerous aspects that impact on the
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robustness of data there are also all sample preparation steps, including tissue conservation, nucleic acids extraction, library
preparation, to name a few [48, 49]. Currently, a variety of pre-processing methods exist to transform raw methylation
data into β values [50, 51], perform normalization, background, bias and batch correction [52, 53, 54, 55, 56].

Computational approaches

DNAm-based epigenetic clocks considered in this review are listed in Table 1 and include only epigenetic clocks for Homo
Sapiens based on the Illumina Infinium assays. They are listed using their name, or, when unavailable, with the name
of the first author in the corresponding publication. A graphical representation of the main features of the pre-trained
clocks (i.e., all but CPFNN and EPM) in Table 1 is shown in Fig. 1.

For the implementation of such clocks, numerous strategies have been adopted regarding the data pre-processing and
computation of DNAm age but all require as input two sets of samples for which the subjects’ DNA methylation levels
and age are available. The first control (or training) set includes samples from apparently healthy individuals. This set
acts as reference, on the assumption that in such individuals biological and chronological age are identical. The second
case (or test) set includes individuals affected by a disease, whose altered biological age is questioned.
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Figure 1: Graphical representation of the main features of the pre-trained DNA methylation-based aging
clocks assessed in this work and detailed in Table 1. Each point represents a clock and its position in the
3D space is determined by the Tissue from which the training samples were derived (x-axis), the mean
age (point position) and age range (error bar) of such samples (y-axis), and the number of CpGs used
in the clock (z-axis). The point size is proportional to the logarithm of the number of training samples.
The color of each point /error bar is related to the regression method used to train the clock, as detailed
in Table 1. The point transparency is related to the number of pre-processing steps carried out before
training the clock so that more pre-processing steps correspond to less transparency (see Table 1 for
further details).
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Data pre-processing: quality filtering

Quality filtering is typically applied on the training set for removing low-quality samples and probes. There is no universally
agreed upon protocol. Here we review the three most common:

i Pre-processing tools that transform raw methylation data into β values provide detection p-values for every genomic
position (a.k.a. probe) in each sample. Positions with non-significant detection p-value are often discarded as
missing values. Samples and probes containing too many missing values are typically erased from the whole
dataset, with exclusion threshold varying greatly. The remaining missing values are either imputed or entirely
discarded.

ii Some probes are removed a priori to avoid gender bias or spurious signals [57, 58, 59]. In particular, most of the
approaches filter probes related to sex chromosomes, as well as cross-hybridizing probes and/or probes found to
contain SNPs (Bohlin [14], Boroni [15], AgeGuess [12], Hannum [21], CPC/RCP [18], cABEC [17], Mayne [27],
PedBE [29], CorticalClock [16], MEAT [28], Wu [32], Blupred and Enpred [13]).

iii The detection of outlier samples is generally performed by means of Principal Component Analysis (PCA), with
filtering procedures and cutoffs varying greatly from publication to publication (Hannum [21], Knight [23], cABEC
[17], Li2 [25], CorticalClock [16], Wu [32], Xu [33], Blupred and Enpred [13]). The most stringent approach for
outliers’ detection is used in Horvath [11], where a sample is discarded when (i) the average value of its correlation
with all other samples of the set or (ii) its maximum methylation level compared across all samples, are lower than
a given (relatively high) threshold. Such filtering is not applied to cancer samples, which typically present severe
alterations of the methylation levels [60]. A similar approach to detect outliers is used in CPC/RCP [18], where a
gold standard methylation profile is built by taking the inter-sample median methylation value. Outliers are then
detected by computing their Pearson correlation against the gold standard.

Data pre-processing: batch correction

To address the variability in the data caused by different experimental non-biological factors (batch effect) several ap-
proaches have been specifically designed for correction in methylation data from the Infinium platforms [61, 55]. The
drawback lies in the possibility to correct biologically interesting factors unintentionally attributed to batch effects, such
as methylation aberration in cancer samples [60]. This caveat may be the reason for the limited application of batch
correction in the methods of Table 1.

In Horvath [11] the author creates a gold standard by taking the mean methylation values from the largest study in
the training set. Next, a modified version of the BMIQ (Beta MIxture Quantile dilation of beta-values of Type II into
Type I distribution) algorithm [62] is used to rescale the methylation values of each other study in the training set so that
their distribution matches the gold standard. Such normalization to the gold standard is also performed by default in the
prediction phase (although it can be omitted). The same approach has been adopted in MEAT [28], Knight [23], Mayne
[27], PedBE [29] and Wu [32], although in Mayne, PedBE and Wu the normalization is not reported to be performed in
the prediction phase. Similarly, in CPFNN [19] the authors use the ComBat function [56] (empirical Bayesian method to
standardize mean and variance of methylation levels across studies) to reduce the batch effect on their training sets but
not on the test data.

We further report that Li2 [25], Blupred and Enpred [13] perform sample standardization (remove mean and divide
by standard deviation of the methylation levels sample-wise) to partially overcome the batch effect both in the training
and in the prediction phase.
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Data pre-processing: dimensionality reduction

Regression analysis in a high-dimensional space is often undesirable since data are sparse ( curse of dimensionality, i.e.
computational difficulties in data characterized by few observation and numerous features, typical of omics). In fact, in
the absence of dimensionality reduction that limits the size of the feature space, an enormous amount of observations
would be required to compensate and ensure that there are enough training examples.

Except for Elastic Net (EN) and other penalized regression models, most methods suffer from the curse of dimension-
ality. Most approaches in Table 1 perform dimensionality reduction by means of correlation measures, used to select the
top-k methylomic probes having the largest correlation with chronological age. The major differences are in the correlation
metrics and thresholds adopted. In AgeGuess [12], the correlation is computed by means of the Maximal Information
Coefficient (MIC) [63]. In CPFNN [19], the authors use the Spearman’s correlation. EPM [20], Li2 [25], Vidal [30],
Weidner [31] and Xu [33] use Pearson’s correlation. In this latter approach, the set of probes is further filtered by using
a stepwise forward strategy, i.e. the variables are gradually included in the model according to their p-values.

Pearson’s correlation for dimensionality reduction is used also in Horvath2 [22], although the regression method used
to compute the biological age includes an EN penalization. In this case, the authors select the most statistically significant
probes with high absolute correlation with chronological age, as well as 500 probes with the least significant correlation
with age. In Boroni [15] the authors use different algorithmic approaches (generalized linear model via penalized maximum
likelihood, boosted trees, random forests and Pearson’s correlation) to select a top-ranking set of probes according to their
importance in predicting the sample’s age. Such set is further reduced by removing probes found to be highly correlated
with each other (a common feature of CpGs [64]). In Bohlin [14], where the authors use an MM-type robust linear
regression [65] to find the set of CpGs more strongly associated to (gestational) age. The regression model has been
further adjusted for a set of covariates believed to be potential confounders: cell type composition estimates, child’s sex,
maternal smoking, maternal age, asthma and caesarian section. Finally, in the EN-based approach [32] the authors use
Sure Independence Screening (SIS) [66] for dimensionality reduction.

It is finally worth mentioning that methods trained on datasets produced with different Illumina technologies typically
consider only probes at the intersection between those represented in two or more Illumina arrays (Boroni [15], Horvath1
[11], Horvath2 [22], Knight [23], CPC/RPC [18], cABEC [17], Mayne [27], PedBE [29], Wu [32]).

Data pre-processing: age rescaling

Most DNA methylation-based epigenetic clocks assume a linear correlation between methylation levels and chronological
age. However, there are evidences suggesting that methylation changes are more rapid early in life and progressively
slow down [67]. Such non-linear correlations, while irrelevant for non-linear regressors, may affect the performances of
linear models. In fact, in [11] a logarithmic relationship between predicted and chronological age can be observed between
0 and 20 years of age, and a linear relationship from 20 on. Thus, the author finds convenient, in terms of prediction
performance, to transform the chronological age before regression with the following continuous function:

F (age) =

{
log(age+ 1)− log(x+ 1) if age ≤ x
(age− x)/(x+ 1) if age > x

which is inverted on the model’s output to get the age estimate:

F−1(out) =

{
(x+ 1) · eout − 1 if out < 0
(x+ 1) · out+ x if out ≥ 0

where the baseline age x is set to 20. This is the only approach reported in literature to deal with non-linear correlation
between methylation levels and chronological age, and it has been adopted by numerous linear models (Horvath2 [22],
Horvath1 [11], PedBE [29], CorticalClock [16], MEAT [28] and Wu [32], where the baseline age x is set to 48 months).
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Models used for the epigenetic clocks

We here describe the regression models that have been exploited for the DNAm age estimation methods listed in Table 1.

Elastic Net (EN) and Least Absolute Shrinkage and Selection Operator (LASSO)

Elastic Net [68] is a penalized multivariate regression method that linearly combines the L1 and L2 penalties of the
LASSO and ridge regression methods. Given a matrix X ∈ Rm×n of methylation levels (β-values) and a vector Y ∈ Rm

of phenotypic values (chronological age), where m is the number of observations (samples) and n the number of variables
(probes), EN seeks to find the b ∈ Rn vector minimizing the objective function

argmin
b

∥Y −Xb∥2 + λ

(
1− α

2
∥b∥22 + α∥b∥1

)
where

∥Y −Xb∥2 =

m∑
i=1

(Yi −Xi · b)2 (sum of squared residuals)

and

∥b∥1 =

n∑
i=1

|bi| (L1 penalty)

∥b∥22 =

n∑
i=1

b2i (L2 penalty)

The mixing parameter α linearly combines the L1 and L2 penalties: for α = 0 the EN is equivalent to ridge regression,
for α = 1 to LASSO regression. The regularization parameter λ gives the contribution of the L1 and L2 penalties in the
objective function. EN regression is the most appropriate when the data dimensionality is much larger than the sample
size, since it performs simultaneously regression (minimization of the sum of squared residuals) and variable selection
(penalize the size of parameter estimates through L1 and L2).

All the EN-based regression methods in Table 1 basically use the same training strategies: α is set to 0.5 and λ is
estimated through a 10 fold cross validation on the training set, as implemented in the R package or python library glmnet
[69]. In Bohlin [14] the same approach is taken with alpha set to 1 (i.e. LASSO regression).

In order to improve the robustness of the model, in Hannum [21] the authors sample the dataset with replacement a
high number of times (500) and build a model for each bootstrap cohort. The final model includes only probes that are
present in more than half of the cohorts. Furthermore, other covariates, such as gender and ethnicity, are included into
the model and exempted from penalization (regularization).

Recursive Feature Elimination (RFE) and Forward Stepwise Regression (FSR)

Recursive feature elimination [70] is a feature selection method that iteratively builds a model and removes the less
important features until a minimum number is left:

1. Train a regression model using all features.

2. Rank the features w.r.t. their importance in the model.
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3. Remove the less important feature(s).

4. Repeat from 1. until a minimum number of features is left.

RFE automatically removes dependencies and redundancies that may exist in the model yielding to a more compact
regression model. It is usually combined with a pre-filtering strategy to reduce the feature space and speed-up the
computation.

In AgeGuess [12], the authors use a linear Support Vector Regressor (SVR) to build the model(s) and apply the RFE
algorithm until all the features are removed. The features subset with best regression performance is then processed with
a further redundancy removal step, performed with the iterative backward feature selection (BackFS) algorithm [71]. In
Weidner [31], the authors use a linear regression model and fix to five the minimum number of features to be retained
by RFE iterative filtering. Such five features (probes) were subsequently considered for locus-specific DNAm analysis by
pyrosequencing, which led to select only three probes.

Forward Stepwise Regression is a regression approach that starts from an empty model and iteratively adds the
variable that gives the best improvement to the model. Differently from RFE, which performs iterative elimination, FSR
iteratively increases the set of variables:

1. Begin with an empty model.

2. Add the most significant variable.

3. Repeat from 2. until a stopping criterion is met.

In Vidal [30], the authors use a linear stepwise regressor.

Gradient Boosting Regression (GBR)

The Gradient Boosting Regressor is a Machine Learning technique, which defines a prediction model as an ensemble of
weak learners [72]. The boosting idea is to train weak learners sequentially, each trying to correct its predecessor. Given a
set of input X and output Y , the goal is to find a function F that minimizes the loss function L:

argminF L(Y, F (X))

where F is in the form of a weighted sum of functions fi (weak learners), taken from some class of simple functions:

F (X) =

N∑
i=1

γifi(X) + const

The number of weak learnersN is a parameter of the GBRmethod. Given a set of training examples {(X1, Y1), .., (Xm, Ym)}
the GBR method tries to find a function F that minimizes the loss function by starting with a constant function f1 and
incrementally expands it with new weak learners.

Both Xu [33] and Li2 [25] use the Least Absolute Deviation (LAD) loss function

L(Y, F (X)) =
1

m

M∑
i=1

|Yi − F (Xi)|

and a high number of weak learners (400 in Xu and 300 in Li2).

10



Best Linear Unbiased Prediction (BLUP)

The Best Linear Unbiased Prediction is a linear mixed model for the estimation of random effects. Blupred [13] makes
use of an approximate ridge regression analysis based on the BLUP model as developed in [73] and implemented in the R
package rrBLUP. Given a matrix of methylation levels (β values) X and a vector of phenotypic data (chronological age)
Y , the random effect model can be written as:

Y = Xb+ ϵ

where

b ∼ N(0, Iσ2
b )

is a normally distributed vector of effects of β values on chronological age, and

ϵ ∼ N(0, Iσ2
ϵ )

is a vector of normally distributed error terms (random effect). In a ridge regression analysis, b can be estimated as

b = (XTX + Iλ)−1XTY

where λ = σ2
ϵ /σ

2
b is the ratio between the (estimated) variances of residual and the effect sizes of the probe set, respectively.

Blupred does not use pre-filtering strategies, resulting in a regression model on a large set of probes.

Universal Pacemaker (UPM)

The Universal PaceMaker (UPM) is a statistical model for genome evolution [74]. In the UPM statistical framework the
relative evolutionary rates of genes remain nearly constant but the absolute rates can change arbitrarily under the effect
of various factors affecting the lineage. The UPM framework applied to epigenetic ageing gives rise to the Epigenetic
Pacemaker (EPM) model [67] where, given a matrix X ∈ Rm×n of methylation levels on m individuals (samples) and n
methylation sites (probes), the methylation level Xij is given by:

Xij = x0
j + rjsi + ϵij

where x0
j is the initial methylation value of the j-th site, rj is the rate of methylation change of the j-the site, si is the

epigenetic state of the i-th individual and ϵij is a normally distributed error term. Given a methylation matrix X the goal
is to find the values of x0, r and s that minimize the error between measured and predicted methylation values. This is
equivalent to minimizing a quantity denoted as residual sum of squares (RSS)

RSS =

m∑
i=1

n∑
j=1

ϵ2ij =

m∑
i=1

n∑
j=1

(Xij − x0
j − rjsi)

2

In EPM [20], the RSS minimization is achieved through a fast Conditional Expectation Maximization (CEM) approach
[67]. The chronological age is used to provide an initial guess for the epigenetic state si of individual i. Such state is then
updated at each iteration of the CEM algorithm. Differently from most approaches, EPM models methylation levels and
not the chronological age, allowing for a non-linear relationship between the epigenetic state si and age.

11



Artificial Neural Network (ANN)

Artificial Neural Networks are a non-linear model widely used in Machine Learning [75] consisting of a collection of
artificial neurons organized and connected only between contiguous layers. If we denote with ni the neurons in the i-th
layer (n1 being the input layer) and with wi the weights of the links that connect the i-the layer to the (i + 1)-th layer,
the values of the neurons in the (i+ 1)-th layer are given by the relation:

ni+1 = f(wi · ni + bi)

where f is called activation function and bi is the bias vector (typically a constant vector of ones). There exist several
types of activation functions, linear or non-linear. Traditionally the ANNs use the Mean Squared Error (MSE) as objective
function. Given an input data matrix X ∈ Rm×n (methylation levels) and an output vector Y ∈ Rm (chronological
age), the ANN regression model searches the weights w that minimize the MSE:

argmin
w

1

m

m∑
i=1

(Yi − F (Xi))
2

where F denotes the global ANN function. In their most common topology, ANNs have three layers: input, hidden and
output. The input and output layer sizes depend on the size of the input and output data, respectively. The hidden layer
size is chosen arbitrarily, knowing that too many neurons may result in overfitting on the training data. The ANN model
suffers from overfitting also when the input size is too large in comparison to the number of training examples (curse of
dimensionality).

In CPFNN [19], the ANN model consists of three layers. To prevent overfitting, the number of neurons in the
hidden layer is kept small and dimensionality reduction is achieved by selecting only the probes with highest Spearman
correlation with age. Furthermore, although the ANN can perform non-linear regression, CPFNN uses the linear Leaky
ReLU activation function

f(x) =

{
x x > 0
ax x ≤ 0

where 0 ≤ a ≤ 1.

Performance evaluation

Benchmark datasets
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The list of benchmark datasets was obtained from GEO [76], selecting Homo sapiens, Illumina methylation, and
containing at least 100 samples (Table 2). Such list has been further filtered by removing GEO studies that: i) were used
in test or training in any of the methods in Table 1 that were further included in the performance comparison; ii) contain
no control samples; iii) have no information about samples’ chronological age and/or tissue.

We used methyLImp [64] to impute missing values separately on control and case samples for each dataset [77]. Upon
data imputation, we further filtered all datasets still presenting missing values or CpGs preventing a fair performance
comparison between the benchmarked clocks (which removed all the Illumina HumanMethylation27 BeadChip).

Control sample outliers were identified by PCA and inter-sample Person’s correlation (as performed by some of the
methods in Table 1 described above). Given the limited number of outliers (on average, less than one sample per dataset)
and the acceptable accuracy when such samples were included, we retained all samples.

In the largest benchmark set, GSE51032, we separated the 421 individuals that developed some form of cancer from
the 424 healthy controls.

Evaluation metrics

To validate the predicting ability of the methylation clocks and their prognostic power, we assessed two outcomes: 1) age
estimation accuracy on controls, by measuring the error between the known (chronological) and predicted (biological) age
of controls; 2) age acceleration of cases, by measuring the difference between the known (chronological) and predicted
(biological) age of cases.

In particular, accuracy in age estimation on controls has been evaluated with two complementary metrics.

Pearson correlation (r), is a measure of goodness of fit between observed and predicted values, and quantifies the strength
of the linear relationship between the two variables. It is defined as the ratio between the covariance of two variables and
the product of their standard deviations

r(x, y) =

n∑
i=1

(xi − x)(yi − y)√√√√ n∑
i=1

(xi − x)2

√√√√ n∑
i=1

(yi − y)2

where x = 1
n

∑n
i xi. It ranges from -1 to 1, where an absolute value close to 1 implies that a linear equation describes

(almost) perfectly the relationship between the two variables. The sign determines the regression slope, where a negative
value implies a negative correlation (anti-correlation) where one variable increases as the other decreases. A correla-
tion close to 0 implies no linear relationship between the two variables. Pearson’s r is invariant to constant shifts, i.e.
r(x, y) = r(x+ a, y+ b) for every constant a, b, which implies that the r metric does not tell how close, in absolute terms,
the predicted values are to the observed ones.

Mean Absolute Error (MAE) is the arithmetic average of the absolute error between observed and predicted values:

MAE(x, y) =
1

n

n∑
i=1

|xi − yi|

Complementary to r, the MAE metric tells what is the prediction average error.
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Regarding Age acceleration, which is broadly defined as the difference between DNAm and chronological age, different
measures have been proposed in literature [78]. Age acceleration is uncorrelated with chronological age [78] and depends
on the control dataset adopted for the analysis. In particular, case and control samples’ chronological ages need to have
approximately the same distributions. We here adopt the broadly used Age Acceleration Residual (AAR) on case samples,
defined as the residuals between DNAm age of cases and the regression line obtained by regressing controls’ DNAm age
on chronological age. Other variants of age acceleration exist [78].

In more detail, if a and c are the slope and intercept, respectively, of the regression line

YDNAm = a ·XAge + c

obtained by regressing DNAm age of controls YDNAm on chronological age XAge, the AAR of case x with DNAm Age
xDNAm and chronological age xAge is given by

xDNAm − (a · xAge + c)

Experimental setup

Performances comparison has been carried out for all methods in Table 1 for which: i) software implementation is publicly
available; ii) the list of CpGs together with their trained weights is provided. In some cases, the list of weights does not
include the intercept (such as AgeGuess [12], Li3 [26]) or the performance in age estimation appeared much worse than
expected (such as Li1 [24]). In both cases, the approaches were excluded from performance comparison; iii) a large and
independent dataset for testing is available in GEO (see Table 2). This excluded all clocks whose age unit is in weeks (w)
or months (m).

Two of the reviewed methods, i.e. CPFNN [19] and EPM [20], do not provide a pre-trained clock but a software
implementation that can be used for training. We included such methods by performing training on the available data.
In particular, following the approach described in [79], for each dataset in Table 2 we performed stratified sampling by
age dividing the set of control samples in two subsets of approximately the same size (with all samples associated to a
single individual, such as in GSE105123 and GSE171140, belonging to the same subset), eliminating the need for batch
correction. The two methods have been trained in turn on one of the two subsets and tested on the other. Accuracy
has been assessed only on the test samples. On the contrary, to perform age acceleration analysis on cases samples, the
training has been performed on all control samples.

The two clocks have been run by keeping their original setting (software package). The EPM default threshold for
CpGs selection (0.85 correlation with age) was modified to guarantee the best performance in training while avoiding an
empty selection. CPFNN uniformly selects the top 3000 CpGs having the largest absolute Spearman’s correlation with
age.

Since Elastic Net is by far the most used regressing approach for DNAm Age estimation, for comparison we trained
our own Elastic Net clock (ENC), on the same data used to train and test CPFNN and EPM. We used the R glmnet
package with standard parameters: α = 0.5 and λ estimated through 10-fold cross validation. We also performed age
rescaling on training and test data, which enhanced performances on pediatric benchmarks. Although we did not use
pre-filtering strategies for dimensionality reduction, the number of selected CpGs by the ENC clock varies from few tens
to few hundreds.

Results and Discussions

Age prediction

Performances are evaluated separately on different tissues and age ranges and summarized in Tables 3-7. Each table
(except Table 6, containing a single benchmark set) provides results on each GEO benchmark as well as on all samples
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(All) analyzed jointly. Only epigenetic clocks compatible with the specific tissue and age ranges are shown in Tables
3-7 (complete results in supplementary data), with the exception of multiple-tissue clocks (Bluepred, Enpred, Horvath1,
Horvath2) and clocks that have been trained on the benchmark data (CPFNN, ENC, EPM), whose performances are
shown in all tables.

In Tables 3-7 we highlight in bold for each dataset the best performance( average r and MAE), as well as those (if any)
for which no statistically significant difference with the best one is detectable (considering a significance threshold of 0.05
for the Benjamini-Hochberg adjusted p-values). The statistical significance has been assessed by means of the (two-sided)
t-test for the MAE metric and with the paired correlation statistical test (as computed by the paired.r function in R) for
the r metric.

Overall, we can observe that on the Blood sets age estimation accuracy is generally quite high, independently from
the approach. Two exceptions are the clocks that use a small number of pre-trained CpGs, in particular Weidner (3
CpGs) and Vidal (8 CpGs), not surprisingly affected by small changes in the methylation values (experimental errors or
batch effect) and thus less stable than clocks using a medium-high number of CpGs. In fact, in Tables 3-7 it is possible
to observe that the performances of Blupred, Enpred, Horvath1 and Horvath2 are generally not dramatically affected by
missing CpGs.

Except for set GSE105123, age estimation accuracy on the Blood benchmark sets is relevantly higher in comparison
to other tissues (for most of the approaches). The overall low performances with respect to the r metric on GSE105123
can be referred to the small range of ages in such dataset, consisting of young individuals. The MAE metric, on the other
hand, indicates that the absolute error in age prediction is still comparable to the average performances. This is in line
with the widespread observation that DNAm-based clocks performances are dependent from the training sample size [80],
and that blood is an accessible tissue.

On tissues different from Blood, tissue-specific clocks perform better than multi-tissue clocks, see CorticalClock (brain)
and MEAT (muscle). Unexpectedly, PedBE, trained only on pediatric samples, does not perform better than general-
purpose clocks on Pediatric sets (we note that it was trained on Mouth mucosa, and tested on buccal mucosa).

It is even more evident in Table 7 that multiple-tissue clocks do not have good performances, especially on Breast
(GSE141441) and Digestive system (GSE73832) [11]. On the contrary, the overall performances on Mouth Mucosa
(GSE70977) and Skin (GSE90124) are in line with those observed on the Muscle and Brain sets (r metric).

The performances of clocks trained on the benchmark data (CPFNN, ENC, EPM) are overall quite good and compa-
rable or better than those of the pre-trained clocks. Both CPFNN and ENC seem to be slightly better performing than
the EPM. Although such methods do not suffer from batch effect (training and testing belong to the same study), the
number of training examples is generally quite small in comparison to the training data of the pre-trained clocks (cf. Table
1). The effect of a limited number of training samples is particularly evident in the benchmark with a small number of
controls, such as GSE73832 (Digestive system, 30 controls implying training on 15 samples) and GSE112179 (Brain, 33
controls). However, we also point out the accuracy gap between the GSE157252 (Blood, 50 controls) and the GSE141441
(Breast, 64 controls). While the performances on GSE157252 are still acceptable, those on GSE141441 are quite poor.
This may be a suggestion that the methylation signal is much more stable and stronger in Blood than in other tissues,
which implies that DNAm-blood clocks are generally more robust.

To conclude, we observe that all approaches use a different number and type of CpGs for age estimation (see Sup-
plementary Materials). The set of CpGs shared by two or more approaches is typically quite small, although there are
some CpGs that are selected more often than others [81, 82]. Only few CpGs are shared by more than 5 clocks and
no CpG is shared by all clocks (the largest overlap involves 7 clocks). All such CpGs and the related genes have been
already reported to be aging-associated in independent studies (see Supplementary Materials). An alternative metric of
similarity between clocks is in terms of distance between their estimates. That is, for a pair of clocks we use as a measure
of similarity the mean pairwise absolute difference (MAE) between their estimated ages (on control samples only).The
resulting hierarchical clustering in Fig. 2 shows that the training samples affect the output similarity of two methods
more than the set of CpGs selected in training. In particular, CPFNN, ENC and EPM, trained on the same set have a
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high similarity in output: MAE(ENC,CPFNN)=2.17, MAE(CPFNN,EPM)=3.67, MAE(ENC,EPM)=3.95. This happens
despite different computational approaches and different number of CpGs. The same holds for Blupred (∼320k CpGs)
and Enpred (514 CpGs): MAE(Blupred,Enpred)=4.89. The obvious implication is that, the main factor influencing the
accuracy is the quality and quantity of the training data, as observed in [80].
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Figure 2: Hierarchical clustering of clock similarity on control samples built with MAE distance and
complete clustering

Age Acceleration

Age acceleration has been analyzed on the datasets in Table 2 containing case samples, and diseases-wise for datasets
containing more than one disease. Furthermore, in some datasets controls’ and cases ages distribution is not perfectly
comparable (see GSE66351). In such datasets we sampled the controls to achieve distributions with no statistically
significant difference (t-test). We further used the (one-sided) Mann-Whitney-Wilcoxon test (with Benjamini-Hochberg
correction) to detect whether there is a statistically significant acceleration (or deceleration) in cases versus controls. All
results are shown in Fig. 3-6. Only epigenetic clocks compatible with the specific tissue and age ranges are shown in Fig.
3-6 (complete results in supplementary data).

Beyond the computational results obtained, AAR is meaningful for its potential clinical application (early diagnosis).
We therefore search in this section to briefly make sense of these findings against the relevant literature.

Some diseases show a relatively coherent and straightforward interpretation. This includes infection with human
immunodeficiency virus type 1 (HIV), known to be associated with accelerated ageing [83, 84, 85], confirmed in our
analysis (GSE67705 in Fig 3) by nearly all clocks with statistically significant age acceleration. Even more promising
is the association with cancer [86], confirmed in our tests (Fig 3), in most cancer tissues. Nevertheless, the situation is
heterogenous for breast cancer (breast tissue), where we observe weak acceleration only for the methods that have been
trained on the controls from the same dataset (CPFNN,ENC,EPM), and oral carcinoma (mouth mucosa), where one
method (Horvath2) actually shows significant deceleration in cases vs controls. Such a scenario may be interpreted as
the direct consequence of phenotypic and functional heterogeneity of human cancers. Furthermore, it is worth noticing
that on dataset GSE73832 case samples show strong signs of age acceleration in comparison to control samples, although
all epigenetic clocks achieve low age prediction performances on controls (cf. Table 7). We do not observe such strong
trends on other datasets where the age prediction accuracy on controls is much higher. This phenomenon has already
been observed in [80].

More relevant in a translational perspective is the hypothesis that age acceleration observed in blood may alert on
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increased risk of solid cancer, as it has already been reported [87, 88, 89]. The GSE51032 benchmark set allows us to
perform some comparison tests in this direction. This dataset contains DNA methylation profiles from peripheral blood
samples of 845 individuals enrolled in the EPIC study [90]. Although all participants where apparently healthy at the
time of blood sampling, 421 of them developed some form of cancer over a follow-up period covering 15 years. Age
acceleration analysis on four types of cancer in this dataset are shown in Fig. 4. As above for tissue-specific clocks, results
are mixed and overall, only colon cancer tissue shows significant signs of age acceleration for some of the clocks. For
other experiments a trend of age acceleration can be observed in the Cancer subset, although conclusions on this dataset
are unlikely to be robust since it contains only 20 samples, including non-specified type of cancer, prostate, bladder and
hematological cancer. For the remaining Breast and Rectal cancer tissue, there is no significant difference between cases
and controls. This is consistent with an earlier analysis [87] on the same dataset that confirms trends of age acceleration
for colorectal cancer, while only single probe methylage markers (ELOVL2 and FHL2, not included in our analysis due to
unavailability of implementation) confirm breast cancer, a limited result in line with [11].

A whole different clinical area, related to mental disorders, has also been interested by the potential impact of methy-
lation ageing. In this case, results 5 are of more difficult interpretation in light of the existing literature. Schizophrenia
(GSE157252,GSE112179,GSE89707) on different tissues (blood, brain and prefrontal cortex) presents contradictory results
with a contradictory literature (accelerated ageing [91], decelerated ageing [92]), furthermore results on different tissues
also give opposite results. We observe significant acceleration in Psychotic disorder (peripheral blood), none on Delusional
disorder (peripheral blood) nor Bipolar disorder (frontal cortex), in which all methods are discordant [93, 94].

A similar landscape is shown in Fig 6 where we collect a miscelleaneous set of benchmarks referring to: Fetal Alchool
Disorder (FASD), Alzheimer and Sclerosis. For FASD we can observe discordant results while evidences of age acceleration
has been reported in [95], although, differently from our analysis, on blood tissue and only with the mortality clock GrimAge
(mortality clocks are not included in our analysis). Age acceleration in Alzheimer has been reported in [96, 97] both with
Horvath1 clock and on brain samples once corrected by sex and neuron count. Finally, age acceleration in sclerosis has
been reported [98] on whole blood samples, although the authors report statistically significant acceleration only with the
mortality clock PhenoAge (not included in our analysis).

Overall, it is difficult to conclude which of the parameters is responsible for the variability of the results and the
seeming inconsistencies with what already reported in literature. Certainly, the specific computational methods have
some impact on the AAR outcomes. For instance, although the three methods CPFNN, ENC and EPM (trained on the
same data) are highly similar in terms of prediction output (see section ”Age prediction”), their outcome is not always
consistent in the AAR analysis (see, for example, Delusional and Psychotic disorders in Fig 5 or Colon cancer in Fig
3). However, we remark that the largest differences are observed mainly for EPM (which does not perform regression
on chronological age), while CPFNN and ENC performances are relatively more consistent. Although less marked (see
Delusional disorder and Bipolar in Fig 5), this is true also for Blupred and Enpred (again, trained on the same data). We
can only explain this outcome by remarking that DNAm clocks are typically trained on healthy control samples only, thus
their specific objective functions may fail to identify (and properly weight) disease-specific CpGs for all possible disorders.
This may be the reason why different methods, trained on the same data, have more similar performances on healthy
samples than on disease-related samples. The highly variable behaviour of similar methods, trained on different datasets,
is even more complex to analyze (compare, for example, cABEC and Horvath1, both EN-based). In such case, we can
only speculate that both training data and tissue specificity are the two main factors influencing performances. For what
we can observe from our analysis, it is difficult to identify one single computational method or pre-trained clock which
is absolutely reliable in terms of age acceleration detection and, consequently, a robust age acceleration analysis cannot
rely on a single clock but it should be performed with different clocks (all compatible with the tissue of interest). To
conclude, we further remark that the term acceleration itself refers to a variety of measures. This makes comparison of
age acceleration analyses from different studies at least challenging, since also the specific acceleration metric introduces
variability in the analysis.
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Figure 3: Age Acceleration Residual analysis of HIV+ and cancer patients. Statistically significantly
different distribution of control vs case residuals: ∗ ∗ ∗∗ ≤ 0.0001, ∗ ∗ ∗ ≤ 0.001, ∗∗ ≤ 0.01, ∗ ≤ 0.05
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Figure 4: Age Acceleration Residual analysis for early prediction of disease progression: all controls
where healthy at the time of blood sampling and developed some form of cancer over a follow-up
period covering 15 years. Statistically significantly different distribution of control vs case residuals:
∗ ∗ ∗∗ ≤ 0.0001, ∗ ∗ ∗ ≤ 0.001, ∗∗ ≤ 0.01, ∗ ≤ 0.05
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Figure 5: Age Acceleration Residual analysis. Statistically significantly different distribution of control
vs case residuals: ∗ ∗ ∗∗ ≤ 0.0001, ∗ ∗ ∗ ≤ 0.001, ∗∗ ≤ 0.01, ∗ ≤ 0.05
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Figure 6: Age Acceleration Residual analysis. Statistically significantly different distribution of control
vs case residuals: ∗ ∗ ∗∗ ≤ 0.0001, ∗ ∗ ∗ ≤ 0.001, ∗∗ ≤ 0.01, ∗ ≤ 0.05

Conclusion

A number of observations can be drawn from this analysis.
The first is related to the variety of computational methods and techniques used to build DNAm-based clocks. In

most cases, we do not find dramatically different performances, which ultimately seem to be more affected by the amount
and quality of the training data than by the computational methods. From this perspective, a convenient guiding frame
to discuss the results may be the tissue used for training, which defines the analysis at its earlier point in time (design of
the case cohort). DNAm clocks can be classified in two broad classes: tissue-specific and multi-tissue. Our analysis brings
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us to the conclusion that tissue-specific clocks and multi-tissue predictors have different performances with the former
offering overall better results.

It seems relatively assessed that multi-tissue clocks are the most difficult to rely on, being ambiguous, as resulting from
an unstandardized selection of tissues. On the contrary, tissue-specific clocks directly take into account the methylation
landscape that define cells’ specificity and tissues niches. However, not all tissues seem to reveal strong association signals
between methylation levels and chronological age. In particular, age estimation accuracy of DNAm clocks appears to
be relevantly higher on blood tissues in comparison to other tissues. This may be largely a consequence of the much
larger availability of blood methylation data, which allows for larger training datasets and thus higher age estimation
accuracy [80], but it may also be related to the biological heterogeneity of methylation patters affecting tissue-specific
gene expression [99]. Furthermore, from a practical standpoint, invasive biopsies to assess the methylation status of internal
organs, cannot be used as routine screening. At the opposite end lie blood-clocks, whose accessibility, are extremely simple
and more cost-effective. It may therefore be interesting to deepen the current analysis with ad hoc designed studies to
understand which is the trade-off between effective clock design (i.e. needed number of samples) and tissue specificity to
grant comparable age accuracy, and finally probes numerosity for final costs assessment.

Finally, some considerations on age acceleration analysis are necessary. Standardization on definitions and imple-
mentations of age acceleration would be useful. Although we chose the most commonly used AAR metric, the results
obtained are sometimes inconclusive in comparison to what is reported in literature. A second observation is that high age
estimation accuracy seems to affect the DNAm clocks capability of detecting significant age acceleration/deceleration, as
observed in [80]. In this perspective, our analysis may support the current research trend fostering the design of mortality
clocks, where DNAm age plays a relevant but not unique role. This may overall indicate that while DNAm age relevance is
important, its relevance in a clinical perspective must be integrated with additional parameters, as indeed the complexity
of the empirical observation of the process of ageing intuitively suggests.
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Key Points

• DNA methylation (DNAm) is considered one of the most promising biomarker of ageing

• We provide a survey on existing DNAm based epigenetic clocks

• We showed performance evaluation of several DNAm based clocks across different tissues and diseases
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