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ABSTRACT
Any attempt of decipherment and language identification of the scripts from the Aegean dating to the
second millennium BCE (namely Cretan Hieroglyphic and Linear A) has relied, until today, on tradi-
tional catalogues of inscriptions, consisting of incomplete or subjective 2D representations, such as
photographs and hand-drawn copies, which are not suitable for documenting such three-dimensional
writing systems. In contrast, 3D models of the inscribed media allow for an accurate and objective
"autopsy" of the entire surface of the inscriptions. In this context, this work presents an efficient, ac-
curate, high-resolution, and high-quality texture photogrammetric workflow based on focus-stacked
macro images, designed for the 3D modeling of small Aegean inscriptions, to properly reconstruct
their geometry and to enhance the identification of their signs, making their transcription as unbi-
ased as possible. The pipeline we propose also benefits from a pre-processing stage to remove any
coloration difference from the images, and a reliable and simple 3D scaling procedure. We tested
this workflow on six inscribed artifacts (two in Cretan Hieroglyphic, three in Linear A, one uncer-
tain), whose average size ranges approximately from 1 to 3 cm. Our results show that this workflow
achieved an accuracy of a few hundredths of mm, comparable to the technical specifications of stan-
dard commercial 3D scanners. Moreover, the high 3D density we obtained (corresponding to the edge
average length of the 3D model mesh), up to ≈ 30 �m, allowed us to reconstruct even the smallest
details of the inscriptions, both in the mesh and in the texture layer of the 3D models.

1. Research aim
3D modeling techniques have never been applied sys-

tematically to the undeciphered Aegean inscriptions of the
second millennium BC (Cretan Hieroglyphic, Linear A and
Cypro-Minoan). Our results show that accurate and high-
resolution 3D models with high-quality textures of small
Aegean inscriptions can be efficiently produced using focus-
stacked macro images within a ultra-close-range digital pho-
togrammetric workflow, to achieve a thorough reconstruc-
tion of their geometry and reach unbiased identification of
the shapes of the signs on the texts.

2. Introduction
The island of Crete in the second millennium BCE was

a lively hub of script creation. Two writing systems, Cretan
Hieroglyphic and Linear A were created and used for several
centuries by palace elites to manage and monitor an ever-
growing internal administration. To this day, both scripts
remain undeciphered and as such their language (or indeed
languages) have not yet been identified.

Cretan Hieroglyphic and Linear A can be considered as
three-dimensional writing systems, because the media on
which they are inscribed are three dimensional and their
signs, being often deeply inscribed on clay, are three dimen-
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sional too [40]. Despite this, the traditional databases of Cre-
tan Hieroglyphic and Linear A corpora, such as the Corpus
Hieroglyphicarum Inscriptionum Cretae (CHIC, [50]) and
the Recueil des inscriptions en linéaire A (GORILA, [26]),
entirely rely on incomplete or subjective 2D representations
of inscriptions, such as photographs and hand-drawn copies,
both of which present several limitations.

Indeed, multiple photographs are arguably necessary
to convey an accurate representation of an inscription dis-
tributed on different sides of a single object, and the whole
process of image acquisition and processing is onerous and
time-consuming.

Hand copies or drawings, in turn, convey the author’s
interpretation of the signs on the object [40]. Even if this
is able to capture only the essential features of the inscrip-
tions, hand-drawings are necessarily highly subjective (Fig-
ure 1), thus hindering scholars to establish an objective basis
for sign identification.

In contrast, 3D models allow an accurate and objec-
tive documentation of the entire surface of the inscriptions
[35, 55, 27, 22], from every point of view. One of the objec-
tives of the ERC Consolidator project INSCRIBE — ‘IN-
vention of SCRIpts and their BEginnings’ – is to produce
the first corpus of 3D models of undeciphered scripts from
the second millennium BCE Aegean (namely Cretan Hiero-
glyphic, Linear A and Cypro-Minoan) [36], which will in-
volve hundreds of inscribed objects and will surpass the lim-
itations of traditional databases.

Today, 3D modeling can rely on established geomatic
techniques, such as photogrammetry and 3D scanning. The
high-resolution workflow proposed here is based on ultra-
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Figure 1: Example of stylistic variability in the transcription
of sign CH 034 between seals CMS-V-025b-1 (lower left

image) and CMS-VI-103c-1 (lower right); for seal
CMS-V-025b-1, the 3D model rendered with the

photogrammetric texture (upper left) and the Radiance
Scaling shader (upper right) [63] is shown (the transcriptions
[21] are mirrored with respect to the object, to represent the

impression of the seals).

close-range digital photogrammetry [45] and, for the sake of
this contribution, it was tested on six inscribed artifacts (two
in Cretan Hieroglyphic, three in Linear A, one uncertain), to
assess the accuracy and the resolution of the 3D models and
to evaluate the reconstruction of the signs. Further details on
the objects, whose average size ranges approximately from
1 to 3 cm, are given in Section 4.1.

In particular, the combination of focus stacking [24] and
ultra-close-range digital photogrammetry based on macro
lenses[23] allowed to produce the best results in terms of
texture restitution [59] while matching the accuracy (rang-
ing from a tenth of mm to few hundredths of mm) and res-
olution of commercial 3D scanners [35, 41], and with a less
expensive equipment.

Finally, the 3D modeling workflow described here is en-
riched by two additional practical measures with respect to
other photogrammetric pipelines:

• a pre-processing stage to minimize any coloration dif-
ference from the images;

• a well-founded 3D scaling – and accuracy assessment
– from a geomatic point of view, by using a high num-
ber of scale bars – uniformly distributed over at least
two non-parallel planes – to scale each 3D model and
to assess its accuracy.

3. Related work
3.1. Digitization of archaeological artifacts

Traditional documentation methods of the inscriptions,
such as photographs and hand-drawings, have now been
surpassed by advanced digital techniques, such as Re-
flectance Transformation Imaging (RTI), ultra-close-range
digital photogrammetry and 3D scanning, which are fast

becoming the standard methods in humanities and cultural
heritage [15, 22]. Among these, RTI [49] is a Compu-
tational Photography technique widely used for document-
ing surfaces with incisions, such as rock art, wall graffiti
and epigraphs [62]. However, RTI is a 2.5D technique:
it increases the perception of depth through lighting con-
trol, highlighting details and morphological changes of the
recorded surfaces [62, 22]. In addition, a synthetic version of
RTI can be performed by changing the lighting orientation
on high resolution 3D models, since 3D models also encode
the directions of the normals of the object surface – that is,
the information captured by RTI –, as shown by Figure 2,
where the same 3D model of the stone seal CMS V Suppl.
IB, no. 310 is rendered through the Electronic Microscope
shader available on MeshLab [16], and is illuminated from
different directions. Most importantly, RTI cannot be con-
sidered as a spatial measurement technique.

Figure 2: Synthetic version of RTI for the stone seal CMS V
Suppl. IB, no. 310.

Therefore, 3D modeling maintains the advantages of-
fered by RTI in terms of documentation and inspection of
the inscriptions, while adding several benefits, such as the
possibility of analyzing the true 3D morphology of the signs
and carrying out accurate spatial measurements.

In the wider context of the 3D documentation of archaeo-
logical artifacts, the most widespread solutions are 3D scan-
ning and ultra-close-range digital photogrammetry [57, 43].
3D scanning systems, such as laser scanners and themajority
of non-laser-based scanners, are active sensors. Currently,
most of the 3D scanners adopted in cultural heritage for re-
constructing small objects with high precision rely on the
active triangulation principle, and many among them em-
ploy the structured-light technology [12, 22, 35, 55]. In [22]
and [12], the same hand-held structured-light scanner was
used to generate 3D models of a limestone epigraph and two
cuneiform inscriptions to study their text. In [19], a Roman
wall decorated with mosaics was reconstructed with a laser
scanner and its 3D model contributed to evaluate the state
of degradation of the mosaic. In [35], a small stone object,
carved along its exterior skin, was modeled in 3D with a
structured-light scanner; the model served to gauge the func-
tion of the object. In [27], a blue LED scanner was used to
produce the 3Dmodels of few Linear B tablets, to test for the
presence or absence of strokes. In [55], a high-resolution 3D
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model of a Maya stela was collected using a structured light
scanner and employed to enhance the legibility of the text
via rendering filters. All these results are testament to the
effectiveness of 3D scanners which, however, are expensive
devices, especially if we consider the low cost of standard
photogrammetry equipment.

Moreover, 3D scanners are delicate instruments which
employ prefixed scan volumes and operative distances, thus
are hardly adaptable to scan objects of different sizes andma-
terials from those for which they are designed. For example,
it is well known that structured-light scanners have problems
to model shiny and dark objects, such as some of the stone
seals analyzed in this study. Finally, most of the metrology
3D scanners are unable to capture colour information [10]
and, when available, their texture restitution is not compara-
ble to that of photogrammetry [59], whose high quality tex-
ture allows for an in-depth documentation of the artifacts and
becomes a key factor whenever the signs are lightly sketched
on their surface. For all these reasons, photogrammetry is
the optimal solution for the purposes of closely analyzing,
correctly reading, and transcribing the small Aegean inscrip-
tions considered here.
3.2. Photogrammetry

Unlike 3D scanning, photogrammetry is a passive tech-
nique that relies on the ambient light reflected by the spec-
imen to collect range data through the passive triangulation
principle [45, 44]. Nowadays, most of the photogrammetric
software applications leverage the "Structure from Motion
(SfM) – Multi-View stereo" joint approach [65, 9]. Starting
from a set of images captured moving the camera around
the subject and framing the scene from different but par-
tially overlapping views, SfM photogrammetry allows to es-
timate their internal and external orientation parameters, to-
gether with the low-density point cloud of the object, si-
multaneously and automatically, through a sparse bundle ad-
justment system [60, 65]. This system employs robust algo-
rithms for keypoint matching and selection, for error mini-
mization through non-linear least-squares solution in the es-
timate of camera pose orientation, for triangulation to com-
pute the 3D point positions and incrementally reconstruct
scene geometry [65, 12, 9, 47]. Several studies are avail-
able on the 3D reconstruction of small archaeological ob-
jects with ultra-close-range digital photogrammetry. In [15],
photogrammetry is used to analyze two Roman epigraphs
with 3D models, but no accuracy assessment is performed.
In [52], a portable photogrammetry rig for a fast and sys-
tematic capture of images is tested on small lithic cores. In
[18], a fast and low-cost photogrammetric system for pre-
cise acquisition of small artifacts is presented together with
an automated processing workflow based on open source al-
gorithms. The work of [45], instead, systematically reviews
and analyzes applications, technical implementations, and
performances of ultra-close range photogrammetry in skele-
tal anthropology. In [59], a controlled methodology for arti-
facts with dimensions of 5–10 cm, able to match the accu-
racy typically obtained with commercial scanning systems,

is proposed. In all these cases, however, the texture qual-
ity and/or the 3D geometry resolution of the resulting 3D
models are still not sufficient to model the complexity of the
small details of our inscriptions. These problems can be ef-
fectively addressed by using macro lenses, which are char-
acterized by high resolving power (systems equipped with
macro lenses could achieve micrometric optical resolution
up to 2 �m [51, 23]) but a shallow Depth of Field (DoF).
3.2.1. Focus Stacking photogrammetry

Focus stacking constitutes an effective solution to over-
come the problem of the limited DoF of the macro lenses
and to extend their sharpness area, avoiding any loss of qual-
ity due to diffraction [24]. Like RTI, also Focus Stacking
belongs to the family of Computational Photography tech-
niques: it leverages a sequence of images - a stack - (rep-
resenting the same view of a given object) captured with
different (increasing or decreasing) focus distances in or-
der to obtain a single image with an extended DoF [41].
Focus stacking was successfully applied to the photogram-
metric 3D modeling of archaeological artifacts, with an ac-
curacy ranging from few tenths to few hundredths of mm
[24, 17, 41, 39]. In particular, one of the first applications
of the focus stacking technique to the photogrammetric 3D
reconstruction of small sized objects is presented in [24],
where Gallo et al. achieved an accuracy of about 10 microns
on a volume with a diagonal of 25 mm. However, the au-
thors evaluated the accuracy on the planar surfaces of certi-
fied gauge blocks, which are characterized by a 3D geometry
simpler than our inscriptions. Clini et al. [17] used the fo-
cus stacking technique to reconstruct a 3D model of a small
statue (8.7×2.6 cm) with a mean error and a standard devi-
ation of about 10 and 50 microns, respectively. Neverthe-
less, this result was achieved after applying a scaling factor
derived from a reference 3D model generated with a laser
scanner. Kontogianni et al. [39] tested the focus stacking
technique using a full-frame camera equipped with a normal
lens (50 mm). They obtained a 3D model characterized by
an absolute mean error of few microns and a standard devi-
ation of about 70 microns, but the resolution and the quality
of the texture are not sufficient to model the complex details
of our inscriptions.

The combination of photogrammetry and focus stacking,
however, presents some issues whichmust be carefully taken
into account before and during image acquisition. In gen-
eral, focus stacking can have an effect on the estimate of the
camera calibration parameters of the output images: in prac-
tice, some assumptions on the principal point coordinates
and focal length can be considered [24] . Secondly, the cam-
era settings should be properly designed, by choosing, for
example, a suitable aperture value to avoid diffraction and
longer exposure times, with higher risks of blur due to vibra-
tions [24]. For the same purpose of reducing any vibration
or camera-object relative micro-movement as much as pos-
sible, which could undermine the quality of the resulting im-
ages, focus stacking requires a stable setup, and, possibly, to
remotely control the camera by a PC. Anyway, micro-move-
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ments are effectively managed by focus stacking algorithms,
which align the images within a single stack by perform-
ing scale transformations, translations and rotations [24]. Fi-
nally, another problem which can arise when adopting focus
stacking is the presence of artifacts in the output images: this
problem, however, can be solved by properly setting the pa-
rameters of the focus stacking method and by ensuring DoF
overlap between consecutive images within a single stack.

4. Materials and methods
4.1. Inscriptions

The material we used as sample for our workflow con-
sists of six objects engraved or inscribed in the undeciphered
Aegean scripts of the second millennium BCE, Cretan Hi-
eroglyphic and Linear A, from the island of Crete. The
Cretan Hieroglyphic inscriptions are housed in museums on
Crete, in Agios Nikolaos and Rethymno, and the Linear A
ones in Rome, at the National Museum of Prehistory and
Ethnography "Luigi Pigorini" (Museo delle Civiltà). The
first two plus the uncertain item consist of semi-precious
stone seals that were used by scribes or administrators to
be impressed on clay documents in the economic runnings
of the so-called ‘Minoan’ palaces, and the other three are
clay nodules pierced on their length, so that a cord or strings
could run through them, similarly to store documents to-
gether.

These are the objects:
Cretan Hieroglyphic:

• CMS-V-025b (Archaeological Museum of Agios
Nikolaos) [21];

• VRY S (4/4) 01 (Archaeological Museum of
Rethymno) [29];

Linear A:
• 71950 (HT Wa 1014, Pigorini Museum) [26];
• 71965 (HT Wa 1561, Pigorini Museum) [26];
• 71975 (HT Wa 1779, Pigorini Museum) [26];

Uncertain:

• CMS V Suppl. IB, no. 310 (Archaeological Museum
of Rethymno) [21].

4.2. Photogrammetric setup and survey
The 3D documentation methodology for the complex ar-

tifacts analyzed in this study must satisfy some fundamen-
tal requirements. First, the lighting should be as uniform as
possible, avoiding sharp shadows [17, 59, 41]. Considering
the small average size of the artifacts (1-3 cm) and of the in-
scribed signs (0.5-2 mm), even small lighting variations can
affect the alignment process, the accuracy of the 3D model
and the quality of the texture restitution.

Second, motion blur and camera vibrations must be
avoided, since focus stacking assumes that images belonging

to the same stack - a set of images captured from the same
view but with different focus distances - share the same cam-
era view [24]; a static background with respect to the object
is necessary to prevent errors in image alignment. In general,
a regular acquisition scheme is recommended [17], since it
prevents motion blur and increases the procedure time effi-
ciency.

Then, a well-designed system to scale the 3Dmodel (and
to check the accuracy of the scaling procedure) is of the ut-
most importance: it can be obtained by placing several scale
bars around the object, and, most of all, by ensuring that they
are well distributed on the 3D space embracing the object
itself (Figure 4b). Indeed, a high number of scale bars, uni-
formly distributed over at least two non parallel planes, must
be used to scale each 3D model and to assess its accuracy.
This is a standard procedure for the materialization of geode-
tic 3D reference frames. Despite this, many photogrammet-
ric workflows often suggest using scale bars placed just on
one plane or on parallel planes, therefore guaranteeing a 2D
scaling only.

To match these requirements, we opted for a Canon
EOS 2000D camera, equipped with a macro lens (Canon
EF 100mm f/2.8L Macro IS USM) and mounted on a tri-
pod (Figure 3). The choice of an APS-C (Advanced Photo
System - Classic) format based camera fit perfectly to our
purpose: indeed, APS-C cameras ensure a wider DoF than
full frame ones (at the same aperture and for the same Field
of View), thus they are more suitable for macro-photogra-
phy. The artifacts were placed inside a white diffuser photo-
box with small LED lights, to ensure overhead illumination
and a neutral ambient light. To shed frontal light on the ob-
ject from the front and sides, we placed two LED spotlights
(mounted on tripods) near the camera, so that the light direc-
tion formed, respectively, ±45◦ with the camera axis (Fig-
ure 3). All the light sources were employed with a color
temperature of about 6000K. Moreover, we used a X-Rite
ColorChecker Nano (24 × 40 mm) target, namely a planar
rectangular 4 by 6 array of patches of neutral colors, well-
spaced and ranging from white to black [46] (Figure 5). By
pre-processing raw images, the ColorChecker was useful to
remove, as much as possible, any coloration difference in the
images, and to retrieve the most faithful image colors.

To give the 3D models an accurate scale in the three di-
mensions, we placed the objects either on small bricks cov-
ered with graph paper and fixed on a turntable or directly
on the graph paper covering the turntable. In both cases, by
acquiring the object by multiple sides, we were able to mate-
rialize a proper 3D scale (Figure 4). We opted for this solu-
tion instead of Coded Targets (CTs) because of the difficulty
of employing the latter when dealing with small archaeolog-
ical objects as the ones involved in our study [24], and of
creating calibration sets (like the system described in [59])
of CTs with the required accuracy, despite the fact that CTs
can be automatically detected and matched on source photos
by Metashape [5].

The turntable kept the camera location and view direc-
tion fixed, while rotating the object: in this way, we were
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Table 1
Settings and main details of the acquisition stage, for each object.

Object
ISO

[-]

Shutter
speed
[s]

Aperture
value
[-]

No. of
rotations

[-]

No. of
image stacks

[-]

Avg. No. of
images per stack

[-]

Avg. length
(per rotation)

[h:min]

CMS-V-025 100 1/100 f/5.6 3 78 11 0:43
71950 100 1/60 f/5.6 3 75 13 0:52
71965 100 1/60 f/5.6 3 72 15 0:56
71975 100 1/60 f/5.6 3 68 13 0:52

VRY S (4/4) 01 100 1/100 f/5.6 2 48 20 1:07
CMS V Suppl. IB, no. 310 100 1/100 f/5.6 3 61 11 0:41

able to reduce the camera vibrations and to increase stabil-
ity.

Figure 3: Photogrammetric setup.

Based on this setup, it was possible to capture each side
of the object with a complete rotation of the turntable, cor-
responding to approximately 22/26 image stacks per object
side. The number of rotations depends on the object shape.

The image stacks necessary to the focus stacking pro-
cessing stage were acquired in raw format through a remote
control system and the Helicon Remote software [31]. For
each stack, and thus for each position of the turntable, the
focus preview tool of Helicon Remote was used to select the
nearest and the farthest focusing points of the scene. Then,
we manually set the value of the interval parameter, namely
the movement of the lens between two adjacent shots, and
the software automatically calculated the required number
of shots on the basis of the two focusing endpoints previ-
ously selected, the current aperture and the focal length of
the lens [32]. In particular, we used the DoF calculator of
HeliconRemote to estimate the DoF in focusing steps (lens
ring motor steps which regulate the entity of the lens rotation
during focus) on the basis of the current aperture, the focal
length and the lens model (through the correction factor), in
order to set an interval between shots lower than this value.
In this way, the limited but different sharp areas in the mul-
tiple images of the stack can overlap and, when combined,
produce a perfectly sharp image of the object of interest [32].

In Table 1, the settings andmain details of the acquisition
stage are detailed for each object.

The average number of images per stack and the average
acquisition length (per rotation1) are obviously correlated:
the higher the average number of images composing a stack,
the longer the duration of a single rotation around the object
(given ≈ 24 stacks per rotation).

Moreover, the average number of images per stack de-
pends on the object size, on the working distance of the cam-
era [39] and on the DoF of the optical system (which can be
optimized by adjusting the shutter speed and the aperture
value [24]). As to the experiments presented here, the work-
ing distance of the camera affects the average number of im-
ages per stack more than any other factor, since the optical
parameters and the average size of the object are constant
through all the case studies.

In terms of optical system parameters, the sensor sensi-
tivity was set to the native value for our device (which cor-
responds, in this case, to ISO 100) to ensure the lowest digi-
tal noise level and to provide clear detailed images [39]; the
shutter speed and the aperture value were optimized with re-
spect to the lighting condition. In particular, the aperturewas
set to f/5.6, our lens sweet spot (that is, the sharpest aperture
of the lens) [33]. Sharp images are indeed necessary not only
for focus stacking, but also for obtaining high quality texture
in the final 3D models.

Finally, the time needed to capture a single object (two
hours and twenty minutes per object, on average) exceeds
other methods proposed in the literature which do not rely
on focus stacking. This time, however, is necessary to guar-
antee the level of resolution, accuracy and precision we ex-
pected for the geometry and the texture of the 3D models, as
we will see in the following Sections.
4.3. Image processing
4.3.1. Focus stacking processing

The multiple images of each view captured at different
focus distances were processed together as image stacks to
produce new - focused - images with a greater DoF to be used
as input to the photogrammetric software (after the applica-
tion of the radiometric calibration, see Section 4.3.2 ). In
particular, we used the commercial software Helicon Focus
[30] to process the raw image stacks: we selected the 7.0.2

1More precisely, the average acquisition length (per rotation) is a
weighted arithmetic mean: each rotation duration is weighted according
to the number of image stacks for that rotation.
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(a) (b) (c)

Figure 4: Clay nodule 71950: (a) view of the 3D model and of the camera positions estimated during the image alignment by
Metashape; (b) zoom on the 3D model and the scale bars, placed on three different planes; (c) one of the focused images used
to produce the 3D model: 16 markers were collimated on the considered plane (one of the three) materialized by the graph

paper; the mask automatically obtained with the Import from Model option on Metashape is shown as a dark overlay.

version since it is the only one able to preserve the EXIF
data – needed by Metashape for estimating the focal length
of the lens (see Section 4.3.3) – of the original images in the
focused images.

The focus stacking processing in Helicon Focus is based
on three parameters [34, 41]:

1. rendering method, i.e. the focus stacking algorithm;
2. radius, i.e. the number of pixels around each pixel that

are used to calculate its contrast;
3. smoothing, i.e. how the sharp areas are combined.
We opted in all cases for the rendering method based on

the depth map computation, to preserve the original colors
and contrast, and because, considering our case study, the
images would not have sudden and frequent high DoF varia-
tions. Small values of radius (which was set to 3 pixels) and
smoothing (which was set to 4) were always chosen, after
having checked the absence of halo in the computed images.
The focus stacking process took about one minute for each
image stack, depending on the number of images contained
in the stack (the assessment was carried out on a Dell XPS
8930 machine). The focused images were finally exported as
raw image files.
4.3.2. Radiometric processing

The focused images were radiometrically calibrated to
retrieve the most faithful colors for the 3D models. Further-
more, minimizing the differences in terms of texture in the
same areas of the object simplifies the matching stage within
Metashape. Common approaches for precise color reproduc-
tion based on digital images employ ICC color profiles or
camera profiles [48]. Therefore, for each object we built a
custom color profile, specific to the camera and the light-
ing conditions, with the ColorChecker Camera Calibration
version 2.0 [66] software, using the focused image of the
ColorChecker as input (Figure 5).

Finally, the custom color profile was applied to the cor-
responding set of images with Adobe Photoshop Lightroom

Figure 5: Focused image of the X-Rite ColorChecker Nano
target, captured for calibrating the colors.

[1], which was also used to develop the raw images, ex-
porting them without compression in JPEG format, usable
by Metashape. Overall, the radiometric calibration took ap-
proximately five minutes per 3D model.
4.3.3. Photogrammetric processing

The photogrammetric processing was carried out with
the commercial software Agisoft Metashape version 1.6.5
[3], formerly known as Agisoft Photoscan, based on the SfM
technique. The software was run locally on a Mac Pro (Late
2013) and a Dell XPS 8930, both equipped with 64 GB of
RAM. The focused images, radiometrically calibrated, were
given as input to Metashape as standard images, and no con-
strains were considered for the estimation of the camera pa-
rameters.

To prevent the background (specific for each rotation
around the object, due to the presence of the graph paper
(Figure 4)) from negatively affecting the alignment stage,
we automatically generated accurate masks for the images
through the Import fromModel option of Metashape (Figure
4c). In particular, we separately masked each subset of im-
ages – corresponding to a specific rotation around the object
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Table 2
Total duration of the photogrammetric processing carried out
on Metashape (excluding the masking stage).

Object
Total time
[h:min:s]

CMS-V-025b 0:59:09
VRY S (4/4) 01 0:31:41

CMS V Suppl. IB, no. 310 0:19:18
71950 0:50:11
71965 0:47:37
71975 0:41:29

– based on the low-quality mesh generated from that subset
(this operation took about seven minutes per subset). The
masks allowed to limit the search for feature points only to
the shape of the considered object (Figure 4c) and thus to
process all the images in a single chunk. This allowed to ob-
tain a better accuracy and quality of the 3D model, if com-
pared to the alternative chunking method (separate process-
ing of the subsets) which often requires markers to be added
manually [8].

For each object, the alignment was carried out with the
Highest accuracy, meaning that the images are up-sampled
by a factor of 4 [5]. The main requirement to adopt this op-
tion, that is to use very sharp images [5], was satisfied by
choosing optimal values of aperture (set to the lens sweet
spot), DoF interval, and a focus stacking rendering method
able to preserve the original image contrast. The alignment
was refined by optimizing the camera parameters on the
most reliable points of the sparse cloud [7], according to
the Brown’s distortion model implemented in Metashape
[14, 5]. In particular, we removed through the Gradual Se-
lection filter uncertain tie-points characterized by values of
reconstruction uncertainty (ratio of the largest semi-axis to
the smallest semi-axis of the error ellipse of the triangulated
3D point coordinates), reprojection error (maximum repro-
jection error in normalized units across all images where the
tie-point was measured), and projection accuracy (average
image scale at which the image coordinates of the tie-point
were measured) higher than a threshold [3], set to 9 for re-
construction uncertainty and projection accuracy and to 0.5
for reprojection error.

As to the dense cloud generation, we selectedUltra-High
quality and Aggressive filtering mode for all the case studies,
to maximize the resolution while sorting out the outliers [6].
We also computed the point confidence for each point of the
dense point clouds, which represents the number of depth
maps used for the given point generation [7], to automati-
cally clean the dense clouds from the less reliable points.

For the same purpose of maximizing the 3D model res-
olution, we produced the meshes (using the dense clouds as
sources [6]) with High quality and Interpolation Enabled.

Finally, for each object we generated the model texture
according to the default set of parameters. In Table 2, we
recall the duration of the whole photogrammetric processing
(excluding the masking stage).

To give the 3D models an accurate and precise scale in
a 3D reference frame, we used the graph paper to collimate
several markers uniformly around the objects on the aligned
images (Figure 4c). Eachmarker was collimated on (at least)
five different images.

In particular, we chose a different number of markers for
each model (Table 3), depending on the number of rotations
around the object in the acquisition stage and on the position
of the graph paper (either on the bricks or directly on the
turntable).

Based on the Euclidean distance between each pair of
markers belonging to the same plane (Figure 4b ), we were
able to assign many scale bars to the 3D models. More
specifically, given n points collimated on the same plane, we
were able to assign m scale bars to the model:

m =
n ⋅ (n − 1)

2
(1)

The scale bars were partitioned in two independent sub-
sets, according to the Hold-Out Validation (HOV) method
[13], which is easy to implement, but needs a high number
of scale bars. In particular, half of the scale bars were used
as control bars to assign the scale to each 3D model and half
as check bars to assess the accuracy of the 3D model itself.
For all the 3D models, the partition was carried out in such a
way that both the control bars and the check bars were well
distributed around the object of interest, on the area covered
by the graph paper of each plane (see Section 4.2 and Figure
4b). The number of scale bars for each 3D model is recalled
in Table 3.

The need for a high number of scale bars to satisfy the
HOV method requirements must be verified, however, in
terms of impact on the scale accuracy. To quantitatively as-
sess the effect of our choice on the accuracy assessment, we
performed a specific test discussed in Section 5.2.1.

5. Results and discussion
The 3Dmodels we obtained are shown in Tables 4 (seals

CMS-V-025b, VRY S (4/4) 01, CMS V Suppl. IB, no. 310)
and 5 (nodules 71950, 71965, 71975). They were rendered
within the MeshLab software framework through the stan-
dard texture shader and (to increase sign legibility) through
the Radiance Scaling [63] shader – which allows depicting
shape through shading via the modification of light intensi-
ties around specific features like concavities and convexities
[42]. These shaders help to evaluate the reconstruction of
the signs, comparing them to the transcription available in
the traditional corpora (Tables 4 and 5). The visual com-
parison shows how the 3D models faithfully reconstruct the
inscriptions, thanks to the high resolution of the texture and
of the 3D geometry, allowing to disambiguate proper signs
from random scratches on the object surface and to eval-
uate possible corrections to tweaking of current drawings.
The 3D models are available for an interactive inspection on
the INSCRIBE 3D Interactive Web Viewer [37], a WebGL
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Table 3
Number of markers, number of scale bars and marker distribution in the 3D space.

Object
Number of markers

[-]
Number of planes

[-]
Markers per plane

[-]
Number of scale bars

[-]

CMS-V-025b 47 3 15 - 15 - 17 346
VRY S (4/4) 01 48 3 20 - 18 - 10 388

CMS V Suppl. IB, no. 310 34 2 17 - 17 272
71950 50 3 16 - 17 - 17 392
71965 50 3 16 - 17 - 17 392
71975 50 3 16 - 17 - 17 392

3D viewer based on 3DHOP (3D Heritage Online Presenter)
[53, 54] for basic 3D visualization and on the Cuneiform-
WebGLViewer [20] for Radiance Scaling.
5.1. 3D density assessment

The geometric density of our 3D models was quantita-
tively assessed: in Table 6, we summarize the number of
points of the dense cloud and of faces and vertices; more-
over, the surface of the models and the number of faces and
vertices per mm2 are reported. The differences in terms of
point, face and vertex density can be attributed to:

• the number of images per object (Table 1): the higher
this value, the higher the number of reliable tie-points
– this could explain why the 3Dmodel of VRY S (4/4)
01 is the least dense;

• the material of the objects: the clay nodules present
a very rich, detailed and opaque texture, whereas
the stone seals are shiny and are characterized by a
more uniform texture, which hinders the matching
process. This does not apply, however, to the CMS
V Suppl. IB, no. 310: this small seal has a more
compact, spherical shape, which allows to frame the
same point from multiple views during a single rota-
tion around the object, and thus simplifies the search
for tie-points during the alignment and dense cloud
generation stages.

In Table 7, further details on the meshes are reported.
In particular, the bounding box size and diagonal were com-
puted after the mesh alignment to Principal Axes (through
a filtering algorithm available on MeshLab). The volumes,
instead, were computed with the MeshLab Compute Geo-
metric Measures filter, having previously closed the holes of
some of the meshes (marked with an asterisk in Table 7).
The impact of this correction on the volume estimate is, in
any case, negligible, given the precision of the estimate it-
self.

The face and vertex densities reported in Table 6 high-
light the high resolution of the 3D models we obtained, as
demonstrated by Tables 4 and 5. The point density of a
3D model is indeed strictly connected to its geometric res-
olution: the high density of our 3D models allows to cap-
ture details up to ≈ 30 �m and, therefore, to densely recon-
struct even the smallest elements of the inscriptions, such as,

for example, the scribe’s fingertip impression, clearly distin-
guishable in the meshes of the 3D models of the clay nod-
ules (Table 5 and by using the Radiance Scaling option on
the INSCRIBE 3D Interactive Web Viewer [37]).

Finally, even though the blending procedure of the pho-
tographic texture tends to smooth out the high frequencies,
the finer details of the objects are still visible in the texture
layer of their 3D models (Figure 1, Tables 4 and 5), thanks
to the focus stacking technique and, therefore, to the high
optical resolution of the input images.
5.2. Accuracy assessment

Once the 3Dmodels were scaled by means of the control
bars (see Section 4.3.3), the accuracy of the photogrammet-
ric workflow was assessed via two independent approaches.
First, the accuracy of each 3D model was evaluated by com-
puting the Root Mean Square Error (RMSE) of the check
bars (Section 5.2.1). Then, only for the three nodules2, we
carried out a second assessment by comparing each pho-
togrammetric 3Dmodel with a reference 3Dmodel captured
with a commercial structured-light scanner (Section 5.2.2).
5.2.1. Check bars

As stated in Section 4.3 and summarized in Table 3, the
scale bars were placed on three non-parallel planes for all
the objects, with the exception of the seal CMS V Suppl. IB,
no. 310, for which only two planes were used. The average
RMSE computed over all the check bars of each object is
shown in Table 8, together with the respective relative errors
(computed as the percentage ratios between the RMSE and
the average mesh bounding box size – derived from Table
7) and the average reprojection error of the tie-points and
markers over all the images.

It is known that the reprojection error of a point is re-
lated to the accuracy of the image alignment: an high re-
projection error usually indicates poor localization accuracy
of the corresponding point projections during the matching
process [5]. Indeed, the reprojection error is the distance
between the point on the image where a reconstructed 3D
point is projected and the original projection of that 3D point
detected on the image and used as a basis for the 3D point
reconstruction procedure [5]. The accuracy of the alignment

2The stone seals were not reconstructed with the structured-light scan-
ner since they are particularly shiny and therefore difficult to be correctly
modelled.
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Table 4
3D models of the seals CMS-V-025b, VRY S (4/4) 01 and CMS V Suppl. IB, no. 310 and comparison with the documentation available in [21, 29]. The 3D models are available

for an interactive visualization and analysis on the INSCRIBE 3D Interactive Web Viewer [37].

Seal
Documentation [21, 29] 3D model
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Table 5
3D models of the nodules 71950, 71965 and 71975 and comparison with the documentation available in GORILA [26]. The 3D models are available for an interactive visualization

and analysis on the INSCRIBE 3D Interactive Web Viewer [37].

Nodule
Face with sign Face with seal impression

GORILA [26] 3D model 3D model
Photo Drawing Texture layer Radiance Scaling Texture layer Radiance Scaling
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Table 6
Details of the geometry of the 3D models.

Object
Points
[-]

Faces
[-]

Vertices
[-]

Mesh
surface area

[cm2]

Face
density
[1/mm2]

Vertex
density
[1/mm2]

Edge
average length

[cm]

CMS-V-025b 9,759,428 1,951,885 976,214 9.01 2166 1083 0.0035
VRY S (4/4) 01 6,591,786 1,318,356 659,344 6.25 2109 1055 0.0036

CMS V Suppl. IB, no. 310 10,331,266 2,063,812 1,032,264 4.05 5096 2549 0.0023
71950 16,170,869 3,234,172 1,617,338 10.27 3149 1575 0.0029
71965 19,198,836 3,839,767 1,920,095 8.81 4358 2179 0.0025
71975 15,856,941 3,171,387 1,585,830 7.57 4189 2095 0.0026

Table 7
Further details on the mesh geometry of the 3D models.

Mesh volume
[cm3]

Mesh bounding box size
[cm × cm × cm]

Mesh bounding box diagonal
[cm]

CMS-V-025b* 1 1.1 × 1.0 × 2.2 2.7
VRY S (4/4) 01* 1 0.9 × 0.9 × 1.9 2.3

CMS V Suppl. IB, no. 310 1 0.9 × 1.1 × 1.1 1.8
71950 2 1.6 × 1.5 × 2.7 3.4
71965* 1 1.0 × 1.6 × 2.2 2.9
71975* 1 1.2 × 1.6 × 2.0 2.8

has therefore an impact on the 3D geometry reconstruction,
whose accuracy was however evaluated independently by
means of the RMSE on the check bars, namely the RMSE of
the residuals between the known lengths of the check bars
and the corresponding Euclidean distances measured on the
3D model. It is important to recall that the check bars were
not used for the scaling process (see Section 4.3.3). In par-
ticular, the results show how the photogrammetric workflow
we adopted ensured the alignment of all the images, with an
average reprojection error of the tie-points that is remark-
ably lower than half a pixel for all the 3D models consid-
ered. Moreover, the markers that were manually identified
and used to set the scale bars (Figure 4c) are characterized
by an average error that is lower than half a pixel for all the
3D models, with the exception of the seal CMS-V-025b, for
which the error is still lower than one pixel.

As regards the accuracy of the 3D geometry reconstruc-
tion, on average the RMSE of the check bars is around
2 ⋅ 10−2 mm over all the 3D models. In terms of relative er-
rors, the results are very similar for the 3Dmodels of nodules
71965 and 71975, whereas the 3D model of nodule 71950
fared slightly worse, comparable to the one of seal CMS-V-
025b. The 3D model of seal CMS V Suppl. IB, no. 310
is, conversely, the most accurate, possibly thanks to its com-
pact, spherical shape, which allows to frame the same area
from several views, whereas the 3D model of VRY S (44)
01 shows the highest relative error.

Finally, as previously anticipated, to quantitatively as-
sess the effect of the choice of such a high number of scale
bars on the accuracy assessment, we carried out the follow-

ing test (for the clay nodule 71965 only)3: we split the avail-
able scale bars (392, for this object) in two equally numer-
ous sets (one for the control, and one for the check bars);
then, we randomly sampled k control and k check bars per
plane, with k = 1, ..., n⋅(n−1)4 , where n is the number of mark-
ers per plane (Figure 4b) and we computed the RMSE for
all the check bars based on the coordinate reference system
produced through all the control bars. For each value of k,
we repeated the test 100 times. This way, we were able to in-
vestigate the relationship between the number of scale bars
and the RMSE from a statistically relevant point of view.
The result of the test is visible in Figure 6: the plot shows
the mean RMSE of the check bars over the 100 iterations for
each number of scale bars involved in the scaling/accuracy
assessment stage, together with the respective uncertainty
(one standard deviation of uncertainty is represented). Fig-
ure 6 clearly highlights how the RMSE keeps stable with
a slightly decreasing trend as the number of scale bars in-
creases, and a higher number of bars helps to reduce the un-
certainty on the accuracy assessment.
5.2.2. Mesh to cloud comparison

Weused the V-GERScanRider 1.2 structured-light scan-
ner [61] to collect the reference 3D models of the three
nodules, due to its high performances - of the order of
few tens of microns (Table 9) - in terms of nominal preci-
sion, accuracy and resolution, necessary to reconstruct the
smallest details of the inscribed objects under investigation
[2, 42, 41, 43]. After an initial stage of calibration, the scan-
ning process was performed using the most accurate scan-

3The code is available at https://github.com/INSCRIBERC/Metashape-Utils.
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Table 8
Average RMSE and relative error for check bars, and tie-point and marker average

reprojection errors.

Aligned
cameras

Tie-points average
reprojection error

Markers average
reprojection error

RMSE
check bars

Relative error
check bars

[-] [pixels] [pixels] [mm] [%]

CMS-V-025b 78/78 0.261 0.833 0.02 0.15
VRY S (4/4) 01 48/48 0.302 0.390 0.03 0.25

CMS V Suppl. IB, no. 310 61/61 0.318 0.384 0.01 0.09
71950 75/75 0.268 0.425 0.02 0.13
71965 72/72 0.246 0.368 0.01 0.09
71975 68/68 0.252 0.486 0.02 0.09

Mean 0.275 0.481 0.02 0.13
Std.Dev. 0.026 0.162 0.01 0.06

Figure 6: Relationship between the RMSE of the check bars
and the number of scale bars involved in the scaling/accuracy
assessment process (one standard deviation of uncertainty is

represented).

ning volume (Table 9). Then, within the SpaceRider soft-
ware, the raw scanswere co-registeredwith an average align-
ment error of 1 ⋅ 10−2 mm, and subsequently cleaned, fused
and smoothed, producing the reference 3D models for the
three nodules.

To evaluate the geometric accuracy of the 3D models
produced with the developed workflow, we computed the
signed distances (positive outside and negative inside the
reference mesh surface) of each vertex of the specific pho-
togrammetric model from the nearest mesh of the respec-
tive reference 3D model, following the procedure described
in [56]. Before computing the distances, the parameters of
a roto-translation without scale adjustment were estimated
through the Iterative Closest Point (ICP) algorithm [11] for
co-registering the 3D models in the same reference system.
In this way, the distance of the points of the photogrammet-

Table 9
Scanning volume speci�cations (volume 1) of the V-GER
ScanRider 1.2 scanner [61] used to collect the reference 3D

models of the three nodules.

ScanRider 1.2 speci�cations

Volume maximum size [mm] 66 × 50 × 50
Object maximum size [mm] 66
Standard resolution [mm] ≤ 0.05

Precision [mm] up to 0.03
Mean error [mm] up to 0.01

Working distance [mm] 120

ric 3D models from the reference meshes can be considered
as representative of the errors with respect to the commer-
cial structured-light scanner used to collect the reference 3D
models.

Therefore, for each 3D model, the distance distribu-
tion was characterized through the statistical parameters [38]
shown in Table 10. In addition to the standard statistical pa-
rameters able to describe normal error distributions, such as
the mean, the standard deviation (Std.Dev.) and the RMSE,
we also computed the robust statistical parameters for non-
normal error distributions, i.e. the median (50th percentile),
the Normalized Median Absolute Deviation (NMAD) and
the Linear Errors with 68% and 90% of probability (LE68
and LE90). Indeed, the median is a robust measure of cen-
tral tendency, being affected by outliers less than the mean,
and the NMAD can be regarded as an estimate for the stan-
dard deviation for heavy tail distributions [64]: in case of
normally distributed errors, the standard deviation is identi-
cal to NMAD whereas, in case of larger discrepancies, the
standard deviation will be larger than NMAD.

The results are summarized in Table 10 and in Figures
7, 8, 9 which show the error maps of each photogrammetric
3D model in different areas of the object and the overall dis-
tance distribution. The colour scale represents the distance
of each point from the reference mesh, expressed in mm, set
within an interval centered on the mean and ranging from -3
Std.Dev. to 3 Std.Dev.
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Table 10
Error statistics computed over the distances between the vertices of the photogrammetric

mesh and the reference structured-light mesh for each nodule.

Mean Std.Dev. RMSE Median NMAD LE68 LE90 Max Min
[mm] [mm] [mm] [mm] [mm] [mm] [mm] [mm] [mm]

71950 0.02 0.02 0.03 0.02 0.01 0.02 0.03 0.13 -0.10
71965 0.01 0.02 0.03 0.01 0.01 0.01 0.03 0.15 -0.15
71975 0.01 0.01 0.02 0.01 0.01 0.01 0.02 0.07 -0.05

Mean 0.01 0.02 0.02 0.01 0.01 0.01 0.03 0.12 -0.10

Table 10 shows that the 3D models are reconstructed
with an average accuracy (RMSE) of about 2 ⋅ 10−2 mm, a
value perfectly in agreement with the results of the validation
on the check bars. At the same time, the results denote the
presence of outliers: the Std.Dev. is indeed higher than the
NMAD. In the 3D model of the nodule 71965, the outliers
are principally located in the low tail of the error distribution
(Figure 8d), but their effect on the median is negligible (it is
comparable to themean, indeed), at least to the order of mag-
nitude of 1 ⋅ 10−2 mm. These points correspondmostly to an
area of the nodule that is not reconstructed by the structured-
light scanner and to a lesser extent to areas of the sign (Figure
8a) where the width of the incision is less wide and where,
therefore, the shadows may have had a negative impact on
the matching process.

In the 3D models of nodules 71950 and 71975 (Figures
7d, 9d), the outliers are instead approximately located in both
the high and the low tail of the error distribution: also in this
case, however, the mean is comparable to the median both
for the model of clay nodule 71975 and 71950.

With the exception of the few points of the 3D model
71965 placed in proximity of the incision, for all the three
nodules, the largest errors are located in the areas where
there is not a direct correspondence between the photogram-
metric 3D model and the reference one. For example, this
is the case of the areas near and inside the holes of the
nodules (Figures 7c, 8c and 9c), due to occlusion issues.
Other outliers are placed in correspondence of the dark in-
ventory number label (Figures 8c and 9c), which is difficult
to be correctly reconstructed with the structured-light scan-
ner. Lastly, to examine the 3D models more closely, we ex-
tracted the sections reported in Figures 10, 11 and 12: for
all the nodules, the sections show an optimal agreement be-
tween the reference and the photogrammetric mesh, high-
lighting once again the accuracy of the proposed photogram-
metric workflow.

Finally, it is worth noticing how the simple 3D scaling
procedure, based on the use of a high number of scale bars,
well distributed on the 3D space embracing the object of in-
terest by means of common sheets of graph paper, achieved
an accuracy of a few hundredths of millimeter, in agreement
with the values reported in [39, 24].

6. Conclusions and future porspects
In this work, an ultra-close-range digital photogrammet-

ric workflow based on the use of focus-stackedmacro images
was planned and tested on six inscribed artifacts, whose av-
erage size ranges from 1 to 3 cm. The workflow was specif-
ically designed for the 3D reconstruction of small inscrip-
tions inscribed or engraved in the undeciphered scripts from
the Aegean dating to the second millennium BCE with high
accuracy and high resolution.
Main results. First, we performed a pre-processing stage
to remove, as much as possible, any coloration difference
from the images. Then, we carried out a simple 3D scal-
ing procedure employing common sheets of graph paper. In
particular, the graph paper was placed over different non-
parallel planes to uniformly cover the 3D space embracing
the artifacts to be modeled with a high number of scale bars.

The 3D density and the geometric accuracy of the 3D
models were quantitatively assessed and the reconstruction
of their signs was evaluated and compared to the available
drawings. The results show how the proposed photogram-
metric workflow achieved an accuracy of a few hundredths
of millimeter, comparable, in terms of order of magnitude,
to the accuracy of the commercial structured-light scanner
used as reference, and a 3D density (up to ≈ 30 �m) able
to unveil even the smallest details of the inscriptions, both
in the mesh and in the texture layer of the 3D models. This
was possible thanks to the high quality of the images cap-
tured with the focus stacking technique, which allowed to
preserve the tiny details of the objects under investigation in
the focused images.
Limitations and possible improvement of the method-
ology. This approach has however the disadvantage of the
time needed for both the acquisition process of the image
stacks and their whole processing. If, on the one hand, it is
not convenient to reduce the image acquisition times because
this would happen at the expense of a loss of detail, due to the
the diffraction effects connected to the increase of the DoF
[24], on the other hand, the photogrammetric processing can
be shortened employing cloud-based photogrammetric soft-
ware environments, such as the one, for example, operated by
Agisoft [4]. Indeed, cloud-based photogrammetric software
environments host the processing logic and data storage ca-
pabilities into remote servers equipped with high performing
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(a)

(b)

(c)

(d)

Figure 7: 71950 error map: distances (in mm) between the
vertices of the photogrammetric mesh and the reference
structured-light mesh; (a) face with sign incision; (b) face
with seal impression; (c) outliers; (d) error distribution.

hardware. However, issues related to the upload of the im-
ages online must be taken into consideration, since a good
internet connection, which is not always available in a mu-
seum, is needed to transfer the data from local machines to
the cloud. Furthermore, most of the photogrammetric cloud
providers require an additional fee with respect to the stan-
dard licence in order to have processing priority, unlimited
cloud storage and/or unlimited hours of processing.

-The next step of our research will also focus on the im-
provement of the validation method used for the partition of

(a)

(b)

(c)

(d)

Figure 8: 71965 error map: distances (in mm) between the
vertices of the photogrammetric mesh and the reference
structured-light mesh; (a) face with sign incision; (b) face
with seal impression; (c) outliers; (d) error distribution.

the scale bars between control bars and check bars (see Sec-
tion 4.3.3). The HOVmethodwas indeed selected in this first
stage of our research because it has the advantage of being
easy to implement, but it also presents some drawbacks, such
as the need for a high number of scale bars and the depen-
dence of the accuracy evaluation on the scale bars selected
as check bars [13]. For this reason, in future we plan to ap-
ply the Leave-One-Out (LOO) method, a special case of the
k-fold cross-validation method, for the partition of the scale
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(a)

(b)

(c)

(d)

Figure 9: 71975 error map: distances (in mm) between the
vertices of the photogrammetric mesh and the reference
structured-light mesh; (a) face with sign incision; (b) face
with seal impression; (c) outliers; (d) error distribution.

bars between control bars and check bars [13].
Future prospects. In conclusion, our workflow produced
a 3D digital twin of each inscription, characterized by a high
degree of detail and, therefore, compatible with the require-
ments of high standard paleographic analyses. In this way,
specialists can perform remote and unbiased "autopsy" of the
entire surface of the inscriptions, directly based on the 3D
model, from any point of view, instead of relying on incom-

(a)

(b)

Figure 10: 71950 section: (a) overall view of the section, (b)
reference mesh in red, photogrammetric mesh in brown (the

scale is expressed in mm).

(a)

(b)

Figure 11: 71965 section: (a) overall view of the section, (b)
reference mesh in red, photogrammetric mesh in brown (the

scale is expressed in mm).

plete or subjective 2D representations of the inscriptions.
A crucial step towards the understanding of the unde-

ciphered Aegean scripts is to provide tools for the scientific
community to converge on shared analyses. Thanks to the in-
creasing amount of 3D libraries and projects suitable for sci-
entific metrological analyses (such as [53] and [20]), includ-
ing shading capabilities, measurement and lighting tools, we
were able to develop the INSCRIBE 3D Interactive Web
Viewer [37], where the 3D models produced in this work
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(a)

(b)

Figure 12: 71975 section: (a) overall view of the section, (b)
reference mesh in red, photogrammetric mesh in brown (the

scale is expressed in mm).

are publicly available. This platform extends the results of
our work beyond themere documentation, allowing aminute
"reading" of the signs inscribed and incised on the objects,
potentially correcting previous interpretations, in order to
reach unparalled digital transcriptions.

Moreover, digital enhancing algorithms, such as Radi-
ance Scaling and Electronic Microscope, the lighting con-
trol capabilities of the available 3D model processing soft-
ware tools, or further processing of the 3D models, e.g. the
generation of orthophotos or Digital Surface Models, can be
employed to solve common legibility problems, ensuring an
accurate and reliable analysis of the inscribed documents and
serving as basis for upgraded transcriptions.

Finally, the benefits of 3D modeling of ancient scripts
for paleographic analyses are not limited to the accurate rep-
resentation and the enhanced readability of the inscriptions
only, but also include the automatic transcription of the in-
scriptions themselves. As suggested in [28], indeed, machine
learning methods can be used to classify and detect struc-
tural features of the point clouds based on geometric fea-
tures, such as the mean curvature and the anisotropy – rep-
resented in Figures 13a and 13b for the 71975 clay nodule
3Dmodel, and computed through the eigenvalues and eigen-
vectors of the local structure tensor on CloudCompare [25].
In this way, it would be ideally possible to detect and extract
the signs from the 3D model, and to project them separately
in a 2D space (for a clear example of the role of the curvature

(a)

(b)

Figure 13: Representation of two geometric features � mean
curvature and anisotropy � of the 71975 clay nodule 3D

model.

parameter in the projection of 3D inscriptions in a 2D space,
see [58]).
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