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The Trotter-Suzuki decomposition is a promising avenue for digital quantum simulation (DQS),
approximating continuous-time dynamics by discrete Trotter steps of duration τ. Recent work suggested
that DQS is typically characterized by a sharp Trotter transition: when τ is increased beyond a threshold
value, approximation errors become uncontrolled at large times due to the onset of quantum chaos. Here,
we contrast this picture with the case of integrable DQS. We focus on a simple quench from a spin-wave
state in the prototypical XXZ Heisenberg spin chain, and study its integrable Trotterized evolution as a
function of τ. Because of its exact local conservation laws, the system does not heat up to infinite
temperature and the late-time properties of the dynamics are captured by a discrete generalized Gibbs
ensemble (dGGE). By means of exact calculations we find that, for small τ, the dGGE depends analytically
on the Trotter step, implying that discretization errors remain bounded even at infinite times. Conversely,
the dGGE changes abruptly at a threshold value τth, signaling a novel type of Trotter transition. We show
that the latter can be detected locally, as it is associated with the appearance of a nonzero staggered
magnetization with a subtle dependence on τ. We highlight the differences between continuous and discrete
GGEs, suggesting the latter as novel interesting nonequilibrium states exclusive to digital platforms.
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Introduction.—The intrinsic limitations in the classical
simulation of quantum many-body dynamics could be
overcome using a quantum computer, adopting the logic
of digital quantum simulation (DQS) [1,2]. As realized
early on [3], the Trotter-Suzuki decomposition [4,5] allows
one to approximate the continuous-time evolution of a
target system by a sequence of elementary steps, which
could be implemented as quantum “gates” acting on
neighboring qubits. From the experimental point of view,
DQS is at an early stage if compared to “analog” quantum
simulation [6,7]. Yet, the past few years have witnessed
remarkable progress in the experimental control of plat-
forms for DQS such as trapped ions [8–11] and super-
conducting circuits [12–17], motivating much ongoing
theoretical research on the subject.
Neglecting noise, the accuracy of DQS depends on the

“Trotter step” τ, which controls the number of gates
applied per time unit. While many bounds on approxima-
tion errors for the system wave function exist [3,18–22],
recent work [23] focused on the dynamics of local
observables, putting forward the existence of a sharp
“Trotter transition”; see also [24–27]. In agreement with

general results on periodically driven systems [28–32], it
was found that if τ is small, the discrete and continuous
dynamics remain close to one another for a time that is at
least exponentially long in τ0=τ, τ0 being some dimension-
ful constant. Conversely, if τ increased beyond a threshold
value, approximation errors become uncontrolled, corre-
sponding to the onset of quantum chaos [24–26]. Such
transitions were found also for integrable Hamiltonians
[25], as typical Trotterizations break integrability.
Here, we contrast this generic picture with the case of

“integrable”DQS, focusing on the quench dynamics [33,34]
of a prototypical integrable model, the XXZ Heisenberg
chain [35], and its integrable Trotterized evolution [36–38].
Because of the local conservation laws, late-time physics is
captured by a generalized Gibbs ensemble (GGE) [39–41].
We call it “discrete” to distinguish it from the one arising in
continuous dynamics—we will show that it displays quali-
tatively different features. One may ask how the properties
of the discrete GGE (dGGE) depend on τ. We show that,
while near the continuous-time limit such dependence is
analytical, the dGGE changes abruptly at a threshold value
τth, signaling a novel type of Trotter transition. We anticipate
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that this transition is due to a sudden change in the
structure of local conservation laws, and is therefore
different from traditional quantum phase transitions. Our
main result is to show that this novel transition can be
detected locally, as it is associated with the emergence of a
nonzero staggered magnetization for quenches from a class
of initial states; cf. Fig. 1. Our results highlight dGGEs as
novel nonequilibrium states exclusive to DQS platforms,
and could be relevant for recent experiments implementing
integrable Trotterized dynamics in superconducting quan-
tum processors [42–44].
The model.—We consider the XXZ Heisenberg model

H ¼ 1

4

XL
j¼1

½σxjσxjþ1 þ σyjσ
y
jþ1 þ Δðσzjσzjþ1 − 1Þ�; ð1Þ

where L is the system size, which we take to be even from
now on, Δ is the anisotropy parameter, while σαj are the
Pauli matrices acting at position j, with σαLþ1 ¼ σα1 . In this
Letter we focus on the gapped regime Δ > 1 [35], and
discuss at the end how our results depend on this choice.
The Hamiltonian [Eq. (1)] is integrable, with an extensive
number of local and quasilocal conservation laws [45]. As
discussed earlier, the logic behind DQS is to approximate
the continuous time evolution e−iHt as a sequence of M
unitary operators Uðt=MÞ that can be implemented via a
local quantum circuit. This procedure is not unique and, in
general, the discretized dynamics does not feature exact
local conservation laws [25]. Here, we consider a special,
yet very natural, decomposition introduced in Refs. [36,37]
that preserves integrability. It is defined by the repeated
application of the unitary operator UðτÞ ¼ UeðτÞUoðτÞ
with

UoðτÞ¼
YL=2
n¼1

V2n;2nþ1ðτÞ; UeðτÞ¼
YL=2
n¼1

V2n−1;2nðτÞ; ð2Þ

and

Vn;nþ1ðτÞ ¼ e−i
τ
4
½σxnσxnþ1

þσynσ
y
nþ1

þΔðσznσznþ1
−1Þ�; ð3Þ

where τ ∈ R is the Trotter step. The continuous evolution is
recovered in the limit e−iHt ¼ limM→∞Uðt=MÞM.
For finite t=M ¼ τ, we a have brickwork quantum circuit

(cf. Fig. 1) that can be thought of as a discrete dynamics
generated by the Floquet operator UðτÞ. The latter is
integrable: although UðτÞ is not generated by a local
Hamiltonian, it features an extensive number of local
and quasilocal conserved operators, or “charges,” that
can be constructed using a standard transfer-matrix
approach [36–38]. For small τ, the charges may be thought
of as a deformation of those of the Eq. (1) Hamiltonian.
More precisely, for each charge Qk, with ½Qk;H� ¼ 0, we
have two new operators: Q̃�

k ðτÞ with ½Q̃�
k ðτÞ; UðτÞ� ¼ 0.

The charges Q̃�
k ðτÞ break the single-site translation sym-

metry T , which map one onto the other, T Q̃�
k ðτÞT † ¼

Q̃∓
k ðτÞ, whereas both UðτÞ and Q̃�

k ðτÞ are invariant under a
shift of two sites, T 2. The first pair of such charges,

Q�
1 ≕ H̃�ðτÞ ¼

X
j

h�2j;2jþ1;2jþ2ðτÞ; ð4Þ

map to the Eq. (1) Hamiltonian, i.e., H̃�ðτÞ → H in the limit
τ → 0. Here, h�2j;2jþ1;2jþ2 is an operator supported over three
neighboring spins; cf. [46] for the exact expression.
The quench protocol.—Most existing works studying

integrable Trotterizations focus on transport [36,37].
Instead, here we are interested in the quench dynamics
from simple initial states for which linear response theory
does not apply (see also [38,55] ). It is natural to consider
states respecting the two-site translation symmetry of the
brickwork circuit UðτÞ. Specifically, here we consider a
quench from the Néel state

jΨ0i ¼ j01i ⊗ j1i2 ⊗ � � � ⊗ j0iL−1 ⊗ j1iL; ð5Þ

where j0ix, j1ix are the basis elements of the space at
position x. Importantly, this state breaks both translation
symmetry T and spin-flip symmetry S but is invariant
under their joint action. As discussed later, this is the key
ingredient for the occurrence of the transition: the latter
occurs for all initial states with the same symmetry
properties under T and S.
We will be interested in the thermodynamic limit, and

focus on local observables at late times after the quench,
namely,

OxðτÞ≔ lim
t→∞

lim
L→∞

hΨ0j½U†ðτÞ�t=τOxUðτÞt=τjΨ0i; ð6Þ

where Ox is an operator with support at position x.
Quantum quenches in the model [Eq. (1)] have been
studied extensively in the continuous-time limit. It is

FIG. 1. Asymptotic local magnetization jσzjðτÞj as a function of
the Trotter step τ, after a quench from the Néel state. σzjðτÞ,
defined in Eq. (6), is zero for the continuous dynamics and up to a
threshold value τth. For τ > τth, the dGGE changes abruptly, and
the asymptotic local magnetization depends nontrivially on τ.
Symbols correspond to the results of analytic computations at
special values of τ (cf. the main text).
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known that the expectation values [Eq. (6)] are captured by
a GGE [39,40], generalizing the thermal Gibbs density
matrix: it is the ensemble maximizing the entropy such
that expectation values of the charges match those in the
initial state. This construction straightforwardly extends to
the discrete dynamics [Eq. (2)] and defines the dGGE.
Obtaining a quantitative description of the GGE is a
notoriously difficult problem [56], which has been
solved only in some cases for continuous-time evolution.
As our first main result, we will generalize the tools
developed in theory of quantum quenches in integrable
models [41,56–58] and provide an analytic description of
the dGGE for the Néel state [Eq. (5)] (as explained later,
our techniques apply to a broader class of initial states).
Before proceeding, we recall some basic facts about the
Floquet operator [Eq. (2)].
The quasiparticle picture.—The spectrum of the Floquet

operator UðτÞ can be found analytically via the Bethe
ansatz [59–61]. Here, we present the aspects that are
directly relevant for us, and refer to Refs. [46,59] for more
detail. Introducing the parameters [37]

γ ¼ arccos ½sinðΔτ=2Þ=sinðτ=2Þ�; ð7aÞ

x ¼ i arcsinh½sinðγÞ tanðτ=2Þ�; ð7bÞ

there are two cases. First, if γ ¼ iη, with η ∈ R, then x ∈ R
and H̃�ðτÞ in Eq. (4) are gapped. Conversely, if γ ∈ R, then
x is purely imaginary, and H̃�ðτÞ are gapless. We will refer
to these cases as gapped and gapless, respectively, although
we stress that H̃�ðτÞ does not generate the dynamics, i.e.,
UðτÞ ≠ e−iτH̃

�ðτÞ. The spectrum of UðτÞ is organized into
sectors labeled by the number of “magnons” M—namely,
M is the quantum number associated with the conserved
operator M̂ ¼ P

jð1 − σzjÞ=2. The eigenstates are parame-

trized by sets of complex numbers fpjgMj¼1, satisfying the
quantization conditions [59]

�
fþx ðpiÞ
f−x ðpiÞ

�L
2 ¼

Ym
k≠j

sinh ðpj − pk þ iγÞ
sinh ðpj − pk − iγÞ ; ð8Þ

where f�x ðpÞ¼ sinh½pþ iðx=2Þ� iðγ=2Þ�sinh½p− iðx=2Þ�
iðγ=2Þ�. Physically, pj are related to the quasimomenta λj,
or “rapidities,” of the quasiparticles: we have λj ¼ pj ∈ R
and λj ¼ ipj ∈ ½−π=2; π=2� in the gapless and gapped
regimes, respectively. When x ¼ 0, Eq. (8) coincides with
the standard Bethe equations for the model [Eq. (1)]. In this
case, we have a simplification in the thermodynamic limit
L;M→∞, with the densityD¼M=L kept fixed: the string
hypothesis [62] states that the rapidities organize them-
selves into sets of n elements forming a “string,” which is
interpreted as a bound state of n quasiparticles. Each one is

associated with a string center λ, corresponding to the
bound-state quasimomentum. Accordingly, macrostates are
described by the functions ρnðλÞ: in a large volume L,
LρnðλÞdλ yields the number of n-quasiparticle bound states
with rapidities in the interval ½λ; λþ dλ� [62]. Analogously
to the case of free quantum gases, one also introduces the
distribution function ρhnðλÞ for the quasiparticles’ “holes,”
i.e., the allowed values of the rapidities that are not
occupied [62]. In the following, we will assume that the
string hypothesis also holds for x ≠ 0, extending this
thermodynamic description to the discrete dynamics [63].
The dGGE.—In order to provide a quantitative descrip-

tion of the dGGE, we compute exactly the corresponding set
of functions ρnðλÞ and ρhnðλÞ. This is a hard problem that, in
the continuous-time limit, was first solved in Refs. [64–67]
via the so-called quench-action approach [56,68]. Here, we
follow a different strategy, developed in Refs. [58,69–71],
that can be applied analytically for certain classes of
“integrable” initial states [58,72]. It is based on the study
of the so-called quantum transfer matrix, generating a
suitably defined space-time rotated dynamics [58,73].
This approach can be naturally extended to the setting of
discrete dynamics consisted here. This step, however, is
technical and we report it in the SupplementalMaterial [46];
see also [74]. Here, we simply present the final result of our
analysis.
The structure of the solution depends on the value of γ.

For definiteness, let us consider the gapped regime γ ¼ iη,
with η ∈ R, which holds for small τ. Introducing the
standard notation [62] ηnðλÞ ¼ ρhnðλÞ=ρnðλÞ, we derive
the following analytic expression for the dGGE:

η1ðλÞ ¼ −1þ ½1þ aðλ − iη=2Þ�½1þ 1=aðλþ iη=2Þ�; ð9Þ

where

aðλÞ ¼ sinð2λþ iηÞ
sinð2λ− iηÞ

sinðλ− x=2− iηÞ
sinðλþ x=2þ iηÞ

sinðλ− x=2Þ
sinðλþ x=2Þ ; ð10Þ

while ηnðλÞ for n > 1 are defined by

ηnþ1ðλÞ ¼ −1þ ηnðλþ iη=2Þηnðλ − iη=2Þ
1þ ηn−1ðλÞ

ð11Þ

with η0ðλÞ≡ 0. Equations (9)–(11) are our first main
results.
For a given solution ηnðλÞ of the above equations, one

can obtain the functions ρnðλÞ via the following integral
equations:

ρnðλÞ½1þ ηnðλÞ� ¼ aðx=2Þn ðλÞ −
X∞
m¼1

ðanm � ρmÞðλÞ; ð12Þ

which are obtained from the thermodynamic limit of
Eq. (8) [46]. Here, ðf � gÞðλÞ ≔ R π=2

−π=2 dμfðμ − λÞgðμÞ,
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while we introduced the notation fðxÞðλÞ ¼ ½fðλþ xÞþ
fðλ − xÞ�=2, and defined

anmðλÞ ¼ ð1 − δnmÞajn−mjðλÞ þ 2ajn−mjþ2ðλÞ
þ � � � þ 2anþm−2ðλÞ þ anþmðλÞ; ð13Þ

withanðλÞ¼π−1sinhðnηÞ=½coshðnηÞ−cosð2λÞ�. Equation (12)
can be solved numerically by standard iterative approaches
[62]. An example of the solution is reported in Fig. 2 for
different values of τ.
Similar analytic solutions can be obtained from any of

the integrable states of the XXZ Hamiltonian [58]. These
include, among others, all product states jΨ0i ¼ jψi⊗L=2,
where ¼ jψi is an arbitrary two-qubit state. The derivation
is nontrivial, and will be reported elsewhere [74].
The Trotter transition.—Equations (9)–(11) describe the

dGGE in the gapped phase, corresponding to Δ > 1 and
small τ. When the Trotter step is increased beyond the
threshold value

τthðΔÞ ¼
2π

Δþ 1
; ð14Þ

the system enters the gapless regime, and the solution for γ
in Eq. (7a) becomes real. [75]. This phase persists up to
τ¼ 2π=Δ, after which further phase transitions appear [46].
We will restrict our work to this first gapless phase, but
similar analyses can be carried out in the other cases.
The structure of the quasiparticle spectrum in the gapless

regime is complicated [59]. Similarly to the Hamiltonian
case [62], however, simplifications occur at the special
points γ=π ∈ Q known as roots of unity. In this case, the
string hypothesis still holds, but there are a finite number
Nb < ∞ of bound-state types. They are described by the
distribution functions fρnðλÞgNb

n¼1, with λ ∈ ð−∞;∞Þ, sat-
isfying a suitable modification of Eq. (8) [46]. For these
values of γ, we are able to extend our results [Eqs. (9)–(11)],
and obtain the distribution functions ρnðλÞ corresponding to
the dGGE [46].

The quasiparticle description of the dGGE thus changes
abruptly for τ > τthðΔÞ. An important question, however, is
whether this transition is visible in the correlation func-
tions. One can expect this to be the case because the
distribution functions ρnðλÞ completely specify the expect-
ation values of local operators [76–79]. In order to identify
which observables could detect the transition, we leverage
the results of Refs. [36,37], studying the structure of
conservation laws for the discrete dynamics [Eq. (2)].
There, it was found that at the root-of-unity points the
system displays additional conservation laws breaking the
spin-flip symmetry. This suggests that the transition should
be visible in the late-time limit σzjðτÞ, as defined in Eq. (6).
Because of the symmetries of the initial state, σz2jðτÞ ¼

−σz2jþ1ðτÞ, so that σzjðτÞ coincides with the intensive value
of the staggered magnetization. In order to compute it,
we exploit the microcanonical interpretation of the
dGGE [68], in which ρnðλÞ are seen as the rapidity
distribution functions of a typical eigenstate in the ensem-
ble. Considering the known finite-size formula for the
expectation value of σz2k in an eigenstate of a suitable XXZ
transfer matrix with arbitrary inhomogeneities [80,81], and
specializing it to our case, we find [46]

hfλjgjσz2kjfλjgi ¼ 1þ 2wTG−1v: ð15Þ

Here, jfλjgi is a normalized eigenstate of the Floquet

operator UðτÞ and we introduced the Gaudin matrix Gij ¼
Lδij½aðx=2Þ2 ðλiÞ −

P
k a2ðλi − λjÞ=L� þ a2ðλi − λjÞ together

with the two vectors wi ¼ 1 and vi ¼ −a2ðλi − x=2Þ. The
expectation value of σz2k in the dGGE is finally obtained by
taking the thermodynamic limit of Eq. (15), assuming that
the rapidities distribute according to ρnðλÞ. In the gapped
regime, this yields [46]

σzjðτÞ ¼ 1 − 2
X∞
n¼1

n
Z

π=2

−π=2
dλ½1þ ηnðλÞ�−1beffn ðλÞ; ð16Þ

where we defined beffn ðλÞ as the solution to the equation
beffn ðλÞ ¼ bnðλÞ −

P
m½anm � ð1 þ ηmÞ−1beffm �ðλÞ, while

bnðλÞ ¼ anðλ − x=2Þ. An analogous expression can be
derived in the gapless regime for root-of-unity points [46].
Plugging the exact rapidity distribution functions of the

dGGE into Eq. (16), we obtain an analytic prediction for
the asymptotic staggered magnetization. For τ < τthðΔÞ, we
find σzjðτÞ≡ 0. We note that, in the continuous-time limit,
this simply follows from the fact that the initial state has
zero magnetization and from the late-time restoration of
translation symmetry [82]. For τ > τthðΔÞ, we find
σzjðτÞ ≠ 0. An example of our data is reported in Fig. 1,
showing a clear transition at τthðΔÞ. We have tested our
predictions against infinite time-evolving block decimation
numerical calculations [46,83], as reported in Fig. 3. The

FIG. 2. dGGE quasiparticle distribution functions ρnðλÞ for
n ¼ 1, 2 and different values of τ in the gapped phase. The
functions are symmetric with respect to λ ¼ 0, and the plot only
shows the region ½0; π=2�.
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plots are consistent with a vanishing value of σzjðτÞ for
τ < τthðΔÞ, while they show very good agreement with our
analytic result at the values of τ corresponding to root-of-
unity points. These quantitative predictions for σzjðτÞ are the
second main result of our work.
Since we only study rational γ=π, we cannot provide

predictions for all τ > τthðΔÞ. In practice, the numerical
evaluation of σzjðτÞ in the gapless phase becomes harder as
the number of strings Nb increases. This is why we report
only a finite number of points in Fig. 1. In general, it
appears that σzjðτÞ → 0 in a nonanalytic way as τ → τthðΔÞ.
In fact, our data may be consistent with a nowhere
continuous dependence of σzjðτÞ on τ. This behavior would
be analogous to that of the so-called Drude weight [84,85]
characterizing transport in the gapless XXZ chain, both in
the continuous- [86–88] and discrete-time setting [37]. We
leave the study of the full dependence of σzjðτÞ on τ as an
interesting open question.
Our predictions were derived for the Néel state, but, as

anticipated before, they hold far more generally. Indeed, the
underlying mechanism for the transition is a sudden change
in the structure of the conserved charges: for τ > τthðτÞ
additional charges breaking spin-flip symmetry appear.
This immediately implies that all the states with the same
properties of the Néel state with respect to one-site shift and
spin-flip symmetry show the same phenomenology [46].
Namely, any quench from an initial state jΨ0i breaking T
and S individually, but preserving the combined symmetry

T S, displays a discontinuous behavior in the staggered
magnetization.
Finally, we comment on the dependence of our results on

the choice Δ > 1. It is easy to see that for 0 < Δ < 1, a
transition still takes place at the Trotter step [Eq. (14)], but
σzjðτÞ is identically zero above τthðΔÞ, rather then below it.
The points Δ ¼ 0 and Δ ¼ 1 are special, since in this
case the system remains in the gapless regime for all τ.
For Δ ¼ 0 the dynamics maps to free fermions, and can
be studied exactly, as we show in the Supplemental
Material [46]. Conversely, the case Δ ¼ 1 requires a
dedicated analysis, which we leave for future research [74].
Outlook.—Our work opens several directions. First, our

quasiparticle description of the dGGE lays the basis to
study entanglement dynamics at large space-time scales,
extending the results of Refs. [89,90] to the discrete setting.
Similarly, it also paves the way to the application of the
so-called generalized hydrodynamic theory [91,92] to
integrable quantum circuits. Using these tools, it would
be particularly interesting to understand how the Trotter
transitions studied here affect the coarse-grained dynamics
of entanglement and local observables.
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