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Abstract—In this paper, we consider a beyond-5G multiple-
input multiple-output (MIMO) joint sensing and communication
(JSC) system where the base stations (BSs) act as monostatic
radars by exploiting the signal transmitted to the user equipments
(UEs) through a multi-beam radiation pattern. This generates
a trade-off between the two functionalities, which should be
investigated. This work aims to show the benefits of tracking
algorithms to the root mean squared error (RMSE) of an
object’s position estimation by reserving only a small fraction
of the transmitted power for sensing. First, we compare the
performance obtained with several tracking algorithms, such as
the cubature Kalman filter (CKF), Gaussian mixture cardinalized
probability hypothesis density (GMCPHD) and particle filter
(PF), by varying the radar cross-section (RCS) of the object and
the power devoted to sensing. Then, we consider a scenario where
multiple monostatic JSC systems cooperate to improve the target
position estimate accuracy via data fusion performed by tracking
algorithms. Numerical results show that all tracking methods
improve sensing performance under typical wireless communi-
cation scenarios and that cooperative sensing through data fusion
boosts the whole system’s performance significantly, allowing the
network designer to save resources for communication.

I. INTRODUCTION

For the next generation of wireless networks, many emerg-
ing functionalities are envisioned, some of which are not
simply auxiliary capabilities but essential services. One is the
ability to perform sensing via radio frequency (RF) signals
enabled by the evolution toward higher frequency bands and
larger antenna arrays. Such functionality will support a variety
of applications, such as autonomous driving, urban traffic
monitoring, assisted living, imaging of a room, and many
others [1]. Among the many applications, safety in industrial
environments is an emerging area where sensing may represent
a technology pillar. In this scenario, the exceptionally high
density of internet of things (IoT) devices and base stations
(BSs) envisioned in 6G systems paves the way to accurate and
reliable localization, e.g., to monitor human-robot cooperation
tasks [2]. Furthermore, with the development of mmWave and
massive multiple-input multiple-output (MIMO) technology, it
has become possible not only to achieve very high capacity

This work has been carried out in the framework of the CNIT National
Laboratory WiLab and the WiLab-Huawei Joint Innovation Center.

links and reduced latencies for communication users through
spatial multiplexing but also to perform very accurate direction
of arrival (DoA) and direction of departure (DoD) estimation
and moving target tracking, to address emerging communica-
tion challenges, e.g., beam management [3]. In [4], the authors
proposed a predictive beam tracking approach in vehicular
scenarios for the extended target case using joint sensing and
communication (JSC). Through beam tracking, it is possible
to maintain high-quality links by accurately estimating the
direction of the desired target [5]. However, to ensure that
a system can simultaneously communicate and sense the
environment, it is necessary to devote part of its physical and
virtual resources to sensing tasks. For these reasons, this work
aims to address the analysis of a JSC system to evaluate the
key parameters that govern the performance of a data fusion
tracking system. In particular, the main contributions are the
following:

• We consider a MIMO multibeam JSC system based
on orthogonal frequency division multiplexing (OFDM)
modulation operating at mmWave, where a fraction of the
power is used for the sensing beam.

• We evaluate the performance of three different tracking
algorithms, cubature Kalman filter (CKF), particle filter
(PF), and Gaussian mixture cardinalized probability hy-
pothesis density (GMCPHD) filter, and we compare their
performance with the target positioning error without
tracking.

• We analyze the algorithms’ dependence on the key pa-
rameters (distance r, radar cross-section (RCS). σRCS,
and fraction of power for sensing ρ).

• We propose using tracking algorithms to perform non-
linear data fusion, and we compare their performance.

Throughout this paper, capital boldface letters denote ma-
trices, lowercase bold letters indicate vectors, and

∥∥·∥∥
p

stands
for the p-norm operator. The paper is organized as follows.
In Section II, the monostatic configuration and the proposed
JSC system are described. Section III introduces the tracking
algorithms and fusion strategies adopted. In Section IV, the
performance of tracking and data fusion strategies are evalu-
ated. Conclusions are drawn in Section V.978-1-6654-5975-4/22/$31.00 ©2022 IEEE



Figure 1: An industrial scenario enabled by a JSC network where multibeam
MIMO BSs have monostatic sensing capability and cooperate via data fusion
for enhanced target (robot) localization. Data fusion can be performed at the
edge by the FC.

II. SYSTEM MODEL AND ESTIMATION TECHNIQUES

In this work, a JSC network consisting of monostatic MIMO
BSs, which cooperate through a fusion center (FC) to perform
target localization is considered and depicted in Fig. 1. In
the proposed system, each BS consists of a transmitter (Tx)
with NT antenna elements and of a receiver (Rx) with NR

antenna elements belonging to a uniform linear array (ULA),
whose elements are equally spaced of half-wavelength, i.e.,
d = λ/2 with λ = c/fc, where c is the speed of light,
and fc is the carrier frequency. In particular, we consider a
multibeam system, where the transmitted signal is used both
for communication and sensing, with a communication beam
fixed toward the user while the sensing beam tracks the target.
The communication system transmits a 5G new radio (NR)
waveform with M OFDM symbols and K active subcarriers
to a user equipment (UE) in the cell [6].1 The baseband signal
transmitted by the nth antenna can be written as

bn(t) =

M−1∑
m=0

(
K−1∑
k=0

x̃
(m)
n,k e

j2π k
T t

)
u(t−mTs) (1)

where x̃
(m)
n,k is the complex modulation symbol transmitted to

the UE in the mth OFDM symbol and kth subcarrier, mapped
through digital precoding, u(t) is the pulse shape, ∆f = 1/T
is the subcarrier spacing, and Ts is the total OFDM symbol
duration.

A. Joint Waveform
Building on our previous works [7], [8], at the Tx, the

complex modulation symbols x(m)
k are mapped at each antenna

through a digital precoder wT ∈ CNT×1, to obtain the
transmitted vector x̃

(m)
k = wTx

(m)
k ∈ CNT×1. In particular,

we consider a multibeam system where the power of the signal
to be transmitted is split between communication and sensing
through a factor ρ ∈ [0, 1], namely, the total available power is
in part exploited to perform radar tasks and in part directed to
the UE. Therefore, the transmitting beamformer (BF) vector
wT can be written as [9]

wT =
√
ρwT,s +

√
1− ρwT,c (2)

1Without loss of generality, we consider one user (e.g., a person) that differs
from the targets (e.g., a robot) as depicted in Fig. 1. However, while the
sensing beam tracks a target, the UE may change according to the multiple
access rule established for communication.

where wT,c and wT,s are the communication and the sensing
BF vectors, respectively. The latter are defined as [6]

wT,c =

√
PTGa

T

NT
acT(θT,c), wT,s =

√
PTGa

T

NT
acT(θT,s) (3)

where Ga
T is the transmit array gain along the beam steering

direction (where such a gain is maximum), PTG
a
T is the effec-

tive isotropic radiated power (EIRP), aT(θT,c) ∈ CNT×1 and
aT(θT,s) ∈ CNT×1 are the steering vectors for communication
and sensing, respectively [8].

The sensing system operates in two steps: first, a discovery
phase, where the system detects the targets while it is scanning
the environment, is performed; then, the second step consists
of a tracking phase, where the system is aware of the target
position and velocity and can illuminate it with the sensing
beam.

The sensing functionality aims at estimating the range,
Doppler, and DoA of the target; such estimates will be
denoted with the term measurements in the following. The
system performs measurements with a sampling rate fs (in
measurements per second) and for each sensing direction,
a predetermined number of OFDM symbols Ms < M is
acquired by the Rx, which will be used for range and speed
estimation. The vector ỹ(m)

k ∈ CNR×1 of the received symbols
at each antenna, after OFDM demodulation, is given by

ỹ
(m)
k = H

(m)
k x̃

(m)
k + ñk (4)

where H
(m)
k ∈ CNR×NT is the channel matrix for the

mth OFDM symbol and the kth subcarrier, and ñk ∼
CN(0, σ2

NINR).
2 Considering L point target reflections, the

channel matrix can be written as

H
(m)
k =

L∑
l=1

αle
j2πmTsfD,le−j2πk∆fτlaR(θl)a

T
T(θl) (5)

where τl, fD,l, θl, and aR(θl) are the round-trip delay, the
Doppler shift, the DoA, and the array response vector at
the receiver for sensing of the lth target, respectively. The
complex amplitude αl = |αl| ejϕl in (5) includes phase shift
and attenuation along the lth propagation path. Starting from
(4), by performing spatial combining through the receiving
BF vector, wR = acR(θR,s), we have the received symbols
y
(m)
k = wT

Rỹ
(m)
k . The OFDM symbols collected in each

direction are used to estimate range, Doppler, and DoA of
the target.

B. Sensor-Target-Sensor Path

DoA, range, and velocity estimates depend on the signal-
to-noise ratio (SNR) at the Rx. In line-of-sight (LOS) propa-
gation conditions, at a given array element from the lth path
illuminated by the sensing beam, the SNR can be defined as

SNRl = ρ · γl ·
PTG

a
TGRc

2σRCS,l

(4π)3f2
c d

4
lN0K∆f

(6)

2We do not consider self-interference due to imperfect TX–RX isolation as
this aspect is out of the paper scope.



where dl is the distance of the lth point target, with RCS
σRCS,l, from the BS, GR is the single element antenna gain at
the Rx, N0 is the one-sided noise power spectral density (PSD)
at each antenna element, and γl = |AF(θT,s − θl)|2 ∈ [0, 1].
The normalized array factor at the Tx, AF(θ), is taken into
account to consider the imperfect alignment between the target
DoA and the sensing direction; when θl = θT,s then γl = 1.
When convenient, by normalizing the received symbols after
the fast Fourier transform (FFT) in the OFDM receiver to unit
power, (6) reduces to SNRl = 1/σ2

N.

C. Measurements Performed by Monostatic Sensors

The estimation methods are performed for each sensing
direction in which Ms OFDM symbols are collected. Starting
from the vector of the received symbols ỹ(m)

k , MUltiple SIgnal
Classification (MUSIC) is performed to obtain the DoA esti-
mate. Furthermore, for the range-Doppler profile evaluation,
first, starting from the received symbols obtained after spatial
combining, a division is performed to remove the unwanted
data symbols [10], i.e., u

(m)
k = y

(m)
k /x

(m)
k . Note that u

(m)
k

contains, for each target, two complex sinusoids whose fre-
quencies are related to fD,l and τl. Next, a periodogram can
be computed to estimate range and speed of the target as
[10], [11]. This periodogram represents the range-Doppler map
where distance and velocity resolutions depend on the 5G NR
parameters, i.e., number of OFDM symbols, number of active
subcarriers, subcarrier spacing, and OFDM symbol duration.

In this paper, we consider the position estimation extracted
by the sensors using DoA and range, ignoring the velocity.
The range resolution provided by the system is thus [10]

∆r =
c

2∆fKp
(7)

with Kp the smallest power of two greater than K.
Without loss of generality, in the following we focus on one

target (different from the UE), hence L = 1.

III. TRACKING ALGORITHMS AND DATA FUSION

This section provides a brief review of the algorithms used
for target tracking. Over the years, several algorithms have
been proposed to address the tracking task [12]–[16]. Bayesian
filtering theory is one of the most successful approaches to
implementing target tracking. This framework is based on
predicting the target state probability density function (p.d.f.)
in a time instant t from that at the instant t− 1, and updating
the predicted distribution with the measurements collected at
the time instant t:

pt−1(st−1|Z1:t−1) → pt|t−1(st|Z1:t−1) → pt(st|Z1:t)

where st stands for the target state vector at the instant t,
Z1:t−1 represent the set of measurements acquired from the
instant 1 to the instant t − 1, and p(·) stands for the p.d.f.
function. Prior and posterior distributions derived with the
Bayesian approach [12], [17] assume the following form:

pt|t−1(st|Z1:t−1) =

∫
ft|t−1(st|s)pt−1(s|Z1:t−1) ds (8)

pt(st|Z1:t) =
gt(Zt|st)pt|t−1(st|Z1:t−1)∫
gt(Zt|s)pt:t−1(s|Z1:t−1) ds

(9)

where ft|t−1(st|s) stands for the process model, and gt(Zt|s)
represents the measurement model. In a large set of problems,
measurement and process models are described by non-linear
transformations, the noise has a non-Gaussian distribution,
and prior and posterior have complex distributions to track.
For these reasons, three different strategies to handle such an
issue are considered in the following, namely CKF, PF, and
GMCPHD filter.

A. Cubature Kalman Filter

In this solution, the prior distribution is sampled in some
predefined positions (sigma points), which are then propagated
with the prediction and update equations. Subsequently, the
mean and covariance of the sigma points are evaluated, and the
posterior is approximated with a Gaussian distribution with the
estimated mean and covariance [18]–[20]. In CKF the sigma
points are selected as

ξ
(i)
t = ŝt +

√
D (P

1
2
t )i, ξ

(i+D)
t = ŝt −

√
D (P

1
2
t )i (10)

where ξ
(i)
t is the ith sigma point (with i ∈ [1, D] with step

of 1), ŝt is the expected value of the random variable st, D
is the distribution dimensionality and Pt is the covariance
matrix of st.3 All the sigma points are equally weighted, with
weights wi = 1

2D . The main advantage of this technique is
the absence of hyper-parameters to set. However, growing the
dimensionality, the sigma points diverge from the mean value
of the distribution, increasing the estimation error. Moreover,
sigma points methods cannot handle strong non-linearity in
the sampled distribution. To implement data fusion with CKF,
we modified the measurement equation to hold a set of
measurements coming from different sensors and map them
in the state vector.

B. Particle Filter

Through this approach, the target state distribution is esti-
mated with a set of weighted particles. Each particle is then
propagated to the next step with the process equation and
updated with the measurement equation [21], [22]. In this case,
the posterior distribution pt(st|Zt) is approximated by

pt(st|Zt) =

Np∑
q=1

w
(q)
t δ(st − s

(q)
t ) (11)

where Np represent the number of particles, t and q are the
time and particle index respectively, w(q)

t is the qth particle
weight at time t, and δ(st−s

(q)
t ) is a delta function centred in

the particle coordinates s
(q)
t . The particles weights w

(q)
t have

the scope to handle the measurement model behaviour, and
are updated as follows:

w
(q)
t = w

(q)
t−1gt(Zt|st). (12)

3(P
1
2
t )i represent the ith column of the matrix P

1
2
t .
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Figure 2: Tracking algorithm performance, varying the distance r and the radar cross-section σRCS, with fraction of power ρ = 0.1.

The algorithm proceeds updating the particle position with the
process model equation and the weights with the measurement
model equation. To prevent weights drift, the sequential im-
portance re-sampling strategy is implemented, setting all the
weights to w

(q)
t = 1

Np
when the number of effective particles

Ne = 1/
∑Np

q=1

(
w

(q)
t

)2
goes below a certain threshold N (min)

e .
This strategy usually presents better accuracy by increasing the
number of particles at the cost of computational complexity.
The particle weights are updated with measurements from all
sensors in the data fusion setup.

C. Gaussian Mixture Probability Hypothesis Density Filter

In this case, the prior and posterior distributions are approx-
imated with a Gaussian mixture [23], i.e., a weighted sum of
Gaussian functions as

pt(st|Zt) =

M∑
r=1

wrN(µr,Σr) (13)

where wr is the rth weight, and N(µr,Σr) the ith Gaussian
distribution with mean value µr and covariance Σr. Each
Gaussian function is then propagated to the next step and
updated with the measurement equation. The GMCPHD filter
also propagates the cardinality of the targets, resulting in a
more stable estimation of the number of targets. This strategy
represents a flexible tool that usually presents high accuracy in
a wide set of tracking problems [14]. The principal parameters
involved in the filter are the following: M is the Gaussian
mixture order, C(max) stands for the maximum targets set car-
dinality detectable, ν and ζ represent the pruning and merging
thresholds respectively, and PD and PS stand for the detection
and survival probability, respectively. The main issues with
this approach are the model’s linearization (which increases
the error when the target or sensor behaviors are strongly
non-linear) and the wide set of parameters. To implement data
fusion with GMCPHD with a single target it is enough to force
C(max) = 1, in order to evaluate the most likely target position
among all the possible hypotheses.

IV. NUMERICAL RESULTS

In this section, two different scenarios are evaluated. Firstly,
we consider a single JSC monostatic sensor with a target

(object) moving on a circumference at a fixed distance from
the sensor. A 5G NR signal compliant with 3GPP Technical
Specification in [24] is considered. The system operates with
fc = 28GHz, with subcarrier spacing ∆f = 120 kHz,
bandwidth equal to 400MHz, NT = NR = 50 antennas
(which corresponds to a beamwidth equal to 5.3°), the EIRP
is set to 43 dBm, and the noise PSD is N0 = 4 · 10−20 W/Hz.
For each sensing direction, K = 3168 active subcarriers and
Ms = 112 OFDM symbols are acquired out of the M = 1120
symbols of the 5G frame. The RCS is modeled according to a
Swerling I distribution with mean value σRCS, which is varied
in the range σRCS ∈ [1, 6]m2 (with 1m2 step). The radius of
the object trajectory varies in the range r ∈ [30, 80]m with
10m step, to evaluate the performance at different distances,
with a constant tangential velocity of v = 12m/s. The
sensor collects measurements (range and angle) at a rate
fs = 100Hz and the number of measurement acquired along
the trajectory is K = 500. The system is tested with two
different values of the fraction of transmit power devoted to
sensing, i.e., ρ ∈ [0.1, 0.5]. Secondly, the algorithms are tested
in a data fusion setting, where measurements are gathered
by 3 sensors (S1, S2, S3), and fused by the algorithms, as
described in Section III, to enhance the sensing performance.
In this scenario, depicted in Fig. 4a, the target starts from the
position (12.50, 21.65)m highlighted with a black dot, and
moves accordingly to a clockwise circular uniform motion,
with tangential velocity v = 12m/s and radius r = 25m. The
monostatic sensors are represented with colored squares, and
measurements related to each sensor are reported with dots
of the same color. The ground truth trajectory is reported in
black. In this case the mean RCS σRCS = 1m2, and power
fraction ρ = 0.1 are fixed. The sensor has a sampling rate
fs = 100Hz and the number of measurement acquired is
K = 1300. The sensing performance is evaluated by the root
mean squared error RMSE =

(∑K̂
t=1

∥∥st− s̃t
∥∥2
2
/K̂
)1/2

where
K̂ is the number of measurement considered, and st and s̃t
are the true and estimated target states at the time instant t,
respectively. In Fig.4b, to evaluate the root mean squared error
(RMSE) evolution over the time, we consider the last K̂ = 20
measurements.

For all the algorithms, the state vector dimensionality is
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Figure 3: Tracking algorithm performance, varying the distance r, the fraction of power ρ, and the radar cross-section σRCS.

D = 2, the measurement noise covariance matrix R =
diag(0.5, 0.5)m2, and the process noise covariance matrix
Q = diag(0.01, 0.01)m2. These covariance matrices reflect
the simulated measurement error and the target model in the
specific scenario and parameters setting. In the measurement
model we considered to directly evaluate the target position,
and for the process model we use a constant velocity model.
In the PF, the number of particles is Np = 1000 and the
minimum number of effective particle is N (min)

e = 600. In the
GMCPHD filter, the probability of detection is PD = 0.99, the
probability of survival is PS = 0.99, the maximum Gaussian
order M is set equal to 100, the maximum cardinality C(max)
is set to 1, pruning and merging thresholds are ν = 3 and
ζ = 10−5, respectively.

A. Impact of Range and Radar Cross-Section

In this section, we analyze the impact of the distance
between target and sensor and the target RCS, which affect
the SNR of the signal received by the sensor. In Fig. 2, the
RMSE error varying the distance r, the mean RCS σRCS and
the tracking algorithm adopted, is reported for ρ = 0.1. All
tracking algorithms are beneficial in reducing the RMSE of
target position estimation, especially in harsh conditions, i.e.,
when r is larger than 50m or the mean RCS σRCS is smaller
than 4m2. The algorithms that exhibit the highest performance
are the GMCPHD filter and the PF. The first one presents
the best performance on average, but the PF achieves lower
RMSE when the conditions are extremely unfavorable; this is
due to its capability to handle non-linear dependencies in the
posterior distribution.

B. Sensing/Communications Trade-off via ρ

To highlight the influence of the fraction of power ρ on
the sensing performance, Fig. 3 shows the RMSE of position
estimation with ρ = 0.1 (solid curves), and ρ = 0.5 (dashed
curves). The average RCS σRCS is also varied between 1m2

to 5m2. As it can be seen, in the most challenging scenario
where the fraction of power ρ is low, e.g., ρ = 0.1, tracking
algorithms can significantly increase the sensing range and

the sensing capability to localize weak targets. Also, from
Fig. 3 it is possible to appreciate that GMCPHD filter has
the best performance in general, but PF performs better in
a scenario with low SNR of the target (6). For example,
when σRCS = 1m2 and ρ = 0.1 the RMSE is 1m at
r = 44m without tracking, and at 63m with GMCPHD
tracking with a significant increase of 43% of sensing range.
On the communication side, the theoretical spectral efficiency
is η = log2(1 + (1 − ρ)SNRc), where SNRc represents the
communication SNR when ρ = 0, i.e., when the overall
transmit power is reserved for communication. Hence, for
SNRc = 10 dB, the spectral efficiency is η = 3.32 bit/s/Hz
when ρ = 0.1, while increasing ρ to 0.5, the spectral efficiency
reduces by 22% to η = 2.59 bit/s/Hz.

C. Data Fusion from Multiple Monostatic Sensors

In the multi-sensor scenario reported in Fig. 4a, we focused
on the performance evaluation of the tracking algorithms when
used for data fusion as presented in Section III. Fig. 4 shows
the RMSE evolution over time, i.e., along the trajectory. As
a benchmark, the mean track reported in red is evaluated by
averaging the measurements gathered by the 3 monostatic sen-
sors and evaluating the RMSE between them and the ground
truth. As we can see, CKF reduces the RMSE with respect
to the benchmark strategy, but the performance of PF and
GMCPHD filter produce much better results. The oscillation
particularly present in the PF is due to the approximation of
the measurement model; they can be reduced by increasing
process noise but at the expense of lower accuracy. In Fig. 4c,
the performance of the algorithms is evaluated considering the
measurements from only one sensor at a time (cyan, magenta,
and yellow bars) and compared with the performance obtained
by fusing the data from the 3 sensors (green bar). It can be
noticed that data fusion leads to a considerable performance
improvement, which results in a RMSE reduction by a factor
of 3 when using the PF and 4 when using the cardinalized
probability hypothesis density (CPHD) filter.
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Figure 4: a) Scenario configuration. b) RMSE evolution over the time. c) RMSE with single sensors and data-fusion solutions.

V. CONCLUSION

This work presented the investigation of the benefit of
tracking algorithms to reduce the estimation error in a beyond-
5G JSC system with monostatic sensing. Tracking is also used
as a means of non-linear data fusion when the target is visible
from multiple BSs. The performance is evaluated in different
scenarios varying the target RCS, the target distance to the
BS, and the fraction of power adopted for sensing. Numerical
results show that GMCPHD leads to very good performance in
general, but PF exhibits better performance in scenarios with
reduced SNR. Finally, it is shown that fusing data from a set
of sensors allows for achieving better performance than the
scenario with a single sensor, emphasizing the network’s vital
role in collecting measurements in a distributed manner.
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