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Quantum optimal transport with quan-

tum channels

Giacomo De Palma and Dario Trevisan

Abstract. We propose a new generalization to quantum states of the
Wasserstein distance, which is a fundamental distance between proba-
bility distributions given by the minimization of a transport cost. Our
proposal is the first where the transport plans between quantum states
are in natural correspondence with quantum channels, such that the
transport can be interpreted as a physical operation on the system. Our
main result is the proof of a modified triangle inequality for our trans-
port distance. We also prove that the distance between a quantum state
and itself is intimately connected with the Wigner-Yanase metric on the
manifold of quantum states. We then specialize to quantum Gaussian
systems, which provide the mathematical model for the electromagnetic
radiation in the quantum regime. We prove that the noiseless quantum
Gaussian attenuators and amplifiers are the optimal transport plans be-
tween thermal quantum Gaussian states, and that our distance recovers
the classical Wasserstein distance in the semiclassical limit.
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1. Introduction

Optimal transport theory [1–3] is the study of the optimal transportation of
resources and has now become a fundamental part of functional analysis with
continuously growing applications. Indeed, optimal transport theory provides
novel tools to tackle fundamental problems such as:

● the study partial differential equations, by interpreting many evolution
equations as gradient flows with respect to transport-induced metrics
[4];
● geometric analysis, with quantitative isoperimetric inequalities [5] and
synthetic notions of Ricci curvature bounds [6, 7];
● stochastic analysis in infinite dimensions [8];
● random combinatorial optimization problems [9];
● statistics and machine learning [10].

In its original formulation [11], the optimal transport problem looks for
the cheapest way to transport a source mass distribution onto a target one. In
mathematical terms, source and target are modelled via probability measures
µ, ν in R

n, and the cost of transporting a unit of mass from a position x to
a position y is a given function c(y, x), whose most common choice is of the
form c(y, x) = ∣y − x∣p for some p > 0. The assignment from the source µ to
the target ν can be modelled as a “transport map” f ∶ Rn → R

n such that
for every open set A ⊆ Rn

∫
A
dν(x) = ∫

f−1(A)
dµ(x) , (1)

where f−1(A) is the preimage of A. The overall transportation cost associated
to f is then

C(f) = ∫
Rn

c(f(x), x)dµ(x) , (2)

and any minimizer f∗ of such a cost is called an optimal transport map.
The existence of a transport map f satisfying (1) is in general not guaran-
teed. For example, f does not exist if µ and ν have support on finite sets
with different number of points. This crucial issue was solved by relaxing the
problem [12], introducing the so-called “transport plans” or couplings, i.e.,
probability measures π on the product Rn×Rn such that their first and second
marginal laws are respectively µ and ν. We denote with C(µ, ν) the set of such
couplings. Any transport map f induces the coupling π(y, x) = δy=f(x) µ(x),
but other coupling always exist, e.g., the product measure π = ν ⊗ µ.
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From the disintegration theorem [13, Volume II, Section 10.6], we can
associate to each coupling π a stochastic map φ that assigns to each x in
the support of µ the probability measure φ(⋅∣x) on R

n such that for any
measurable function ψ ∶ Rn ×Rn → R

∫
Rn×Rn

ψ(y, x)dφ(y∣x)dµ(x) = ∫
Rn×Rn

ψ(y, x)dπ(y, x) , (3)

i.e., dφ(y∣x) is the conditional probability distribution of y given x induced
by π. The stochastic map φ sends a probability measure ρ defined on the
support of µ to the probability measure on R

n

φ(ρ) = ∫
Rn

φ(⋅∣x)dρ(x) . (4)

We notice that from (3), φ(µ) = ν.
The cost associated to the coupling π is

C(π) = ∫
Rn×Rn

c(y, x)dπ(y, x) , (5)

and the optimal transport cost is given by

W (µ, ν)2 = inf
π∈C(µ,ν)

C(π) . (6)

The optimal transport problem is now relaxed to a linear optimization prob-
lem that under mild regularity assumptions always admits a solution. In
special cases, one can a posteriori prove that an optimal coupling is in fact a
transport map, the most notable case being that of c(y, x) = ∣y−x∣2, when µ is
absolutely continuous [14]. In fact, with the same cost, the square root of the
associated optimal transport cost provides a distance on the space of proba-
bility measures, commonly denotedW (µ, ν) and called Wasserstein distance,
which induces a Riemannian metric on the manifold of probability measures
on R

n and whose geometric properties play an essential role in many of the
applications mentioned above [4–9].

1.1. Our contribution

There have been two recent proposals to generalize the Wasserstein dis-
tance to the quantum setting. The first proposal by Carlen, Maas, Datta and
Rouzé [15–21] is built on the equivalent dynamical definition of the Wasser-
stein distance provided by Benamou and Brenier [22], which assigns a length
to each path of probability measures that connects the source with the target.
The key property of this proposal is that the resulting quantum distance is
induced by a Riemannian metric on the manifold of quantum states, and the
quantum generalization of the heat semigroup is the gradient flow of the von
Neumann entropy with respect to this metric. This quantum generalization
of the Wasserstein distance has been shown to be intimately linked to both
entropy and Fisher information [19], and has led to determine the rate of con-
vergence of the quantum Ornstein-Uhlenbeck semigroup [16,23]. The second
proposal by Golse, Mouhot, Paul and Caglioti [24–29] arose in the context of
the study of the semiclassical limit of quantum mechanics and is built on the
definition of the Wasserstein distance through couplings (5). This distance
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was the key element to prove that the mean-field limit of quantum mechanics
is uniform in the semiclassical limit [24], and has been employed as a cost
function to train the quantum counterpart of deep generative adversarial net-
works [30, 31]. In the following, we will refer to this distance as the GMPC
distance.

A fundamental property of the classical transport plans is that they are
in one-to-one correspondence with stochastic maps, and this correspondence
provides the operational interpretation of the Wasserstein distance as the
distance associated to a physical operation that is performed on the system
of interest. The mathematical model for the physical operations that can be
performed on a quantum system are the quantum channels, which are the
completely-positive and trace-preserving linear maps on the set of trace-class
operators on the Hilbert space of the quantum system, and are the quantum
counterpart of the stochastic maps [32–35]. We propose a new quantum gen-
eralization of the Wasserstein distance that builds on the GMPC distance
and has the key property that the associated set of quantum transport plans
is in a one-to-one correspondence with the set of quantum channels. Our
proposal is the first that has this property, which allows for the operational
interpretation of quantum transport plans as physical operations performed
on the quantum system.

Our main result is that our quantum generalization of the Wasserstein
distance satisfies a modified triangle inequality (Theorem 2), whose validity
for the GMPC distance is not known. Our distance shares with the GMPC
distance the peculiar property of being nonzero even for coinciding quantum
states, and we prove that our distance between a quantum state and itself
is intimately connected to the Wigner-Yanase metric on the set of quantum
states [36, 37]. We then focus on quantum Gaussian systems, which provide
the mathematical model for the electromagnetic radiation in the quantum
regime. Quantum Gaussian systems play a central role in quantum informa-
tion, since photons traveling through optical fibers provide the main platform
for quantum key distribution and one of the most promising platforms for
quantum computation [38–40]. We prove that the optimal transport plans
between thermal quantum Gaussian states are noiseless quantum Gaussian
attenuators or amplifiers, which model the attenuation of electromagnetic sig-
nals traveling through optical fibers and their optimal amplification, respec-
tively (Theorem 3). We also show that the distance between generic states is
convex with respect to mixing with a beamsplitter (Theorem 4) and subad-
ditive with respect to the addition of classical noise (Theorem 5). Moreover,
we prove that our distance between a state of a quantum Gaussian system
and itself satisfies a Stam inequality (Theorem 8). Finally, we prove that
our distance recovers the classical Wasserstein distance in the semiclassical
limit. Specifically, our distance is lower bounded by the Wasserstein distance
between the Husimi Q representations of the quantum states (Theorem 7),
and if the quantum states are semiclassical, it is also upper bounded by
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the Wasserstein distance between their Glauber-Sudarshan P representations
(Theorem 6).

The paper is structured as follows. In section 2, we present our defi-
nition of quantum transport plans and show that they are in a one-to-one
correspondence with quantum channels. In section 3, we define our quantum
Wasserstein distance and prove that it satisfies a modified triangle inequality,
and in section 4 we show the connection with the Wigner-Yanase metric. In
subsection 5.1 we introduce quantum Gaussian systems, in subsection 5.2 we
determine the optimal transport plans between thermal quantum Gaussian
states, and in subsection 5.3 we study the semiclassical limit of the quantum
Wasserstein distance. We conclude in section 6. We prove in Appendix A
some results that are needed to deal with Hilbert spaces with infinite di-
mension and unbounded operators, and Appendix B contains the proof of an
auxilary lemma.

2. Quantum transport plans and quantum couplings

2.1. Preliminaries

LetH be a separable Hilbert space and let L(H) be the set of linear operators
on H. Let B(H) be the set of bounded linear operators on H, let

T1(H) = {X ∈ B(H) ∶ TrH√X†X <∞} (7)

be the set of trace-class operators on H, and let

S(H) = {ρ ∈ T1(H) ∶ ρ ≥ 0, TrHρ = 1} (8)

be the set of the quantum states of H, which are the quantum counterpart
of the classical probability measures. The quantum counterparts of the sto-
chastic maps are the quantum channels, which are the completely-positive
and trace-preserving linear maps on T1(H). We recall that a linear map Φ is
positive if it preserves the set of nonnegative operators in T1(H) and com-
pletely positive if the linear map Φ⊗ In acting on T1 (H⊗C

n) is positive for
any n ∈ N [35]. Quantum channels preserve the set of quantum states even
when they are applied only to a subsystem, and all the linear maps with this
property are quantum channels.

Let

T2(H) = {X ∈ B(H) ∶ ∥X∥22 = TrH [X†X] <∞} (9)

be the set of the Hilbert-Schmidt operators on H. T2(H) is a Hilbert space
if equipped with the hermitian product

⟨⟨X ∣∣Y ⟩⟩ = TrH [X† Y ] , X, Y ∈ T2(H) . (10)

Let H∗ be the Hilbert space of continuous linear functionals on H.

Definition 1 (transpose). For anyX ∈ L(H), let XT be the linear operator
on H∗ given by

XT ⟨φ∣ = ⟨φ∣X , ⟨φ∣ ∈ H∗ . (11)
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Proposition 1 ( [41,42]). H⊗H∗ is canonically isometric to T2(H) through
the linear extension of the map

∣ψ⟩⊗ ⟨φ∣ ↦ ∣ψ⟩⟨φ∣ , ∣ψ⟩ ∈H, ⟨φ∣ ∈H∗ . (12)

We will make an extensive use of the following properties:

Lemma 1 ( [41, 42]). For any X ∈ T2(H) and any A, B ∈ L(H) such that

AXB ∈ T2(H) we have

(A⊗BT ) ∥X⟩⟩ = ∥AXB⟩⟩ . (13)

Lemma 2. For any X ∈ T2(H) we have

TrH∗ ∣∣X⟩⟩⟨⟨X ∣∣ =XX† , TrH∣∣X⟩⟩⟨⟨X ∣∣ = (X†X)T . (14)

A purification of a quantum state ρ ∈ S(H) is a pure quantum state
γ ∈ S(H⊗K), where K is a separable Hilbert space, such that

TrK γ = ρ . (15)

The Hilbert space K can always be chosen to be H∗:

Definition 2 (canonical purification [35]). The canonical purification of
a quantum state ρ ∈ S(H) is ∥√ρ⟫⟪√ρ∥ ∈ S (H⊗H∗).
2.2. Quantum transport

We start defining our notion of quantum transport plan as the quantum
counterpart of the classical stochastic map φ defined in (3).

Definition 3 (quantum transport plan). For any ρ, σ ∈ S(H), the set
M(ρ,σ) of quantum transport plans from ρ to σ is the set of the quantum
channels Φ ∶ T1(supp ρ)→ T1(H) such that Φ(ρ) = σ.

GMPC associate to any ρ, σ ∈ S(H) the set of quantum couplings

CGMPC(ρ,σ) = {Π ∈ S(H2 ⊗H1) ∶ TrH2
Π = ρ , TrH1

Π = σ} , (16)

where H1,2 are two copies of H [24]. With this definition, there is no straight-
forward way to associate a quantum transport plan to a quantum coupling.

We propose a new definition of quantum coupling that admits a one-
to-one correspondence with quantum transport plans. First, we associate to
any quantum transport plan Φ ∈M(ρ,σ) the quantum state of H⊗H∗

ΠΦ = (Φ⊗ IT1(H∗)) (∥√ρ⟫⟪√ρ∥) . (17)

We get from Lemma 2

TrH∗ [∥√ρ⟫⟪√ρ∥] = ρ , TrH [∥√ρ⟫⟪√ρ∥] = ρT , (18)

therefore
TrHΠΦ = ρT , TrH∗ΠΦ = σ . (19)

Definition 4 (quantum coupling). In view of (19), we associate to any
ρ, σ ∈ S(H) the set of quantum couplings

C(ρ,σ) = {Π ∈ S(H⊗H∗) ∶ TrHΠ = ρT , TrH∗Π = σ} . (20)
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Remark 1. If the partial transpose on H∗ of Π ∈ C(ρ,σ) is positive semi-
definite, it belongs to CGMPC(ρ,σ). Moreover, if the partial transpose on H1

of Π′ ∈ CGMPC(ρ,σ) is positive semi-definite, it belongs to C(ρ,σ). Therefore,
the quantum couplings of C(ρ,σ) with positive partial transpose are in a
one-to-one correspondence with the quantum couplings of CGMPC(ρ,σ) with
positive partial transpose. On the contrary, the couplings of C(ρ,σ) with non-
positive partial transpose do not have any counterpart in CGMPC(ρ,σ), and
vice-versa.

Remark 2. A definition of quantum coupling very similar to Definition 4 has
been proposed in [43], where a coupling between ρ and σ is defined as a
quantum state of H⊗2 with marginals ρ and σT , where σT is the quantum
state of H whose density matrix is the transpose of the density matrix of σ
in a given basis.

Remark 3. The quantum coupling associated to the trivial transport plan of
ρ onto itself is the canonical purification of ρ:

ΠI = ∥√ρ⟫⟪√ρ∥ . (21)

Unless ρ is a pure state, the partial transpose of this coupling is not positive.
Therefore, this coupling does not have any counterpart in CGMPC(ρ, ρ).

The following Proposition 2 proves that our quantum couplings are in
a one-to-one correspondence with the quantum transport plans.

Proposition 2. For any ρ, σ ∈ S(H), the map Φ ↦ ΠΦ defined by (17) is a

bijection betweenM(ρ,σ) and C(ρ,σ).
Proof. Let us prove that the map is surjective. Let Π ∈ C(ρ,σ), and let

Π =
∞∑
n=0

pn ∣∣An⟩⟩⟨⟨An∣∣ (22)

be an orthonormal eigendecomposition of Π as a linear operator on the Hilbert
space T2(H), where the series converges in the trace norm. Since Π ∈ C(ρ,σ),
we get from Lemma 2

∞∑
n=0

pnA
†
nAn = ρ ,

∞∑
n=0

pnAnA
†
n = σ , (23)

where both series converge in the trace norm.We define for anyX ∈ T1(suppρ)
ΦΠ(X) = ∞∑

n=0
pnAn ρ

− 1

2 X ρ−
1

2 A†
n ∈ T1(H) . (24)

The series in (24) converges in the trace norm since for any N ∈ N
N∑
n=0

pn ∥An ρ
− 1

2 X ρ−
1

2 A†
n∥

1
≤

N∑
n=0

pnTr [An ρ
− 1

2 ∣X ∣ρ− 1

2 A†
n]

= Tr [∣X ∣ N∑
n=0

pn ρ
− 1

2 A†
nAn ρ

− 1

2 ] ≤ ∥X∥1 , (25)
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where the last inequality follows from (23). The map ΦΠ defined in (24)
is linear and completely positive, and from (22) it is trace preserving and
satisfies ΦΠ(ρ) = σ, hence ΦΠ ∈ M(ρ,σ). Moreover, if Π has degenerate
spectrum, ΦΠ does not depend on the choice of the eigenvectors of Π in (22).

Indeed, for any X ∈ T1(suppρ) such that ∥ρ− 1

2 X ρ−
1

2 ∥
∞
<∞ we have

ΦΠ(X) = TrH∗ [(IH ⊗ (ρ− 1

2 X ρ−
1

2 )T)Π] . (26)

Since ΦΠ is completely positive and trace preserving, it is continuous with
respect to the trace norm, hence ΦΠ(X) does not depend on the choice of
the eigenvectors for any X ∈ T1(supp ρ). With the help of Lemma 1 we have

ΠΦΠ
=
∞∑
n=0

pn (An ρ
− 1

2 ⊗ IH∗) ∥√ρ⟫⟪√ρ∥ (ρ− 1

2 A†
n ⊗ IH∗)

=
∞∑
n=0

pn ∥An⟫⟪An∥ = Π , (27)

hence the map Φ↦ ΠΦ is surjective.

Let us show that it is also injective. Let Φ, Φ′ ∈ M(ρ,σ) such that
ΠΦ = ΠΦ′ = Π. Recalling the definition (17) of ΠΦ, for any X ∈ T1(supp ρ)
such that ∥ρ− 1

2 X ρ−
1

2 ∥
∞
<∞ we have

ΦΠ(X) = Φ(TrH∗ [(IH ⊗ (ρ− 1

2 X ρ−
1

2 )T) ∥√ρ⟫⟪√ρ∥])
= Φ(TrH∗ [∥X ρ−

1

2⟫⟪ρ 1

2 ∥]) = Φ(X) , (28)

where the second equality follows from Lemma 1. Since ΦΠ is continuous with
respect to the trace norm, we get ΦΠ(X) = Φ(X) for any X ∈ T1(supp ρ),
hence ΦΠ = Φ. Analogously we get ΦΠ = Φ′, hence Φ = Φ′. ◻

3. Quantum transport cost and quantum Wasserstein

distance

Given a set {R1, . . . , RN} of self-adjoint operators on H, which we call
quadratures, we propose the following operational definition of the trans-
port cost associated to the transport plan Φ applied to the quantum state
ρ. We build N copies of the quantum state ΠΦ defined in (17), and for each
i = 1, . . . , N we measure Ri on the H subsystem and RT

i on the H∗ subsys-
tem of the i-th copy, getting the outcomes ri and r

′
i, respectively. We define

the transport cost as the expectation value of ∑N
i=1 (ri − r′i)2 over the above

protocol. This cost has a simple expression in terms of the quantum transport
plan:

Definition 5 (quantum transport cost). Let Π be a quantum state of
H⊗H∗ whose eigenvectors all belong to the domain of each Ri⊗IH∗−IH⊗R

T
i .
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We define the cost associated to Π as

C(Π) = N∑
i=1

TrH⊗H∗ [(Ri ⊗ IH∗ − IH ⊗R
T
i )Π (Ri ⊗ IH∗ − IH ⊗R

T
i )] . (29)

Remark 4. Let Π′ be a quantum state of H⊗2 whose eigenvectors all belong
to the domain of each Ri ⊗ I− I⊗Ri. GMPC define the cost associated to Π′

as

CGMPC(Π′) = N∑
i=1

TrH⊗2 [(Ri ⊗ I − I⊗Ri)Π′ (Ri ⊗ I − I⊗Ri)] . (30)

Let TH∗ denote the partial transposition on H∗. Let Π ∈ C(ρ,σ) be such that
ΠTH∗ ≥ 0. Then, ΠTH∗ ∈ CGMPC(ρ,σ), and C(Π) = CGMPC (ΠTH∗ ).
Remark 5. We define the cost operator

C =
N∑
i=1
(Ri ⊗ IH∗ − IH ⊗R

T
i )2 . (31)

Whenever CΠ ∈ T1(H⊗H∗), the cost of Π can also be expressed as

C(Π) = TrH⊗H∗ [CΠ] . (32)

Definition 6 (energy). Let A be a self-adjoint operator on H and let ρ ∈
S(H) be a quantum state with eigendecomposition ρ = ∑∞i=0 pi ∣ψi⟩⟨ψi∣. We
define the energy of ρ with respect to A as

EA(ρ) = ∞∑
i=0
pi ∥A∣ψi⟩∥2 ∈ [0,∞] (33)

if every ∣ψi⟩ belongs to the domain of A, and EA(ρ) =∞ otherwise.
We define the energy of ρ with respect to the quadratures R1, . . . , RN

as

E(ρ) = ER1
(ρ) + . . . +ERN

(ρ) . (34)

For the sake of a simpler notation, we will refer to (34) simply as the energy
of ρ.

Remark 6. If ρ = ∣ψ⟩⟨ψ∣ is pure, then EA(ρ) = ∥A∣ψ⟩∥2 if ∣ψ⟩ belongs to the
domain of A, EA(ρ) =∞ otherwise.

Remark 7. If A ∈ B(H), then AρA ∈ T1(H) and we have

TrH [AρA] = ∞∑
i=0
pi ∥A∣ψi⟩∥2 = EA(ρ) <∞ . (35)

Lemma 3. Let ρ be a quantum state with finite energy. Then, Ri ρRi ∈ T1(H)
for any i = 1, . . . , N .

Proof. Let

ρ =
∞∑
n=0

pn ∣ψn⟩⟨ψn∣ (36)
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be an eigendecomposition of ρ. We have

TrH [Ri ρRi] = ∞∑
n=0

pn ∥Ri∣ψn⟩∥2 <∞ , (37)

and the claim follows. ◻

Proposition 3. Let ρ, σ ∈ S(H) have finite energy. Then, any plan Π ∈
C(ρ,σ) has finite cost.

Proof. See subsection A.3. ◻

Definition 7 (swap transposition). Let Γ be an operator on H⊗H∗. ΓT

is an operator on H∗ ⊗ H. We define ΓST to be the operator on H ⊗ H∗

associated to ΓT through the canonical identification between H∗ ⊗H and
H⊗H∗.

The swap transposition provides a canonical identification between C(ρ,σ)
and C(σ, ρ):
Proposition 4. For any Π ∈ C(ρ,σ), we have ΠST ∈ C(σ, ρ), and the two

couplings have the same cost.

As in the classical case, we define the square Wasserstein distance as
the minimum transport cost:

Definition 8 (quantum Wasserstein distance). We define for any ρ, σ ∈
S(H)

D(ρ,σ)2 = inf
Π∈C(ρ,σ)

C(Π) . (38)

Remark 8. From Proposition 4, D(ρ,σ) =D(σ, ρ).
Remark 9. Definition 8 is completely analogous to the GMPC definition of
distance

DGMPC(ρ,σ)2 = inf
Π′∈CGMPC(ρ,σ)

CGMPC(Π′) . (39)

As in the classical case, the quantum Wasserstein distance is additive
with respect to the tensor product:

Proposition 5 (additivity with respect to tensor product). Let H1

and H2 be Hilbert spaces with quadratures R1
1, . . . , R

1
N1

and R2
1, . . . , R

2
N2

,

respectively, and let R1
1 ⊗ IH2

, . . . , R1
N1
⊗ IH2

, IH1
⊗R2

1, . . . , IH1
⊗R2

N2
be the

quadrature operators of H =H1 ⊗H2. Then, for any ρ1, σ1 ∈ S(H1) and any

ρ2, σ2 ∈ S(H2) with finite energy,

D(ρ1 ⊗ ρ2, σ1 ⊗ σ2)2 =D(ρ1, σ1)2 +D(ρ2, σ2)2 . (40)



Quantum optimal transport with quantum channels 11

Proof. We have for any Π ∈ C(ρ1 ⊗ ρ2, σ1 ⊗ σ2) with finite cost

C(Π) = N1∑
i=1
E

R1

i
⊗IH2

⊗IH∗−IH⊗R1

i

T⊗I
H∗

2

(Π)
+

N2∑
i=1
E

IH1
⊗R2

i
⊗IH∗−IH⊗IH∗

1

⊗R2

i

T (Π)
= C1 (TrH2⊗H∗2Π) +C2 (TrH1⊗H∗1Π) ≥D(ρ1, σ1)2 +D(ρ2, σ2)2 , (41)

where we have used that TrH2⊗H∗2Π ∈ C(ρ1, σ1) and TrH1⊗H∗1Π ∈ C(ρ2, σ2).
Conversely, for any Π1 ∈ C(ρ1, σ1) and Π2 ∈ C(ρ2, σ2), we have that

Π = Π1 ⊗Π2 ∈ C(ρ1 ⊗ ρ2, σ1 ⊗ σ2), hence
D(ρ1 ⊗ ρ2, σ1 ⊗ σ2)2 ≤ C(Π) = C1(Π1) +C2(Π2) . (42)

Taking the infimum of the right-hand side of (42) over Π1 ∈ C(ρ1, σ1) and
Π2 ∈ C(ρ2, σ2) we get

D(ρ1 ⊗ ρ2, σ1 ⊗ σ2)2 ≤D(ρ1, σ1)2 +D(ρ2, σ2)2 , (43)

and the claim follows. ◻

Theorem 1. For any ρ, σ ∈ S(H) with finite energy and any Π ∈ C(ρ,σ),
C(Π) ≥ 1

2
(C (∥√ρ⟫⟪√ρ∥) +C (∥√σ⟫⟪√σ∥)) . (44)

Proof. We consider the case N = 1, the extension to generic N being straight-
forward. Let

Π =
∞∑
n=0

pn ∥Xn⟫⟪Xn∥ (45)

be an eigendecomposition of Π as a linear operator on the Hilbert space
T2(H). Since ρ and σ have finite energy, from Proposition 3 Π has finite cost.
We then have

C(Π) = TrH⊗H∗ [(R⊗ IH∗ − IH ⊗R
T )Π (R⊗ IH∗ − IH ⊗R

T )]
=
∞∑
n=0

pn ∥(R⊗ IH∗ − IH ⊗R
T ) ∥Xn⟫∥2 (a)=

∞∑
n=0

pn ∥[R, Xn]∥22
(b)≥

∞∑
n=0

pnTrH [R (X†
nXn +XnX

†
n)R −√X†

nXnR

√
X

†
nXnR

−

√
XnX

†
nR

√
XnX

†
nR]

(c)= TrH [R (ρ + σ)R]
−

∞∑
n=0

pnTrH [√X†
nXnR

√
X

†
nXnR −

√
XnX

†
nR

√
XnX

†
nR] ,

(46)
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where (a) follows from Lemma 1, (b) follows from Lemma 7 of Appendix B
and (c) follows since

ρ = (TrHΠ)T = ∞∑
n=0

pnX
†
nXn , σ = TrH∗Π =

∞∑
n=0

pnXnX
†
n , (47)

where both series converge in the trace norm. Lieb’s concavity theorem [44]
implies

∞∑
n=0

pnTrH [√X†
nXnR

√
X

†
nXnR] ≤ TrH [√ρR√ρR] ,

∞∑
n=0

pnTrH [√XnX
†
nR

√
XnX

†
nR] ≤ TrH [√σR√σR] , (48)

therefore

C(Π) ≥ TrH [R (ρ + σ)R −√ρR√ρR −√σR√σR]
= 1

2
(∥[R, √ρ]∥22 + ∥[R, √σ]∥22)

= 1

2
(C (∥√ρ⟫⟪√ρ∥) +C (∥√σ⟫⟪√σ∥)) , (49)

where we have used Lemma 1 again, and the claim follows. ◻

The fundamental consequence of Theorem 1 is that the identity channel
is the optimal plan to transport a quantum state on itself.

Corollary 1 (trivial transport). For any ρ ∈ S(H) with finite energy, the

optimal plan to transport ρ onto itself is the identity channel and

D(ρ, ρ)2 = C (∥√ρ⟫⟪√ρ∥) . (50)

We can define the composition of quantum transport plans through the
composition of the associated quantum channels. The possibility of composing
quantum transport plans allows us to prove the following modified triangle
inequality for the quantum Wasserstein distance.

Theorem 2 (modified triangle inequality). For any ρA, ρB, ρC ∈ S(H)
with finite energy,

D(ρA, ρC) ≤D(ρA, ρB) +D(ρB, ρB) +D(ρB, ρC) . (51)

Proof. It is sufficient to prove the thesis for quantum states with finite di-
mensional support and obtain the general case as a limit by Theorem 9 and
Remark 11 of Appendix A.

For the sake of a simpler notation, we consider ρA, ρB and ρC as
operators on the Hilbert spaces HA, HB and HC , respectively (each of
which is canonically isomorphic to H). Let ΦA→B ∈M(ρA, ρB) and ΦB→C ∈
M(ρB, ρC), such that

ΦA→C = ΦB→C ○ΦA→B ∈M(ρA, ρC) . (52)
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Let also

ΠBA∗ = ΠΦA→B
∈ C(ρA, ρB) ,

ΠCB∗ = ΠΦB→C
∈ C(ρB, ρC) ,

ΠCA∗ = ΠΦA→C
∈ C(ρA, ρC) . (53)

We have

ΠCA∗ = (ΦB→C ⊗ IT1(H∗A)
) (ΠBA∗) = TrB∗ [(IHC

⊗ΨTB
BA∗) (ΠCB∗ ⊗ IH∗

A
)]

= ⟪√ρB∥ (ΨCB∗ ⊗ΨBA∗) ∥√ρB⟫ , (54)

where TB denotes the partial transposition on HB, ∥√ρB⟫ ∈HB ⊗H
∗
B and

ΨCB∗ = (IHC
⊗ ρ

−T

2

B )ΠCB∗ (IHC
⊗ ρ

−T

2

B ) ,
ΨBA∗ = (ρ− 1

2

B ⊗ IH∗
A
)ΠBA∗ (ρ− 1

2

B ⊗ IH∗
A
) , (55)

where ρ−1B is defined as the Moore–Penrose inverse [45] of ρB, which is identi-
cally zero on the orthogonal of the support of ρB and is equal to the inverse
of ρB on its support. We notice that ρ−1B is bounded since ρB has finite rank.

We consider the case of one quadrature operator R, i.e., N = 1, the
extension to generic N being straightforward. Let RA, RB and RC be the
operatorR acting onHA,HB andHC , respectively. We have from the triangle
inequality for the Hilbert norm

D(ρA, ρC) ≤√TrCA∗ [(RC −R
T
A
)ΠCA∗ (RC −R

T
A
)]

=
√
TrCA∗ [⟪√ρB∥ (RC −R

T
A
)ΨCB∗ ΨBA∗ (RC −R

T
A
) ∥√ρB⟫]

= ∥√ΨCB∗ΨBA∗ (RC −R
T
A) ∥√ρB⟫∥

≤ ∥√ΨCB∗ΨBA∗ (RC −RB) ∥√ρB⟫∥
+ ∥√ΨCB∗ ΨBA∗ (RB −R

T
B) ∥√ρB⟫∥

+ ∥√ΨCB∗ ΨBA∗ (RT
B −R

T
A) ∥√ρB⟫∥

=
√
TrCB∗ [(RC −R

T
B
)ΠCB∗ (RC −R

T
B
)]

+

√
TrBA∗ [(RB −R

T
A
)ΠBA∗ (RB −R

T
A
)]

+ ∥ (RB −R
T
B) ∥√ρB⟫∥, (56)

and the claim follows taking the infimum over ΠBA∗ ∈ C(ρA, ρB) and ΠCB∗ ∈
C(ρB, ρC). ◻

4. Connection with the Wigner-Yanase metric

Let H be a Hilbert space with finite dimension. The Wigner-Yanase metric
[36, 37] is the Riemannian metric g on the manifold of quantum states of H
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given by

gρ(X,Y ) = 4⟪X∥(√ρ⊗ IH∗ + IH ⊗
√
ρ
T )−2 ∥Y ⟫ (57)

for any ρ ∈ S(H) and any tangent vectors X and Y at the point ρ.
The following Proposition 6 connects the quantum Wasserstein square

distance between a quantum state and itself with the Wigner-Yanase square
norms of the tangent vectors induced by the commutators with the quadra-
tures.

Proposition 6 (Wasserstein – Wigner-Yanase connection). For any

ρ ∈ S(H),
D(ρ, ρ)2 = 1

4

N∑
i=1
gρ (i [Ri, ρ] , i [Ri, ρ]) . (58)

Proof. With the help of Lemma 1, we have for any i = 1, . . . , N
gρ (i [Ri, ρ] , i [Ri, ρ]) = −4TrH [[Ri,

√
ρ]2]

= 4⟪√ρ∥ (Ri ⊗ IH∗ − IH ⊗R
T
i )2 ∥√ρ⟫ , (59)

and the claim follows. ◻

5. The Wasserstein distance for quantum Gaussian

systems

We now specialize to quantum Gaussian systems, which provide the mathe-
matical model for the electromagnetic radiation in the quantum regime. Here
we will just give a brief introduction to the required formalism. For a more
comprehensive presentation of quantum Gaussian systems and their applica-
tions in quantum information, the reader can consult Refs. [38, 39, 46–49].

5.1. Introduction to quantum Gaussian systems

The Hilbert space of a quantum Gaussian system is H = L2(Rm), i.e., the
Hilbert space of m harmonic oscillators. Let Q1, . . . , Qm and P1, . . . , Pm

be the position and momentum operators of the m modes, which act on a
wavefunction ψ ∈ L2(Rm) as

(Qiψ)(q) = qi ψ(q) , (Piψ)(q) = −i ∂
∂qi

ψ(q) (60)

and satisfy the canonical commutation relations

[Qi, Pj] = i δij IH , [Qi, Qj] = [Pi, Pj] = 0 , i, j = 1, . . . , m . (61)

It is useful to define the quadratures

R1 =Q1 , R2 = P1 , . . . , R2m−1 = Qm , R2m = Pm , (62)

which satisfy the commutation relations

[Ri, Rj] = i∆ij IH , i, . . . , j = 1, . . . , 2m, (63)
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where

∆ = m⊕
k=1
( 0 1
−1 0

) (64)

is the symplectic form. We also define the ladder operators

ai = Qi + iPi√
2

, i = 1, . . . , m , (65)

satisfying the commutation relations

[ai, a†
j] = δij IH , [ai, aj] = [a†

i , a
†
j] = 0 , i, j = 1, . . . , m . (66)

The first moments of a quantum state ρ are the expectation values of
the quadratures

ri = Tr [Ri ρ] , i = 1, . . . , 2m, (67)

and its covariance matrix is

σij = 1

2
Tr [{Ri − ri IH, Rj − rj IH}ρ] , i, j = 1, . . . , 2m, (68)

where {X, Y } =X Y + Y X (69)

is the anticommutator. From the Robertson-Heisenberg uncertainty principle,
the covariance matrix of any quantum state satisfies [47]

σ ≥ ± i
2
∆ . (70)

A fundamental class of states of quantum Gaussian systems is the class
of quantum Gaussian states. They are the Gibbs thermal states of quadratic
Hamiltonians, and they are the easiest states to prepare in the laboratory. For
this reason, they play a key role in several quantum information protocols,
e.g., in protocols for quantum key distribution, quantum teleportation or for
communication of classical information [39, 46, 47].

Definition 9 (quantum Gaussian state). A quantum Gaussian state ofH
is a quantum state proportional to the exponential of a quadratic polynomial
in the quadratures:

ρ ∝ exp
⎛⎝−12

2m∑
i, j=1
(Ri − ri IH)hij (Rj − rj IH)⎞⎠ , (71)

where r ∈ R2m and h is a strictly positive 2m × 2m real matrix. A quan-
tum Gaussian state is completely determined by its first moments and its
covariance matrix: for any r ∈ R2m and any symmetric 2m × 2m real matrix
σ satisfying (70), there exists a unique quantum Gaussian state with first
moments r and covariance matrix σ.

H∗ is the Hilbert space of the quantum Gaussian system with m modes
and quadratures RT

1 , . . . , R
T
2m, which satisfy the commutation relations

[RT
i , R

T
j ] = −i∆ij IH∗ . (72)
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H⊗H∗ is the Hilbert space of a quantum Gaussian system with 2m modes,
and a quantum Gaussian state of H⊗H∗ is a quantum state proportional to
the exponential of a quadratic polynomial in Ri and R

T
i .

A special class of quantum Gaussian states are the thermal quantum
Gaussian states, for which both the covariance matrix and the matrix h in
(71) are proportional to the identity. The thermal quantum Gaussian state
with zero temperature is the vacuum state ∣0⟩⟨0∣, which is the projector onto
the ground state ∣0⟩ of the photon-number Hamiltonian

H = 1

2

2m∑
i=1
(R2

i −
IH

2
) ; (73)

its covariance matrix is 1
2
I2m.

The quantum Gaussian unitary operators are the unitary operators that
preserve the set of quantum Gaussian states. The main quantum Gaussian
unitary operators are the displacement operators, the beamsplitter and the
squeezing. For any z ∈ Cm, the displacement operator

D(z) = exp(m∑
i=1
(zi a†

i − z
∗
i ai)) (74)

is the unitary operator that acts on the ladder operators as [50]

D(z)† aiD(z) = ai + zi IH . (75)

The beamsplitter and the squeezing are the quantum counterparts of the
classical linear mixing of random variables, and are the main transformations
in quantum optics. Let A and B be m-mode quantum Gaussian systems
with Hilbert spaces HA and HB and ladder operators a1 . . . am and b1 . . . bm,
respectively. The beamsplitter of transmissivity 0 ≤ η ≤ 1 is implemented by
the unitary operator

U(η) = exp(arccos√η m∑
i=1
(a†

ibi − b
†
iai)) , (76)

and performs a linear rotation of the ladder operators [46, Section 1.4.2]:

U(η)† aiU(η) =√η ai +√1 − η bi ,

U(η)† biU(η) = −√1 − η ai +
√
η bi , i = 1, . . . , m . (77)

We define for any 0 ≤ η ≤ 1 and any ρ ∈ S (HA ⊗HB)
Bη(ρ) = TrB [U(η)ρU(η)†] . (78)

The squeezing [50] of parameter κ ≥ 1 is implemented by the unitary operator

U(κ) = exp(arccosh√κ m∑
i=1
(a†

ib
†
i − ai bi)) , (79)
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and acts on the ladder operators as

U(κ)† aiU(κ) =√κai +√κ − 1 b†i ,
U(κ)† biU(κ) =√κ − 1a†

i +
√
κbi , i = 1, . . . , m . (80)

Quantum Gaussian channels are the quantum channels that preserve
the set of quantum Gaussian states, and provide the mathematical model for
the attenuation and the noise that affect electromagnetic signals traveling
through optical fibers and for their amplification. The most important fam-
ilies of quantum Gaussian channels are the quantum Gaussian attenuators
and amplifiers. The noiseless quantum Gaussian attenuator Eη [51, case (C)
with k = √η and N = 0] models the attenuation affecting electromagnetic
signals traveling through optical fibers or free space and can be implemented
mixing the input state ρ with the vacuum state through a beamsplitter of
transmissivity 0 ≤ η ≤ 1:

Eη(ρ) = Bη(ρ⊗ ∣0⟩⟨0∣) . (81)

The noiseless quantum Gaussian amplifier Aκ [51, case (C) with k = √κ
and N = 0] models the amplification of electromagnetic signals and can be
implemented performing a squeezing of parameter κ ≥ 1 on the input state ρ
and the vacuum state:

Aκ(ρ) = TrHB
[U(κ) (ρ⊗ ∣0⟩⟨0∣)U(κ)†] . (82)

5.2. The Wasserstein distance

We are now ready to define the Wasserstein distance for quantum Gaussian
systems. In analogy to the classical transport cost on R

n, we consider the cost
associated to the canonical quadratures (62), such that the cost operator is

C = 1

2

2m∑
i=1
(Ri ⊗ IH∗ − IH ⊗R

T
i )2 . (83)

(83) differs from (29) by a factor 1
2
to match the classical normalization and

the GMPC normalization. Sometimes it will be useful to express the cost
operator in terms of the ladder operators:

C =
m∑
i=1
(ai ⊗ IH∗ − IH ⊗ a

T
i )† (ai ⊗ IH∗ − IH ⊗ a

T
i ) . (84)

Contrarily to the cost operator adopted by GMPC, our C does not have
discrete eigenvalues, and its essential spectrum is the whole interval [0,∞).
As in the classical case, since C is a quadratic polynomial in the quadra-
tures, the cost of a quantum coupling is completely determined by its first
moments and its covariance matrix. Therefore, as for the transport distance
between classical Gaussian probability measures, the transport distance be-
tween quantum Gaussian states can be computed considering only Gaussian
couplings:
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Proposition 7. Let ρ and σ be quantum Gaussian states of H. Then, the

infimum over C(ρ,σ) in the definition of D(ρ,σ) can be restricted to the

quantum Gaussian states of H⊗H∗ with marginals σ and ρT , respectively.

Proof. If we replace a generic Π ∈ C(ρ,σ) with the quantum Gaussian state
with the same first moments and covariance matrix, both the marginals and
the cost remain the same. ◻

The optimization over quantum Gaussian couplings can be performed
analytically when ρ and σ are thermal quantum Gaussian states, and the
optimal transport plans are noiseless quantum Gaussian attenuators or am-
plifiers:

Theorem 3. For any ν ≥ 1
2
, let ω(ν) be the thermal quantum Gaussian state

with covariance matrix ν I2m. Then, for any 1
2
≤ ν ≤ ν′,

● the optimal transport plan from ω(ν) to ω(ν′) is the noiseless quantum

Gaussian amplifier Aκ with amplification parameter κ = 2ν′+1
2ν+1 ;

● the optimal transport plan from ω(ν) to ω(ν′) is the noiseless quantum

Gaussian attenuator Eη with attenuation parameter η = 2ν−1
2ν′−1 ;

● in both cases, the transport distance is

D(ω(ν), ω(ν′)) =√m(√ν′ + 1
2
−

√
ν − 1

2
) . (85)

Proof. Thanks to Proposition 5, it is sufficient to prove the claim for m = 1.
Thanks to Proposition 7, we can assume that the coupling Π is a quantum
Gaussian state. Its covariance matrix σ must have the form

σ(X) = ( ν′ I2 X

XT ν I2
) , (86)

where X is a 2 × 2 real matrix such that

σ(X) ≥ ± i
2
( ∆ 0

0 −∆
) , (87)

where the minus sign on the symplectic matrix of H∗ is due to the commu-
tation relations (72). The cost associated to the coupling above is

TrH⊗H∗ [C Π(X)] = ν′ + ν − trX . (88)

For any X satisfying (87), X ′ = trX
2
I2 still satisfies (87), and the associated

coupling has the same cost. Therefore, we can assume that X = c I2 for some
c ∈ R. The condition (87) becomes c2 ≤ (ν − 1

2
)(ν′ + 1

2
), hence the optimal

coupling has covariance matrix

σ∗ = ⎛⎜⎝
ν′ I2

√(ν − 1
2
)(ν′ + 1

2
) I2√(ν − 1

2
) (ν′ + 1

2
) I2 ν I2

⎞⎟⎠ , (89)

and the claim (85) follows.
For any ν ≥ 1

2
, let

γ(ν) = ∥√ω(ν)⟫⟪√ω(ν)∥ . (90)
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γ(ν) is the quantum Gaussian state with zero first moments and covariance
matrix

σ(ν) = ⎛⎜⎝
ν I2

√(ν − 1
2
)(ν + 1

2
) I2√(ν − 1

2
) (ν + 1

2
) I2 ν I2

⎞⎟⎠ . (91)

From [52, Corollary 1], the quantum Gaussian states (Aκ ⊗ IH∗)(γ(ν)) and(IH ⊗ Eη)(γ(ν′)) for κ = 2ν′+1
2ν+1 and η = 2ν−1

2ν′−1 both have covariance matrix
equal to σ∗. Therefore, they coincide with the optimal coupling, and Aκ and
Eη are the optimal plans. ◻

The following Theorem 4 states that the quantum Wasserstein distance
is convex with respect to the mixing with the beamsplitter.

Theorem 4 (beamsplitter convexity). Let ρ0, ρ1, σ0, σ1 ∈ S(H) with

finite energy such that for any i = 1, . . . , m
Tr [(σ0 − ρ0)Ri] = Tr [(σ1 − ρ1)Ri] = 0 , (92)

and for any 0 ≤ η ≤ 1 let

ρη = Bη(ρ1 ⊗ ρ0) , ση = Bη(σ1 ⊗ σ0) , (93)

where Bη is the beamsplitter (78). Then,

D(ρη, ση)2 ≤ ηD(ρ1, σ1)2 + (1 − η)D(ρ0, σ0)2 . (94)

Proof. For any Π0 ∈ C(ρ0, σ0) and any Π1 ∈ C(ρ1, σ1), let
Πη = TrHB⊗H∗B

[(U(η)⊗U(η)T†) (Π1 ⊗Π0) (U(η)† ⊗U(η)T )] . (95)

Let CA and CB be the cost operators of the quantum Gaussian systems A
and B, respectively. We have

(U(η)† ⊗U(η)T )CA (U(η)⊗U(η)T†)
= ηCA + (1 − η)CB +

√
η (1 − η) 2m∑

i=1
(RA

i −R
AT
i )⊗ (RB

i −R
BT
i ) . (96)

We have Πη ∈ C(ρη, ση), hence
D(ρη, ση)2 ≤ C(Πη) = ηC(Π1) + (1 − η)C(Π0)
+
√
η (1 − η) 2m∑

i=1
TrHA⊗H∗A

[(σ1 − ρ1)RA
i ]TrHB⊗H∗B

[(σ0 − ρ0)RB
i ] , (97)

and the claim follows. ◻

The following Theorem 5 states that the quantum Wasserstein distance
is subadditive with respect to the addition of classical noise.

Theorem 5 (classical noise). Let ρ0, σ0 ∈ S(H) with finite energy and let

µ, ν be probability measures on C
m such that

(EZ∼µZ −EW∼νW )Tr [(ρ0 − σ0)Ri] = 0 ,
EZ∼µ∥Z∥2 <∞ , EW∼ν∥W ∥2 <∞ . (98)
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Let ρ1 and σ1 be the quantum states obtained adding classical noise distributed

according to µ and ν to ρ0 and σ0, respectively:

ρ1 = ∫
Cm

D(z)ρ0D(z)† dµ(z) , σ1 = ∫
Cm

D(w)σ0D(w)† dν(w) , (99)

where D(z) is the displacement operator (74). Then,

D(ρ1, σ1)2 ≤D(ρ0, σ0)2 +W (µ, ν)2 , (100)

where W denotes the classical Wasserstein distance.

Proof. Let Π0 ∈ C(ρ0, σ0) and π ∈ C(µ, ν), and let

Π1 = ∫
Cm×Cm

(D(w)⊗D(z)†T )Π0 (D(w)† ⊗D(z)T )dπ(z,w) ∈ C(ρ1, σ1) .
(101)

With the help of (75), we have for any z, w ∈ Cm

(D(w)† ⊗D(z)T )C (D(w)⊗D(z)†T )
= C +

m∑
i=1
((wi − zi)∗ (ai − aTi ) + (wi − zi) (ai − aTi )†) + ∣w − z∣2 , (102)

therefore

C(Π1) = C(Π0) +E(Z,W)∼π ∣Z −W ∣2 , (103)

and the claim follows taking the infimum over Π0 ∈ C(ρ0, σ0) and π ∈ C(µ, ν).
◻

Corollary 2. The quantum Wasserstein distance is translation invariant,

i.e., for any ρ, σ ∈ S(H) with finite energy and any z ∈ Cm,

D (D(z)ρD(z)†, D(z)σD(z)†) =D(ρ,σ) . (104)

Proof. The claim follows from Theorem 5 with both Z and W equal to z

with probability one. ◻

5.3. Semiclassical limit

The coherent states of a quantum Gaussian system are the pure quantum
Gaussian states obtained applying a displacement operator to the vacuum
state and are the eigenvectors of the ladder operators:

∣z⟩ =D(z)∣0⟩ , ai∣z⟩ = zi∣z⟩ , z ∈ Cm , i = 1, . . . , m . (105)

They are the easiest state to realize in laboratory, and they are considered
to be the most classical pure states of the system. Coherent states form an
overcomplete set and satisfy the resolution of the identity [48]

∫
Cm

∣z⟩⟨z∣ dz
πm
= IH , (106)

where the integral converges weakly. Therefore, for any quantum state ρ, the
function

Q(z) = ⟨z∣ρ∣z⟩ , z ∈ Cm , (107)
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called Husimi Q representation of ρ [47, 50], defines a probability density on
C

m with normalization

∫
Cm

⟨z∣ρ∣z⟩ dz
πm
= 1 . (108)

A quantum state is completely determined by its Q representation. Moreover,
the Q representation is the probability distribution of a particular measure-
ment that can be performed on the state, which is called heterodyne mea-
surement [47, 50], and is one of the main measurements in quantum optics.

A quantum state ρ is called semiclassical if it can be expressed as a
convex mixture of coherent states, i.e.,

ρ = ∫
Cm

∣z⟩⟨z∣dµ̂(z) (109)

for some probability measure µ̂ on C
m, where the integral converges in the

trace norm. If this is the case, it can be proved that µ̂ is uniquely determined,
and is called the Glauber-Sudarshan P representation of ρ [47, 50].

From their definitions, the Q representation of a semiclassical state is

equal to its P representation convolved with the Gaussian function e−∣z∣
2

.

We will prove that as the GMPC distance, our quantum Wasserstein
distance is upper bounded by the Wasserstein distance between the P rep-
resentations and lower bounded by the Wasserstein distance between the Q
representations. In the semiclassical limit the P and Q representations be-
come the same, hence both our distance and the GMPC distance recover the
classical Wasserstein distance.

Theorem 6 (P representation). Let µ̂ and ν̂ be probability measures on

C
m with EZ∼µ̂∥Z∥2 <∞ and EW∼ν̂∥W ∥2 <∞, and let

ρ = ∫
Cm

∣z⟩⟨z∣dµ̂(z) , σ = ∫
Cm

∣w⟩⟨w∣dν̂(w) (110)

be the associated semiclassical states, where both integrals converge in the

trace norm. Then,

D(ρ,σ)2 ≤W (µ̂, ν̂)2 +m. (111)

Proof. We define for any π̂ ∈ C(µ̂, ν̂)
Π = ∫

Cm×Cm

∣w⟩⟨w∣ ⊗ ∣z⟩⟨z∣T dπ̂(z,w) ∈ C(ρ,σ) , (112)

where the integral converges in the trace norm. With the help of (105), we
have for any z, w ∈ Cm

C (∣w⟩⟨w∣ ⊗ ∣z⟩⟨z∣T ) =m + ∣z −w∣2 , (113)

therefore we get from Proposition 9

C(Π) =m +∫
Cm×Cm

∣w − z∣2 dπ̂(z,w) , (114)

and the claim follows taking the inf over π̂ ∈ C(µ̂, ν̂). ◻
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Corollary 3. Let µ be a probability measure on C
m with EZ∼µ∥Z∥2 <∞, and

let

ρ = ∫
Cm

∣z⟩⟨z∣dµ(z) (115)

be a semiclassical state. Then,

D(ρ, ρ)2 ≤m. (116)

Remark 10. In the same hypotheses of Corollary 3, [24, Theorem 2.3] implies
that

DGMPC(ρ, ρ) =√m. (117)

On the contrary, our distance does not always saturate the upper bound of
Corollary 3. Indeed, if ρ is them-mode quantum thermal Gaussian state ω(ν)
with covariance matrix ν I2m, we get from Theorem 3

D(ω(ν), ω(ν)) =√m(√ν + 1
2
−

√
ν − 1

2
) , (118)

which is strictly decreasing in ν, is equal to
√
m for ν = 1

2
and tends to 0 for

ν →∞.

Theorem 7 (Q representation). Let ρ, σ ∈ S(H) with finite energy, and

let µ and ν be the probability measures on C
m associated to their respective

Husimi Q representations:

dµ(z) = ⟨z∣ρ∣z⟩ dz
πm

, dν(w) = ⟨w∣σ∣w⟩ dw
πm

, z, w ∈ Cm . (119)

Then,

D(ρ,σ)2 ≥W (µ, ν)2 −m. (120)

Proof. Let π be the probability measure on C
m ×Cm given by

dπ(z,w) = TrH⊗H∗ [Π(∣w⟩⟨w∣ ⊗ ∣z⟩⟨z∣T )] dz dw
π2m

. (121)

The marginals of π are µ and ν, therefore π ∈ C(µ, ν). We have

W (µ, ν)2 ≤ ∫
Cm×Cm

∣w − z∣2 dπ(z,w)
(a)=

m∑
i=1
∫
Cm×Cm

TrH⊗H∗ [(a†
i Πai − a

†
i a

T
i Π −Πai a

†T
i + a

T
i Πa†T

i )
(∣w⟩⟨w∣ ⊗ ∣z⟩⟨z∣T )] dz dw

π2m

(b)=
m∑
i=1

TrH⊗H∗ [a†
i Πai − a

†
i a

T
i Π −Πai a

†T
i + a

T
i Πa†T

i ]
(c)= m +

m∑
i=1

TrH⊗H∗ [a†
i Πai − a

†
i Πa

T
i − a

†T
i Πai + a

†T
i ΠaTi ]

=m +
m∑
i=1

TrH⊗H∗ [(ai − aTi )† Π (ai − aTi )] =m +C(Π) , (122)

where (a) follows from (105), (b) follows from (106) and (c) follows from (66).
The claim follows taking the inf over Π ∈ C(ρ,σ). ◻
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5.4. Quantum Stam inequality

The Wasserstein distance between a quantum state and itself satisfies the
following Stam inequality.

Theorem 8 (quantum Stam inequality). Let ρ0, ρ1 ∈ S(H) with finite

energy, and for any 0 ≤ η ≤ 1 let

ρη = Bη(ρ1 ⊗ ρ0) , (123)

where Bη is the beamsplitter (78). Then,

1

D(ρη, ρη)2 ≥
η

D(ρ1, ρ1)2 +
1 − η

D(ρ0, ρ0)2 . (124)

Proof. Let ρ ∈ S(H) have finite energy. From Proposition 3 and Remark 3,
also ∥√ρ⟫⟪√ρ∥ has finite energy, i.e., [Ri,

√
ρ] ∈ T2(H) for any i = 1, . . . , 2m.

Therefore, we can define the Fisher information matrix of ρ as

J(ρ)ab = ⟪[Ra,
√
ρ] ∥[Rb,

√
ρ]⟫ , a, b = 1, . . . , 2m, (125)

such that

D(ρ, ρ)2 = trJ(ρ) . (126)

For any k ∈ R2m, let

ρ(k) = e−i∑2m

i=1
ki Ri ρ ei∑

2m

i=1
ki Ri . (127)

We have for any k, q ∈ R2m

ei∑
2m

i=1
ki Ri e−i∑

2m

i=1
qi Ri ∝ ei∑

2m

i=1
(ki−qi)Ri , (128)

therefore, since the Hilbert-Schmidt scalar product is unitarily invariant, we
get

⟪√ρ(k) ∥√ρ(q)⟫ = ⟪√ρ ∥√ρ(q − k)⟫ , (129)

and

J(ρ)ab = ∂2

∂ka∂qb
⟪√ρ(k) ∥√ρ(q)⟫∣

k=q=0

= ∂2

∂ka∂qb
⟪√ρ ∥√ρ(q − k)⟫∣

k=q=0

= ∂2

∂ka∂kb
⟪√ρ ∥√ρ(k)⟫∣

k=0
. (130)

From Lieb’s concavity theorem [44], the function (ρ,σ) ↦ −⟪√ρ ∥√σ⟫ is
jointly convex, and therefore contractive with respect to the joint application
of a quantum channel to both arguments. Applying this property to the
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beamsplitter we get that for any k, q ∈ R2m

− ⟪√ρ1 ⊗ ρ0 ∥√ρ1(k)⊗ ρ0(q)⟫
≥ −⟪√Bη(ρ1 ⊗ ρ0) ∥√Bη(ρ1(k)⊗ ρ0(q))⟫
= −⟪√ρη ∥√ρη (√η k +√1 − η q)⟫ , (131)

where the last equality follows from [53, Lemma 1], stating that

Bη(ρ1(k)⊗ ρ0(q)) = (Bη(ρ1 ⊗ ρ0)) (√η k +√1 − η q) . (132)

Since both sides of (131) are equal to −1 for k = q = 0, which is their global
minimum, the inequality (131) translates to the Hessian with respect to (k, q):
( trJ(ρ1) 0

0 trJ(ρ0) ) ≥ (
√
η√

1 − η
) trJ(ρη) ( √η √

1 − η ) . (133)

Putting together (133) and (126) we get

( D(ρ1, ρ1)2 0

0 D(ρ0, ρ0)2 ) ≥ (
√
η√

1 − η
)D(ρη, ρη)2 ( √η √

1 − η ) ,
(134)

therefore

( D(ρ1, ρ1)2 − ηD(ρη, ρη)2 −
√
η (1 − η)D(ρη, ρη)2

−
√
η (1 − η)D(ρη, ρη)2 D(ρ0, ρ0)2 − (1 − η)D(ρη, ρη)2 ) ≥ 0 , (135)

and the claim follows from the positivity of the determinant of (135). ◻

6. Conclusions and perspectives

We have proposed a new quantum generalization of the Wasserstein distance
that has the property that the transport plans are in one-to-one correspon-
dence with quantum channels. This property allows for the first time to in-
terpret the quantum transport plans as physical operations performed on the
system. We have started to explore the properties of our distance, proving e.g.
that it satisfies a modified triangle inequality and determining the optimal
transport plans between thermal quantum Gaussian states.

The most natural application of our distance is the theory of quan-
tum rate-distortion coding [54–61], whose goal is to determine the maximum
achievable rates for the lossy compression of quantum states with a given
distortion. The distortion measure is defined through the quantum state ob-
tained applying in sequence the encoding and the decoding quantum channel
to half of a purification of the source state. Therefore, the problem of de-
termining the maximum achievable compression rates for a given distortion
and a given source state can be related to a sequence of optimal transport
problems where the transport plan is given by the composition of the encod-
ing and decoding quantum channel and optimization is performed over both
the transport plan and the target state. So far, most of the effort has focused
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on the entanglement fidelity as quantum distortion measure. By contrast, the
most common distortion measure in classical rate-distortion theory for signals
with values in R

n is the average square norm of the difference between orig-
inal and distorted signal [62, Chapter 10], and coincides with the definition
of the transport cost (5) of a classical coupling. Our quantum transport cost
provides the most natural generalization of the classical distortion measure,
and we will explore in future works its applications in this direction.

A further natural application of our distance is the field of quantum
machine learning, and in particular the quantum version of the Generative
Adversarial Networks (GANs) [30]. Quantum GANs provide an algorithm to
learn a target quantum state with a parametric quantum circuit. A key role is
played by the cost function that quantifies the quality of the approximation,
i.e., the distance between the target and the generated state. The distances
induced by optimal mass transport have turned out to be the best choice for
the cost function of classical GANs [63], and are showing extremely promising
results also in the quantum setting [31,64,65]. The formulation of the Wasser-
stein distance with quantum couplings is fundamental to the application to
classical GANs, since it allows for a fast algorithm to compute a regularized
version of the distance [10]. The quantum Wasserstein distance proposed in
this paper together with the GMPC distance are defined through a quan-
tum counterpart of the couplings, and therefore constitute very promising
candidates for the cost function of quantum GANs.
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Appendix A. Continuity of the quantum Wasserstein

distance

A.1. Compactness of quantum plans

Recall that a sequence {An}∞n=0 ⊂ B(H) weakly converges towards A ∈ B(H)
if, for every ∣φ⟩, ∣ψ⟩ ∈ H,

lim
n→∞
⟨φ∣An ∣ψ⟩ = ⟨φ∣A∣ψ⟩. (136)

Lemma 4. Given {ρn}∞n=0 ⊆ S(H), there exists ρ ∈ T1(H), ρ ≥ 0, TrH [ρ] ≤ 1
and a subsequence {ρnk

}∞k=0 weakly converging towards ρ . If TrH [ρ] = 1 then

convergence holds in the trace norm.
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Proof. The first statement is a consequence of Banach-Alaoglu theorem and
lower semicontinuity of the trace, see also the proof of [35, Theorem 11.2].
The second statement is [35, Lemma 11.1]. ◻

Because of the result above, we may consider weak convergence or equiv-
alently in the trace norm for a sequence of quantum states {ρn}∞n=0, provided
that the limit ρ is a quantum state. Hence we often omit to specify which
type of convergence we consider on quantum states in the results below.

Proposition 8. Let ρ, σ ∈ S(H) be quantum states and let {Πn}∞n=0 ⊂ S(H⊗
H∗) be a sequence of quantum couplings Πn ∈ C(ρn, σn) such that limn ρn = ρ,
limn σn = σ. Then, there exists a subsequence {Πnk

}∞k=0 converging towards

Π ∈ C(ρ,σ).
Proof. Existence of a weak limit Π = limk Πnk

∈ T1(H), Π ≥ 0, follows from
Lemma 4. To argue that TrH⊗H∗[Π] = 1, let P , Q ∈ B(H) be projectors with
P +Q = IH and P with finite rank. We have

TrH⊗H∗[Π] ≥ TrH⊗H∗[(P ⊗ PT )Π(P ⊗PT )]
= lim

n→∞
TrH⊗H∗[(P ⊗PT )Πn(P ⊗PT )], (137)

where the limit holds because P ⊗PT has finite rank. Then

TrH⊗H∗[(P ⊗ PT )Πn(P ⊗ PT )]
= TrH⊗H∗[Πn] −TrH⊗H∗[(P ⊗QT )Πn(P ⊗QT )]
−TrH⊗H∗[(Q⊗ IH∗)Πn(Q⊗ IH∗)]
= 1 −TrH⊗H∗[(P ⊗QT )Πn(P ⊗QT )] −TrH⊗H∗[(Q⊗ IH∗)Πn(Q⊗ IH∗)].

(138)

We have the inequality

TrH[(P⊗QT )Πn(P⊗QT )] ≤ TrH[(IH⊗QT )Πn(IH⊗QT )] ≤QTρTnQ
T . (139)

Taking the partial trace with respect to H∗,

lim sup
n→∞

TrH⊗H∗[(P ⊗QT )Πn(P ⊗QT )] ≤ lim sup
n→∞

TrH∗[QTρTnQ
T ]

= TrH∗[QTρTQT ] = TrH[QρQ].
(140)

Similarly, limsupnTrH⊗H∗[(Q ⊗ IH∗)Πn(Q ⊗ IH∗)] ≤ TrH[QσQ]. It follows
that

TrH⊗H∗[Π] ≥ 1 −TrH[QρQ] −TrH[QσQ]. (141)

Letting P → IH weakly, both QρQ and QσQ converge to 0 in the trace norm,
hence the thesis. ◻

A similar argument gives the following result.
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Lemma 5. Given quantum states ρ, σ ∈ S(H) let {Pn}∞n=0, {Qn}∞n=0 ⊂ B(H)
be such that 0 ≤ Pn ≤ IH, 0 ≤ Qn ≤ IH, and limnPnρPn = ρ, limnQnσQn = σ.
Then, for any Π ∈ C(ρ,σ),

lim
n→∞

(Qn ⊗P
T
n )Π (Qn ⊗P

T
n ) = Π (142)

in the trace norm.

Proof. The assumption limnPnρPn = ρ implies that {Pn}∞n=0 weakly con-
verges to the identity operator on suppρ. By a density argument, it is suffi-
cient to prove that, for any ∣φ⟩ eigenvector for ρ, ρ∣φ⟩ = p∣φ⟩, with p > 0, one
has limn Pn∣φ⟩ = ∣φ⟩. Since p∣φ⟩⟨φ∣ ≤ ρ, we have indeed

∥(IH −Pn)∣φ⟩∥2 = Tr[(IH − Pn)∣φ⟩⟨φ∣(IH −Pn)]
≤ p−1Tr[(IH −Pn)ρ(IH − Pn)]→ 0. (143)

Similarly, we have that {Qn}∞n=0 weakly converges to the identity operator
on suppσ. We deduce that {Qn ⊗ P

T
n }∞n=0 weakly converges to the identity

operator on suppσ ⊗ supp ρT , which contains suppΠ. Hence (142) holds in
the weak sense.

We prove next that

lim
n→∞

Tr[(Qn ⊗ P
T
n )Π(Qn ⊗ P

T
n )] = 1. (144)

We write

Tr[(Qn ⊗P
T
n )Π(Qn ⊗P

T
n )]

= 1 −Tr[(Qn ⊗ (IH∗ −PT
n )) Π (Qn ⊗ (IH∗ −PT

n )]
−Tr[((IH −Qn)⊗ IH∗)Π ((IH −Qn)⊗ IH∗)]. (145)

If we take the partial trace with respect to H, then

TrH[(Qn ⊗ (IH∗ −PT
n )) Π (Qn ⊗ (IH∗ −PT

n )]
≤ (IH∗ − PT

n )TrH[Π](IH∗ −PT
n ) = (ρ − PnρPn)T , (146)

so that

lim
n→∞

Tr[(Qn ⊗ (IH∗ −PT
n )) Π (Qn ⊗ (IH∗ −PT

n )] = 0. (147)

Arguing similarly, taking the partial trace with respect to H∗,

lim
n→∞

Tr [((IH −Qn)⊗ IH∗)Π ((IH −Qn)⊗ IH∗)] ≤ lim
n→∞

TrH [σ −QnσQn]
= 0, (148)

and (144) follows.
To conclude that (142) holds in the trace norm, define for n sufficiently

large the quantum state

Πn = (Qn ⊗P
T
n )Π(Qn ⊗P

T
n ) /Tr [(Qn ⊗ P

T
n )Π(Qn ⊗ P

T
n )] , (149)

so that limnΠn = Π weakly, hence in the trace norm. By (144) this implies
convergence in the trace norm also in (142). ◻
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A.2. Energy

We prove in this subsection some results that are needed to deal with the
energy of quantum states with respect to unbounded operators.

Lemma 6. Let HA, HB be Hilbert spaces and let A be a self-adjoint oper-

ator on HA. Then, there exists a sequence of bounded self-adjoint operators{An}∞n=0 ⊂ B(H) such that, for every for every quantum state ρ ∈ S(HA⊗HB),
EAn⊗IB(ρ) increases towards EA⊗IB(ρ).
Proof. It is sufficient to consider the case of a pure state ρ = ∣ψ⟩⟨ψ∣, because
the general case follows by Remark 6 and the monotone convergence theorem
for series.

Define by functional calculus [66, Theorem VIII.5] An = Aχ(−n,n)(A),
where χ(−n,n)(x) = 1 if x ∈ (−n,n), χ(−n,n)(x) = 0 otherwise. Let us argue
without the Hilbert space HB first (i.e., HB = C). Then,

EAn
(ρ) = ∥An∣ψ⟩∥2 = ∫ n

−n
λ2d⟨ψ∣Pλ ∣ψ⟩, (150)

where Pλ = χ(−∞,λ](A) denotes the resolution of the identity associated to A.

The expression is increasing with respect to n and supn ∥An∣ψ⟩∥2 <∞ if and
only if ψ belongs to the domain of A, because, defining ∣ψn⟩ = χ(−n,n)(A)∣ψ⟩,
the sequence {∣ψn⟩}∞k=0 ⊂ H converges towards ∣ψ⟩ with A∣ψn⟩ bounded and
A is a closed operator. In this case, we also have limnAn∣ψ⟩ = A∣ψ⟩ by [66,
Theorem VIII.5, c)], hence the conclusion in this case. The thesis with the
additional Hilbert space HB follows from repeating the argument by noticing
that

An ⊗ IB = (A⊗ IB)χ(−n,n)(A⊗ IB). (151)

◻

The following result shows that EA(ρ) does not depend on the ensemble
that generates ρ.

Proposition 9. If ρ = ∑∞k=0 ∣φk⟩⟨φk ∣ with {∣φk⟩}∞k=0 ⊂ H, then
EA(ρ) = ∞∑

k=0
∥A∣φk⟩∥2 , (152)

where we let ∥A∣φ⟩∥2 =∞ if ∣φ⟩ does not belong to the domain of A.

Analogously, let µ be a probability measure on H, and let

ρ = ∫
H
∣ψ⟩⟨ψ∣dµ(ψ) . (153)

Then,

EA(ρ) = ∫
H
∥A∣ψ⟩∥2 dµ(ψ) . (154)

Proof. If we define ∣φ̂k⟩ = ∣φk⟩/∥∣φk⟩∥, then the thesis can be rewritten as

EA(ρ) = ∞∑
k=0
∥∣φk⟩∥2EA(∣φ̂k⟩⟨φ̂k ∣), (155)
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hence, by Lemma 6 and the monotone convergence theorem for series, it is
sufficient to prove the result for A ∈ B(H).

Arguing as in [34, Theorem 2.6] (noticing that the proof holds also in
the infinite dimensional case), there exists a unitary map U ∶ ℓ2(N)→ ℓ2(N),
U †U = Iℓ(N), i.e., (uij)∞i,j=0 with ∑∞k=0 u∗kiukj = δij , such that

∣φk⟩ = ∞∑
i=0
uki
√
pi∣ψi⟩. (156)

Then,

∞∑
k=0
∥A∣φk⟩∥2 = ∞∑

k=0
⟨φk ∣A2∣φk⟩ = ∞∑

k=0

∞∑
i,j=0

√
pipju

∗
kiukj⟨ψi∣A2∣ψj⟩

=
∞∑

i,j=0

√
pipj⟨ψi∣A2∣ψj⟩( ∞∑

k=0
u∗kiukj) = ∞∑

i=0
pi⟨ψi∣A2∣ψi⟩ = EA(ρ), (157)

and the claim (152) follows.

The integral version (154) of the claim can be proved along the same
lines employing Beppo Levi’s monotone convergence theorem [67, Theorem
2.8.2] and Fubini’s theorem [67, Theorem 3.4.4]. ◻

Proposition 10. EA is lower semicontinuous, i.e., if {ρn}∞n=0 ⊂ S(H) con-
verge towards ρ ∈ S(H), then EA(ρ) ≤ lim infnEA(ρn).
Proof. If A is bounded then, by Remark 7, EA(ρ) = TrH [AρA], which is con-
tinuous with respect to the trace norm. The general case follows by Lemma 6,
since EA(ρ) = supnEAn

(ρ) and a pointwise supremum of continuous func-
tions is lower semicontinuous. ◻

Proposition 11. Let A, B be respectively self-adjoint operators on Hilbert

spaces HA, HB and let Π ∈ S(HA ⊗HB) with ρ = TrA[Π], σ = TrB[Π]. Then
EA⊗IB(Π) = EA(σ), EIA⊗B(Π) = EB(σ). (158)

If both energies above are finite, then

EA⊗IB+IA⊗B(Π) +EA⊗IB−IA⊗B(Π) = 2EA(ρ) + 2EB(σ). (159)

Proof. We prove the first identity in (158), the second one being similar. By
Lemma 6, it is sufficient to argue when A is bounded. Then, by Remark 7,

EA⊗IB(Π) = TrAB[(A⊗ IB)Π(A⊗ IB)]
= TrA[ATrB[Π]A] = TrA[AσA] = EA(σ). (160)

To prove (159), by Remark 6, is it sufficient to consider the case of a
pure state Π = ∣ψ⟩⟨ψ∣, so that it reads

∥ (A⊗ IB + IA ⊗B) ∣ψ⟩∥2 + ∥ (A⊗ IB − IA ⊗B) ∣ψ⟩∥2
= 2∥ (A⊗ IB) ∣ψ⟩∥2 + 2∥ (IA ⊗B) ∣ψ⟩∥2 (161)
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assuming that both terms in the right hand side are finite, i.e., ∣ψ⟩ belongs
to the domain of A⊗ IB and IA ⊗B. But then

(A⊗ IB + IA ⊗B) ∣ψ⟩ = (A⊗ IB) ∣ψ⟩ + (IA ⊗B) ∣ψ⟩, (162)

(A⊗ IB − IA ⊗B) ∣ψ⟩ = (A⊗ IB) ∣ψ⟩ − (IA ⊗B) ∣ψ⟩, (163)

hence the thesis by straightforward computation. ◻

A.3. Convergence of the quantum Wasserstein distance

As in section 3, we fix quadratures {R1, . . . , RN}, i.e., self-adjoint operators
on H. Then the cost associated to a quantum plan Π ∈ C(ρ,σ) (Definition 5)
reads

C(Π) = N∑
i=1
ERi⊗IH∗−IH⊗RT

i

(Π) (164)

and a quantum state ρ ∈ S(H) has finite energy (Definition 6) if

N∑
i=1
ERi
(ρ) <∞ . (165)

We are in a position to give a proof of Proposition 3.
Proposition 3 Let ρ, σ ∈ S(H) have finite energy. Then, any plan Π ∈

C(ρ,σ) has finite cost.

Proof. For i = 1, . . . ,N , we apply Proposition 11 with A = Ri, B = RT
i so

that

C(Π) = N∑
i=1
ERi⊗IH∗−IH⊗RT

i

(Π)
=

N∑
i=1
(2ERi

(ρ) + 2ERi
(σ) −ERi⊗IH∗−IH⊗RT

i

(Π)) <∞, (166)

where we also used that ERT

i

(ρT ) = ERi
(ρ). ◻

Proposition 12. Let ρ, σ ∈ S(H) be quantum states with finite energy and

let {Πn}∞n=0 ⊂ S(H⊗H∗) be a sequence of quantum couplings Πn ∈ C(ρn, σn)
converging towards Π ∈ C(ρ,σ). Then C(Π) ≤ lim infnC(Πn). If moreover

limnERi
(ρn) = ERi

(ρ) and limnERi
(σn) = ERi

(σ) for i = 1, . . . ,N , then

C(Π) = limnC(Πn).
Proof. The first inequality follows from Proposition 10 applied to each term
in (164). Assuming convergence of the energies of both marginals, it is suf-
ficient to show that that C(Π) ≥ lim supnC(Πn). To this aim we use (166)
and again Proposition 10 to argue that

−E(Ri⊗IH∗+IH⊗RT

i
)(Πn) ≥ lim sup

n→∞
−E(Ri⊗IH∗+IH⊗RT

i
)(Πn). (167)

◻

Proposition 13. Let ρ, σ ∈ S(H) be quantum states with finite energy. Then,

there exists Π ∈ C(ρ,σ) such that C(Π) =D(ρ,σ)2.
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Proof. Let Πn ∈ C(ρ,σ) be such that limnC(Πn) =D(ρ,σ)2. By Proposition 8
we can assume, up to extracting a sub-sequence, that {Πn}∞n=0 converge to-
wards Π ∈ C(ρ,σ). By Proposition 12, D(ρ,σ)2 ≤ C(Π) ≤ lim infnC(Πn) =
D(ρ,σ)2, hence Π is optimal. ◻

Theorem 9. Let ρ, σ ∈ S(H) be quantum states with finite energy.

● If {ρn}∞n=0, {σn}∞n=0 ⊂ S(H) have finite energy and converge respectively

towards ρ, σ, then

D(ρ,σ) ≤ lim inf
n→∞

D(ρn, σn) . (168)

● Let {Pn}∞n=0, {Qn}∞n=0 ⊂ B(H) be such that 0 ≤ Pn ≤ IH, 0 ≤ Qn ≤ IH,
and limn PnρPn = ρ, limnQnσQn = σ in the trace norm. Define, for n

sufficiently large,

ρn = PnρPn

Tr[PnρPn] , σn = QnσQn

Tr[QnσQn] , (169)

and assume that limnERi
(ρn) = ERi

(ρ), limnERi
(σn) = ERi

(σ) for

i = 1, . . . ,N . Then

D(ρ,σ) = lim
n→∞

D(ρn, σn) . (170)

Proof. By Proposition 13, choose Πn ∈ C(ρn, σn) such that

C(Πn) =D(ρn, σn)2 . (171)

By Proposition 8 and Proposition 12 we obtain Π ∈ C(ρ,σ) such that C(Π) ≤
lim infnC(Πn), hence

D(ρ,σ)2 ≤ C(Π) ≤ lim inf
n

D(ρn, σn)2. (172)

To prove the second statement, let Π ∈ C(ρ,σ) be such that C(Π) =D(ρ,σ)2.
Write

Π̃n = (Qn ⊗ P
T
n )Π(Qn ⊗ P

T
n ),

ρ̃Tn = TrH[Π̃n] = PT
n TrH[(Qn ⊗ IH∗)Π(Qn ⊗ IH∗)]PT

n ,

σ̃n = TrH∗[Π̃n] = QnTrH∗[(IH ⊗ PT
n )Π(IH ⊗PT

n )]Qn,

mn = TrH⊗H∗[Π̃n] = TrH∗[ρ̃Tn ] = TrH[σ̃n], (173)

and notice that ρ̃Tn ≤ PT
n ρ

TPT
n = ρTn and σ̃n ≤ QnσQn = σn. We define

Πn =mnΠ̃n + σ̃n ⊗ (ρTn − ρ̃Tn)+ (σn − σ̃n)⊗ ρ̃Tn + (σn − σ̃n)⊗ (ρTn − ρ̃Tn ). (174)
It holds Πn ≥ 0,
TrH[Πn] =mnρ̃

T
n +mn(ρTn − ρ̃Tn)+(1−mn)ρ̃Tn +(1−mn)(ρTn − ρ̃Tn) = ρTn , (175)

and similarly TrH∗[Πn] = σn, so that Πn ∈ C(ρn, σn).
We claim that limnΠn = Π. Since limnPnρPn = ρ in the trace norm,

limnTr[PnρPn] = 1, so limn ρn = ρ. Similarly, limn σn = σ. Lemma 5 gives

limn Π̃n = Π in the trace norm and, by continuity of partial trace, limn ρ̃n = ρ,
limn σ̃n = σ and limnmn = 1, hence the claim is proved.
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By Proposition 12, because the energies of the marginals converge, it
follows that C(Π) = limnC(Πn). We conclude that

D(ρ,σ)2 = C(Π) ≥ lim sup
n→∞

D(ρn, σn)2. (176)

◻

Remark 11. In Theorem 9 we may choose Pn = ∑n
i=0 ∣ψi⟩⟨ψi∣ where ρ has the

eigendecomposition ρ = ∑∞k=1 pi∣ψi⟩⟨ψi∣, and similarly for Qn, by considering
an eigendecomposition of σ. Indeed, by Proposition 9 it follows that ERi

(ρn)
converge towards ERi

(ρ), and similarly for σ. We deduce that

lim
n→∞

D(ρn, σn) =D(ρ,σ) . (177)

Appendix B.

Lemma 7. For any X ∈ T2(H) and any self-adjoint operator R on H such

that ∥[R, X]∥2 <∞ we have

∥[R, X]∥22 ≥ TrH [R (X†X +XX†)R −√X†XR
√
X†XR

−
√
XX†R

√
XX†R] . (178)

Proof. Let us consider the singular-value decomposition of X :

X =
∞∑
i=0
xi ∣ψi⟩⟨φi∣ , xi ≥ 0 , ⟨ψi∣ψj⟩ = ⟨φi∣φj⟩ = δij , (179)

where the series converges in the Hilbert-Schmidt norm. We get

∥[R, X]∥22 = TrH [R (X†X +XX†)R − 2X†RXR]
≥ TrH [R (X†X +XX†)R] − 2 ∣TrH [X†RXR]∣
= TrH [R (X†X +XX†)R] − 2 RRRRRRRRRRR

∞∑
i, j=0

xi xj ⟨ψi∣R∣ψj⟩⟨φj ∣R∣φi⟩RRRRRRRRRRR
≥ TrH [R (X†X +XX†)R] − ∞∑

i, j=0
xi xj (∣⟨ψi∣R∣ψj⟩∣2 + ∣⟨φj ∣R∣φi⟩∣2)

= TrH [R (X†X +XX†)R −√X†XR
√
X†XR −

√
XX†R

√
XX†R] ,

(180)

and the claim follows. ◻
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[8] Luigi Ambrosio, Giuseppe Savaré, and Lorenzo Zambotti. Existence and sta-
bility for Fokker-Planck equations with log-concave reference measure. Probab.
Theory Related Fields, 145(3-4):517–564, 2009.

[9] S. Caracciolo, C. Lucibello, G. Parisi, and G. Sicuro. Scaling hypothesis for the
euclidean bipartite matching problem. Phys. Rev. E, 90:012118, Jul 2014.
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