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Abstract

The partially linearized density matrix formalism for non-adiabatic dynamics is
adapted to incorporate a classical external electromagentic field into the system Hamil-
tonian. This advancement encompasses the possibility of describing field-driven dy-
namics and compute a variety of linear and nonlinear spectroscopic signals beyond the
perturbative limit. The capabilities of the developed approach are demonstrated on a
simple two-state vibronic model coupled to a bath, for which we (a) perform an exhaus-
tive search in the field parameter space for optimal state preparation and (b) compute
time-resolved transient absorption spectroscopy to monitor the effect of different pulse
shapes on measurable experimental signals. While no restrictions on the form of the

field have to be assumed, we focus here on Gaussian shaped (linearly) chirped pulses.

fJP and FS contributed equally to this work.



1 Introduction

Interrogation of molecular systems with electromagnetic fields in the UV /VIS and IR spec-
tral ranges represents a crucial mechanism for understanding and manipulating static and
dynamical molecular properties. Light pulses can be tailored for the preparation of molec-
ular systems in a desired state,! or to enhance a particular process? such as, for example,
the guidance and localization of excitation energy in multi-chromophore complexes,? the

elongation of excited state lifetimes via directed wave packet dynamics,*®

or controlling
intramolecular vibrational energy redistribution.® Such manipulations can be experimen-
tally implemented via closed-loop optimization techniques? that aim to maximize properties
such as fluorescence yield,® isomerization reactions,!? targeted excitation of a particular

vibrational wave packet on an excited electronic surface, !

or control the efficiency of pho-
tosynthetic complexes.!? These experiments can be performed with little-to-no knowledge
about the underlying molecular potential, leading to difficulties in the interpretation of the
physical mechanisms behind the non-equilibrium dynamics which follows photo-excitation
with the (often highly complicated) optimally tuned field.

Light pulses may also be used to monitor the non-equilibrium dynamical processes that
occur following photo-activation of a molecular system by means of time-resolved spectro-
scopic techniques. 318 The interaction of the molecule(s) with an external field perturbs the
molecular electron density, producing a time-dependent macroscopic polarization that gives
rise to a new electric field that can be measured experimentally to reveal information about
the molecular system itself. The recorded signals are often characterized by overlapping
features, which makes it difficult to univocally interpret the photo-induced processes and
unravel their microscopic origin.

In both cases, whenever light is used to control a given molecular property or to mon-
itor a specific dynamical process, theoretical models are necessary to obtain a microscopic

understanding of the triggered events and to properly interpret the measured signals.

Quantum optimal control theory has provided a theoretical framework whereby one solves



the Schrodinger equation iteratively while optimizing the form of the incident field to manip-
ulate the molecular system in a way that enhances a particular process of interest. Synergy
between theory and experiment on this front is bi-directional. On one end, theoretical models
could suggest pulse shapes to be experimentally implemented, or potentially act as starting
points for the closed-loop optimization scheme based on physical insight. On the other end,
experimentally obtained optimized fields can be characterized and incorporated into quan-
tum dynamical simulations with ab initio parameterized models of the molecular potential to
aid in the interpretation of physical mechanisms underlying the optimized photo-excitation
process.

Simulation of linear and nonlinear spectroscopy, which reduces to the computation of the
time-dependent field-induced macroscopic polarization, has been accomplished by means of
both perturbative and non-perturbative approaches. In the former case, the system response
to the external perturbation is summarized in response functions that correspond to multi-
point dipole autocorrelation functions. The response function formalism is well established
and has been shown to be effective in many examples.®2! Nonetheless, there are cases in
which one wishes to consider field-matter interactions that are stronger than those that can
be concisely described by a perturbative expansion and thus are more adequately described
through an explicit non-perturbative treatment of field-matter interactions.

The most general approach that allows one to deal with both the control over photo-
induced dynamics and the simulation of spectroscopy beyond the perturbative limit, is that
of treating explicitly the time-dependent field-matter interaction term in the Hamiltonian in
dynamical simulations. To be effective, such an approach should combine an accurate de-
scription of the molecular system (i.e. a proper parameterization of the molecular potential)
and an adequate dynamical method that is able to evolve the molecular degrees of freedom in
presence and absence of an external driving field.?>?® Such an effective methodology has been
recently implemented in the framework of the partially linearized density matrix (PLDM)

algorithm.



PLDM has been successfully applied to many problems in nonadiabatic dynamics such

24,25

as photosynthetic excitation energy transfer, electron transfer,?® linear and nonlinear

electronic spectroscopy (in the perturbative limit),?” and cavity quantum electrodynamics,?®
among others. Moreover, a recently-developed spin coherent state-based PLDM algorithm
has been presented that shows great promise for describing nonadiabatic processes.?%3° Here,
we describe the application of the PLDM algorithm for simulating field-driven dynamics
beyond the perturbative limit, with the ultimate goal of characterizing the impact of shaped
pulses on state preparation, non-equilibrium time-evolution of the molecular system, and
simulation of linear and nonlinear electronic spectroscopy.

The outline of this paper is as follows: First we present the modifications that have
been implemented in the PLDM methodology to explicitly include the time-dependent field-
matter interaction term. Next we introduce and characterize the time-dependent electric
field and its parameters, and show how its properties can be analyzed both theoretically
and experimentally. Then we show the results obtained within a simple two-state vibronic
model coupled to a bath, for which we exploit both the control capabilities, by perform-
ing an exhaustive search in the field parameter space for optimal state preparation, and
the spectroscopic simulations of time-resolved transient absorption spectroscopy beyond the

perturbative limit, to monitor the effect of different pulse shapes on the signals.

2 Theory

2.1 Partially linearized path integral dynamics of field-driven sys-
tems

The Schrodinger equation describing a quantum molecular system driven by a classical ra-

diation field can be expressed as

2 = (B + (1) ) )
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where Hyo is the molecular Hamiltonian describing the nuclear and electronic degrees-of-
freedom (DOFs), and the field-matter interaction term is assumed to be given by Hp(t) =
—f - E(t) where fi is the molecular dipole operator and E(t) is the incident electric field.
We assume E(t) to be expressed as a sum of several phase-locked pulses, so that E(t) =
ZNF €;E;(t — 7;) cos(w;(t — 7;) 4+ @;(t — 7;)), where €, E;(t), w;, 7; and @;(t) are the
polarization vector, the real-valued temporal envelope, the oscillatory frequency, the pulse
time-center, and the (possibly time-dependent) phase for the jth pulse, respectively.
The Schrédinger equation can be formally solved resulting in |¢(t)) = [¥(0))—+ dt’ Tt [(t)).

Iteratively plugging this expression into itself for the definition of the wave function appearing
in the integrand, then changing integration bounds appropriately with proper normalization,

the time-evolved wave function is found to be

(6) = U (1) [(0))
= Te R0 (o))

(2)

where 7 is the time-ordering operator that enforces causality in the time-dependent propa-
gator. The time-ordered propagator is understood in the usual sense as an infinite product

of infinitesimal propagators

e Jo dHE) |1(0)) = hm H (1 — —H )) |1(0)) (3)

Here, t; = je where € = t/N is the infinitesimal time step. The time-ordering operator
enforces that the terms in this product are ordered such that terms of earlier times (smaller
j values) appear further to the right.

We are interested in obtaining an algorithm for computing the time-evolved density ma-
trix, p(t) = [1(t)) ((t)|, resulting from the time-dependent field driven Hamiltonian. We
henceforth assume that the optical field can only drive transitions between the ground, and

manifold of excited electronic states, and that the Condon approximation holds. Conse-



quently, the time-dependent field-driven molecular Hamiltonian is expressed in a diabatic

representation as

F + Hplt) = 221;4[ FVR)+ Y has(R) la) (5

=5 g ECY(e) ol + 1) o)

where v and 3 label excited diabatic electronic basis states, |g) labels 6the electronic ground
state, and (R, 15) represent phase space operators for the D nuclear DOFs, with correspond-
ing masses M;. Here VO(R) is the electronic state independent part of the nuclear interac-
tion potential, while h,g (ﬁ) are the nuclear configuration dependent electronic Hamiltonian
matrix elements in the diabatic representation. To proceed, we consider the mapping rep-

3133 which follows from a cartesian

resentation for the discrete system projection operators,
representation of the bosonic raising and lowering operators as |a) — al, = %(cj — iDa)-
The rotating wave approximation (RWA) is often introduced as an accurate approxi-
mation to the field-matter interaction term at frequencies resonant with electronic transi-
tions.?* Additionally, invoking the RWA allows a more simple analysis while making con-
nection to experimental spectroscopic signals appearing in phase-matched directions.2%%
We start by writing the typical oscillatory term from the incident field in complex form as
cos(wt + p(t)) = 1(e@Helt) 4 emilwtte®)) "and subsequently ignore the rapidly oscillating

terms in the interaction representation of the field-matter coupling portion of the Hamilto-

nian resulting in
1 F
AEE) = =5 D e B() L1575 g) (el ) ]
= —Zuge' t)1g) (el + E; () [e) (gl ]

where E (t) = L& Ej(t)e'@it¢:M) and E; (t) = (E; (t))* = 3€;E;(t)e"«'t#(") define the



“positive” and “negative” parts of the electric field.

For a description of the time-evolution of such a system, we utilize the PLDM formalism
which is based upon a semiclassical description of the projection operator mapping vari-
ables combined with a truncated Wigner (linearized) description of the bath DOFs.?435 The
derivation of this approach for the Hamiltonian in Eq. (4) proceeds analogously to the case
without a time-dependent driving field. Here, we simply present the final result with some
remarks and refer the reader to previous work for more formal details.***>%% The (n, n;)-th
element of the time-evolved reduced density matrix o(¢) within the PLDM approximation is

computed according to

dP1 dqodpy dq_;odﬁo
nyn dR, DR DP DZ(7)DY
Ouy. / s | PRIOPPODZMDY () [ Sl

L () )
X4_h2(qtf

% G(Go, Fo)G (T, Po) €F o Ar[Rr=Pr MY s o= [{ [Pt Vi, Vo (Re)+ Vi, Fansy (R 7 7)) 2o

. (n n . n ( /(n') no.n' — —
+2p§ N (g5 —ipd) (g + ipy ") (g — iy YW o) (P Ry)

In the above expression, R = (R + R/)/2 and Z = R — R’ represent mean and dif-
ference variables for the nuclear path where R (R’) labels the forward (backward) nu-
clear path. Analogous definitions exist for P and Y for the mean and difference nu-
clear momentum paths. The average mapping Hamiltonian evaluated along the mean bath
path is defined as hmap(Ry, @, Br, @y pl) = i Z 31 h a8(R2)(Pa, D8, + Gar s, + Do Vs, +
o, q5,)- Finally, the functions G(qo, po) = exp[—3; Za \DE + ¢, and W (no:n0) (P, Ry) =
[ dZo (Ro + 22| ﬁéno’né) Ry — Z2) e~1P120 (j.e. the partial Wigner transform of the initial
density operator) provide a (quasi)probability distribution for initial phase space DOFs. This
equation can be further simplified by analytically performing the bath difference phase space
path integrals, resulting in J-functional constraints over the bath mean phase space paths.

The sole remaining integrations are over initial values of the system mapping and bath phase



space variables, giving the final result:

| = dPy [ d@odpo ddodpy oo
/ ~ L no,n P
Unf,nf (t) Z /dR() / (27Th)NS (2'/Th)NS W 0 ( 17R0) (7)

RN - = n . (n n . (n n! . I(n! 1(n'y) . ()

X G0, 70)G (o Do) (g™ + ip™ ) (gl — in§™ ) ao ™ +ipg ") ar " —ipy )
Implementation of this equation consists of performing the integration over initial con-
ditions via a Monte Carlo sampling procedure!, propagating the system and bath DOFs by

integrating Hamilton’s equations according to

R, =M"'.P,

PT - _VR.,VE)(R) - VRTBmap(RTa (TTvﬁTv qzva')

b =3 S o(Ro)ps, + 5 {Re [HEV()] gy, + T [ (7)] 4, }
=1

b= S hos(Roa, — A Re [HIA ()] gy, — T [HE ()] g, }
B=1

and finally computing the trajectory’s contribution to the (ny, n})—th element of the time-
evolved reduced density matrix according to Eq. (7). We have used the skew symmetry of
Im [H?WA(T)} in the expressions for the propagation of mapping variables given above. There
are analogous definitions for the time-evolution of the “backward” mapping variables, ¢’ and
p'w. Similar expressions describe the time-evolution of mapping variables that represent the
ground electronic state.

From a numerical integration standpoint, implementation of the RWA is highly advan-

tageous. For the electronic excitations of interest to this work (generally on the order of

!The mapping variables are most efficiently sampled by transforming into polar coordinates and sampling
the radial cumulant directly and the angle uniformly € (0, 27]. With this procedure, one can include the initial
polynomial term into the sampling distribution so the initial trajectory weight is a complex number that is
ensured to carry unit magnitude. On the other hand, simply sampling the positive-definite Gaussian term
in cartesian space, such as G(qo, 7o), and weighting each trajectory by the initial polynomial term results
in frequent computation of trajectories that contribute little to the ensemble, giving a poorly convergent
algorithm.



10* em™!) the RWA, which we implement in a rotating frame, provides an avenue for retain-
ing accuracy while allowing one to artificially decrease the energy gap between the ground
and excited state manifolds. This, in turn, allows one to reduce the number of samples
needed to properly describe the time-dependent field, and thus update the field matter in-
teraction term in the Hamiltonian less frequently while numerically integrating Hamilton’s
equations as described above, leading to negligible additional numerical effort when compared
to propagation with time-independent Hamiltonians. For a more complete description of the

numerical benefits of invoking the RWA, we refer the reader to the Supporting Information.

2.2 Field Design and Characterization

Implementation of PLDM field-driven dynamics as described above does not require any
constraint on the form of the incident electric field. Nonetheless, for simplicity, we focus on

Gaussian shaped (linearly) chirped pulses. We therefore have that

1 g o
B (1) = ebape o iltrarso) 5

where Ap is the field amplitude, and o; controls the temporal width of the pulse. The
quadratic term in the complex exponential is responsible for the linear chirp of the pulse,
which provides a different temporal ordering of the pulse frequency components: when the
chirp coefficient, a, is positive, the low frequency components reach the sample before the
high frequency components, whereas for a negative chirp the order is reversed. A discussion
of the constant phase, ¢, which arises from the wave-vector spatial part of the field in the
dipole approximation is presented below.

The pulse can be characterized in both the time domain and the frequency domain
(related through their Fourier transforms). The former highlights the time-center of the
pulse and its width in time, while the latter reveal the frequency components spanned by

the pulse. A mixed time-frequency representation, that simultaneously gives the temporal



and frequency dependence of the field, is also possible.?” One such representation is provided
by the Wigner spectrum of the field, defined as®®

W(t,Q) = /_Z ds E* (t + g) oA (t - g) e (9)

The Wigner spectrum allows one to visualize the temporal-spectral correlation of the
incident radiation field, providing a useful way to interpret the impact a field may have
on a molecular system. Among its properties, the marginals of the Wigner distribution are
directly related to the intensity profile of the field in both the time and the frequency domain.

The field is also labeled by a wave-vector k, that enters as a phase factor given by e’*~.
When dealing with nonlinear spectroscopy simulations, where multiple laser field beams
interact with the sample, impinging at different angles, signals of different types may be
recorded in different (so called phase-matched) directions that correspond to particular linear

combinations of the incident field wave-vectors.

3 Applications

Useful applications of the field-driven dynamics extension of the PLDM algorithm include:
control over state preparation, and nonlinear spectroscopy simulations beyond the perturba-
tive limit. Here, we discuss the basic ingredients that are needed to address these two tasks,

while reporting practical examples in the Section 4.

3.1 Selective State Preparation

The ability to selectively prepare a molecular system in some predefined region of state
space, H, , through strategically designed quantum quench processes is a crucial step toward
practical application of quantum optimal control theory.? In the context of the preparation
of particular vibronic states through linearly chirped electromagnetic pulse interactions, as

defined in Eq. (8), the goal is to identify the set of field parameters that optimizes the

10



preparation of a specific target density as
Eop(t) = { E(t;w, Ap, 0v,0)| (m| (5(t) = X) [n) =0V m,n € H,} (10)

where y is a projection operator corresponding to the target state density (or coherence) in
the Hilbert subspace of the system, H,. We have highlighted the parametric dependence
of the varied field on the parameters defining the linearly chirped pulse. For multi-pulse
sequences, one must also consider time delays between pulse centers as additional parameters
for the definition of the optimal electric field. In practice, the optimal pulse is determined
as the pulse that most closely satisfies the equality defined in Eq. (10) and, in general, it is

not unique.

3.2 Non-Perturbative Pump Probe Spectroscopy

One particularly insightful avenue for making connection with experimental measurements
is provided by the calculation of time-resolved nonlinear electronic spectroscopy signals that
report on the evolution and relaxation processes of non-equilibrium state preparations.3’
While one can, in the weak-field limit, accurately calculate the nonlinear polarization of
a molecular system within the response function formalism,!?2%2" there are situations in
which a non-perturbative treatment can be advantageous. For example, when interested in
the polarization induced by fields with overlapping temporal envelopes, the non-perturbative
analysis is more straightforward. %42 One highly efficient method for extracting the nonlinear
polarization signals in phase-matched directions arising from non-perturbative field-matter
interactions involves the non-Hermitian propagation of a limited set of auxiliary density
matrices. 3 4> Propagation of the density matrix with the PLDM algorithm, however, is not
amenable to non-Hermitian Hamiltonians, forcing us to consider an alternative route: this

was first designed by Domcke and collaborators for (third-order) pump-probe spectroscopy, *°

and then extended to 2DES.*? In this study we will consider the PLDM implementation of

11



non-perturbative pump-probe spectroscopy.

The experimental setup consists of two incident radiation fields, a “pump” pulse defined
by E;(t — 1) with wave vector ki, and a “probe” pulse defined by Ey(t — 75) with wave
vector ky. The pump and probe pulses are temporally separated by an amount 7 — 7 =
At. In such experiments, the pump pulse is chosen to be sufficiently strong such that the
field-matter interaction produces population in the excited electronic state, thus creating
and out-of-equilibrium wave-packet whose evolution is monitored by the (weaker) probe
pulse. The total polarization induced in the molecular system by the pair of pulses, is
given by P(t) = Tr[ap(t)]. This polarization contains contributions from different orders of
interaction between the incident field and the system, and for isotropic samples it can be

expanded in an odd-order series as
P(t) =) P (11)
n=0

where PV)(t) is the Nth order polarization, and in the isotropic case all even-order terms
vanish. While in the weak-field (i.e. perturbative) regime it is possible to directly access
the desired polarization order (as, e.g., P()(t) for linear spectroscopy and P®) () for pump-
probe and 2D), the problem of how to separate a particular contribution from the total
polarization has to be addressed for our non-perturbative approach. Experimentally, such
a separation between first and third-order techniques (third order being the lowest order
non-vanishing nonlinear polarization) is achieved by (i) considering sufficiently weak fields
such that higher-order interactions between the field(s) and the molecular system can be
safely neglected, and (ii) recording the signal in particular directions, which are known to
be specific for given first or third-order spectroscopic techniques.!® This well established
approach is understood in the context of the RWA, for which it can be demonstrated that
the response for the third-order polarization signal, P®)(¢), radiates in the phase matched

directions k17 kz, 2k2 — kla and 2k1 — kg.

12



From the theoretical point of view, following the approach of Ref. 40, it is possible to
extract the different phase-matched signals from the total polarization by a careful selection
and combination of the phase-locked conditions between the pump and probe pulses. When
the pulses are phase-locked relative to each other, the complex polarization up to third-order

can be expressed as

Pi(¢) = Y Pu(t)e™ (12)

where n represents the four different directions in which the polarization radiates.? Choosing
n¢ = nk; -r, the four directions can be separated by computing the overall polarization P (¢)
with ¢ = mm /2 for m € [0, 3].43* From here, the directional components of the polarization

can be extracted as?’

Py, (t) = (Pt(O) +Py(n/2) + Py(m) + Pt(37r/2)>

Pk1 (t) =

I I A

(Re(B0) = )} + (P n/2) — P32

4 ’;1 (Im{Pt(O) — Py(7)} + Re{P;(37/2) — Pt(w/2)}>

P 1o (1) = i(Re{me CPy(n)} 4 In{Pu(31/2) - Pt<7r/2>})

+ @}1 (Im{Pt(O) —Py(m)} + Re{Py(7/2) — Pt<377/2>}>

1

Paus-1a(t) = § (Pl0) = Pu(r/2) + Pu(r) - Pu3r/2))

In practice, the complex polarizations P;(¢) are computed by adding a constant phase,
¢, to the pump pulse, which takes the form E(t — 7,)e’®, while ¢ is kept fixed to zero for
the probe pulse in all calculations. Four different sets of P;(¢) computations are performed
for the four values of ¢, and combined in the manner described above to extract a specific
phase-matched contribution to the polarization. In order for such an approach to be effective,
the RWA must hold, and the field strength should remain weak enough that higher-order

field-matter interactions (e.g. 5th and higher order interactions) are negligible in the total

2The total real-valued polarization is related to this expression as Pt (¢) = Py (¢) + P} ().
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Figure 1: Figure (a) depicts a general schematic of a pump-probe experiment resulting in
the signal that is radiated in the direction k. Figure (b) shows the double-sided Feynman
diagrams that contribute to this signal. The diagrams consist of linear absorption, ground
state bleaching, stimulated emission, and excited state absorption. For the third-order con-
tributions, GSB, SE, and ESA, the pump pulse interacts twice with the molecular system,
preparing electronic ground state and excited state population. The molecular system then
evolves until it interacts with the probe pulse, and finally emits a response. Here, At cor-
responds to the difference between the central times of the probe and pump pulses while 7
corresponds to the difference between when the signal is measured and the central time of
the probe pulse. The thick horizontal lines separating temporal domains of the Feynman
diagrams illustrate that there is a finite temporal width associated with the incident laser
pulses.

polarization.

We are interested in monitoring the signals that arise from systems that are prepared
in populations by a shaped, and possibly chirped, pump pulse. These signals appear in
the ko direction, as illustrated in Figure 1. In this direction, there are three contributing
processes. In the weak-field limit, the dominant signal will arise from linear absorption of the
probe pulse. For third-order interactions, the contributions consist of the GSB process, in
which the pump pulse prepares a ground electronic state population, and the SE process, in
which the pump pulse prepares an excited electronic state population. The linear absorption
signal is subtracted from the overall polarization to ensure that the signal recorded in the

ko direction is not dominated by the first order contribution.?

3Tt is worth mentioning that in the non-overlapping pulse regime, when one wishes only to differentiate
the signal in the ko from all the other signals, only two phase-locked total polarization calculations are
required. 4°

14



4 Results

4.1 Shaped Pulses for Selective State Preparation

A simple approach to determine the optimal field for enhancing the preparation of a molecular
state, as defined in Eq. 10, is to perform an exhaustive scan over the field parameter
space and isolate the set of parameters that maximize the projection onto the state of
interest. In Figure 2, results from a scan over values of carrier frequency, w., temporal
width o4, and the linear chirp parameter, a, for a simple vibronic model are reported. The
molecular system is modeled by a one-dimensional spin-boson with a vibrational frequency of
2 =500 cm™!, the Huang-Rhys factor is chosen as S = 2, and the vertical excitation energy
is set to 5600 cm~!. The field-matter Hamiltonian is defined by (g, vy| HRVA(t) |e, u,) =

_=r)?
Ap (Vg|ue) @@et=n+alt=1% ¢ 20F with A\p = 400 em™!, and (vy|u,) is the vibrational wave

function overlap, or Franck-Condon, factor. In order to retain an accurate description of
the vibronic system, the vibrational DOF is quantized and the resulting vibronic basis is
represented with mapping variables for implementation of the PLDM algorithm.2746:47

We choose to perform the scan to identify the set of field parameters that maximizes
the production of vibrational excitation on the ground electronic state surface. In this case,
the optimal field is found to have a carrier frequency of w. = 4600 cm™!, rather than the

1

frequency resonant with the vertical transition, 5600 cm™". This is because the transition

1 and since the

between ground vibrational states on each electronic surface is 4600 cm™
optimal pulse turns out to be negatively chirped, it is subsequently able to pull population
down into the vibrationally excited ground electronic state. This phenomenon has been
detailed in a previous study involving shifted anharmonic potentials where nonequilibrium
excited state wave packet dynamics drives the system toward configurations with redshifted
electronic transition resonance conditions.*®

Figure 2a reports the total population of vibrational excitation in the ground electronic

state following the interaction of the one-dimensional spin-boson with the radiation field over
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Figure 2: (a) Scan over Gaussian field parameters o,, and a, for determining the optimal
pulse to maximize the population of “hot” vibrational states in the ground electronic state
with w. = 4600 cm~'. The molecular system was prepared in the ground electronic state
and ground vibrational state before the field interaction, as illustrated in the inlay on the
heat-map. The white rectangle outlines a range of parameters over which the population

of vibrational excitatation in the ground state was examined in (b) with the addition of a
J(w)

linearized bath with varying reorganization energy, A = % fooo dw=>=, at a temperature of

7K.

a range of Gaussian temporal widths and linear chirp parameters. The “total vibrationally
excited GS population” is defined as the sum of the vibrationally excited state populations
on the ground state electronic potential surface after the pulse no longer interacts with the
system. The resulting highly-structured heat-map highlights the sensitivity of this measure
to the parameters of the field. Note, for example, the presence of specific chirp parameters
that enhance (a ~ —4.5 cm™!/fs), or suppress (a ~ —7.5 cm™!/fs) the production of vibra-
tionally excited GS population, as a result of the complicated relation between the arrival
time of a given frequency component of the field and the present and past field-induced
system dynamics. Similarly structured heat-maps, obtained at different values of the central

frequency w,. are reported in the supporting information.
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The scan over parameters outlined above was performed in the absence of coupling to
any bath DOFs. Figure 2(b), on the other hand, explores the impact of including a bath of
harmonic oscillators coupled bilinearly to the excited electronic state. A vertical cut of the
scan was considered, as highlighted by the white-edged rectangle of Figure 2(a), and system-
bath coupling strengths over a range typical for bio-molecular energy transfer systems were

explored.? A Drude-Lorentz spectral density, defined as

wy

J(w) = 2)\—72 o

(13)

was employed in these studies. We set the so-called dephasing or correlation time to y~! =
50 fs,* while ), the reorganization energy, was varied from 0 to 100 em~!. It is interesting
to notice how the highly structured profile of the total vibrationally excited GS population
along the chirp coordinate (clearly visible for A = 0 cm™!), is smoothed out as A is increased.
This can be understood as an effect of the bath induced fluctuations in the GS and ES
energy gap, that may spoil the perfect (but fragile) synchronization between the arrival of
given frequency components of the pulse and the wave-packet position in time.

In Figure 3, we consider state preparation induced by two different example fields in
the white-edged rectangle of Figure 2: an unchirped Gaussian pulse with o; = 45 fs, and a
chirped Gaussian pulse with a ~ —4.5 cm™!/fs and the same pulse width o;. In the limit
of zero system-bath coupling (A = 0 cm™!), it was found for this model that the unchirped
Gaussian pulse prepared the vibrational ground state in the excited state potential. This
is because the pulse arrives with a carrier frequency that is resonant with the transition to
this particular state, with a narrow enough frequency distribution that it does not strongly
overlap with any vibrationally excited states on the ES potential. The negatively chirped

pulse, however, contains more frequency components®, and is able to produce an excited

4Here we choose to fix v to a reasonable value without studying its impact on the proposed experiments.
Such a study is feasible using the formalism developed here, and may prove interesting, as this parameter
has been demonstrated to be an important factor influencing the control mechanism.!

5Note that, in Figure 2, different frequency axes are employed for the Wigner spectra of the unchirped
and chirped pulses.
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Figure 3: Wigner spectrum and state preparations for two fields from the scan in Figure
2. The panels (a),(c), and (e) on the left represent the unchirped Gaussian pulse and the
vibronic states prepared through its interaction with the shifted harmonic system. The
panels (b), (d), and (f) on the right represent a negatively chirped Gaussian pulse and the
vibronic states prepared through its interaction with the shifted harmonic system. In the
lower panels we plot vibronic state populations as functions of time during the interaction
of the system with the pulses. Solid curves label the ground electronic populations and
dashed curves label the excited electronic state populations. Different colored curves label
the different excited vibrational states on each electronic surface with v = 0 (black), v =1
(blue), and v = 2 (red). The results presented here involve preparing the system and its
environment at a temperature of 77 K

vibrational wave packet as a linear combination of the ground and first excited oscillator
states in both the ground and excited electronic state potentials. The inclusion of a non-zero
system-bath coupling (A = 50 cm™!) is again shown to affect the state preparation, by (i)
diminishing the amount of ES population that the unchirped pulse is able to produce, and
(ii) reducing the ratio between cold and hot vibration populations in both the GS and ES

electronic states.
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4.2 Pump-Probe Spectroscopy with Shaped Pulses

As a proof-of-concept exploring the influence of pump-pulse shaping, we performed pump-
probe spectroscopy calculations for the same one-dimensional spin-boson model described
above, employing the two different fields used to generate the results reported in Figure 3
as pump pulses. The same probe pulses were used in both simulations, 7.e. simple Gaussian
shaped probe pulses with full-width-half-maximum of 2.3550, = 10 fs, carrier frequency of
w, = 4600 cm ™!, and field-matter interaction strength of A\ = 100 cm™!. The spectroscopy
simulations were conducted by implementing the approach of Reference 40, as described in
Section 3.2, and the calculated pump-probe spectra we obtained are presented in Figure 4.
For these calculations, “focused” initial conditions were implemented to limit the statistical
noise as described in Reference 27.

The pump-probe signals reported in Figure 4 were obtained by first taking the Fourier
transform of the polarization, Py, (t), defined under Eq. (12) with respect to 7, the waiting
time after the probe pulse, for each pump-probe delay time, At. The final plotted pump-
probe signals are then obtained as the negative of the imaginary part of these Fourier trans-
formed results. The left panels, Figure 4 (a) and (c), which corresponds to the unchirped
simple Gaussian pump pulse, display no oscillatory behavior as a function of At. This is
because the pump pulse, as indicated in Figure 3, prepares only the ground vibrational state
in the excited state potential. Comparing the upper and lower sets of panels in Figure 4
explores the influence of the environmental bath that is coupled with different strengths, A,
only to the electronic states in our model.

The right panels, Figure 4 (b) and (d), on the other hand correspond to the negatively
chirped Gaussian pulse, and display strong oscillatory behavior as a function of At. These
oscillations arise because of the linear combination of ground and first excited vibrational
states that this chirped pump pulse prepares on each electronic state potential surface (see
Figure 3). The non-stationary linear combinations of excited vibrational states prepared

by the chirped pump pulse oscillate at the vibrational frequency = 500 cm™! (period
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Figure 4: Pump-probe spectra for the shifted harmonic oscillator model described above.
The spectra are obtained by Fourier transforming the nonlinear polarization that radiates in
the ko direction (see Figure 1) with respect to the time, 7, following an interaction with the
probe pulse. The signals plotted here are then the negative of the imaginary part of these
Fourier transformed results. Here, the left panels (a) and (c) represent the spectra produced
when the Gaussian pulse with no chirp acts as the pump, while the right panels (b) and (d)
show spectra obtained when the negatively chirped Gaussian pulse acts as the pump pulse.
The Wigner spectrum and state preparation for each of these pulses are presented in Figure
3. The upper and lower sets of panels explore the influence of system-bath coupling strength,
A, on these spectra. The results presented here are obtained at a temperature of T=77 K.

of & 66.7 fs). These simulations are representative of how the impact of shaped pulses on
state preparation could manifest in experimental measurements of time-resolved pump-probe
spectra.

The system-bath coupling incorporated in the model explored here includes only bath
coupling to the electronic excitation and has the effect of simply broadening all the features
in the pump-probe spectra. A model incorporating vibrational relaxation, on the other hand,

would show evidence of excited wave packet relaxation dynamics that is not explored here.
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5 Connecting with experiments

To better connect with experiments, where the pulse chirping is usually obtained by delaying
certain frequency components with respect to others while keeping the shape of the origi-
nal pulse in the frequency domain fixed,® we have performed a second scan over the chirp
parameter (only) by imposing the constraint of identical frequency resolved field intensities
|E(2)]%. The values for the final population produced by the chirped fields (in both the GS
and ES), for a vibronic model with = 500 cm™! and S = 0.35 are reported in Figure 5 and
Table 1. The simulations were performed at T=300 K. At this temperature the first excited
vibrational state of the ground electronic well is thermally populated (~8% according to the
Boltzmann distribution): all the data presented hereafter are therefore obtained by perform-
ing simulations starting from both the ground and the first excited vibrational states of the
ground electronic state, and summing the results with the proper Boltzmann weights. Even
if in the present case the results are dominated by the 92% populated ground vibrational
state, the same procedure may be applied to cases in which this effect may be important
(e.g., when higher temperatures or modes with lower frequencies are considered). The equa-
tions for the chirped time-domain field parameters (i.e., the field strength Ar and the pulse
time-width oy, with the central frequency, w,, fixed at 5600 cm™!), obtained by imposing the
constraint outlined above that the pulses have the same shape in the frequency domain, as
well as the Wigner maps of these pulses, are presented in the Supporting Information.
Some comments on the results of this constrained scan follow: (i) First of all we note
that, due to the quadratic nature of the equations, for every chirp value, there are two
fields with different shapes in the time domain (specified by Ar and oy) that produce the
same |F(Q2)]2. These solutions are labeled with subscripts S and L, corresponding to the
shorter and longer pulse duration solutions, respectively. (ii) Table 1 reports the asymptotic

populations for vibrationally cold /hot states in the electronic GS and ES, exploring the effect

6This means that different pulses have the same number of photons for each color, but, depending on the
pulse chirp, the different colors arrive at the target at different times.
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Figure 5: Column graph of the (a) GS and (b) ES population prepared by the different
pulses. GS*/ES* (GSy/ESy) indicates vibrationally excited (cold) GS/ES population. Note
that the C1, pulse changes the state preparation most significantly relative to the transform
limited pulse. These results are obtained at T=300K.

of pulse chirping on the state preparation. The most remarkable change (with respect to the
transform limited -TL- pulse) is observed in the case of C1y, where, in contrast with all the
other cases, the largest fraction of the population appears on the hot ES (and in particular
around 30% in the first and 10% in the second excited vibrational levels); (iii) the bath does
not seem to significantly influence these results, likely because the relaxation time used in
the model is typically longer than the pulse duration.

In Figure 6 we present results of calculations in which we have simulated a pump-probe
Table 1: Influence of the chirp for state preparation experiments on the vibronic model in-
troduced above. All the fields have the same frequency resolved intensity |E(Q)|?. GS*/ES*
(GSp/ESy) indicates vibrationally excited (cold) GS/ES population. The largest population
values are in bold. The field parameters Ar, ; and a are measured in cm ™!, fs, and cm™! /fs,

respectively. (2 The field strengths reported in the table have to be multiplied by 1500. All
results presented here are obtained for temperature T—=300K

Field param.s Pop.s (A =0) Pop.s (A =100 cm™1)

NS a GS* (GSy) ES* (ES))  GS* (GSy) ES* (ESp)
TL  1.00 7.00 0 0.14 (0.69) 0.17 (0.01)  0.14 (0.68) 0.17 (0.02)
Cls 099 714 -106  0.15(0.68) 0.17 (0.01)  0.15 (0.67) 0.17 (0.02)
Cl, 045 3499 -10.6  0.23(0.21) 0.45 (0.12)  0.21 (0.24) 0.43 (0.12)
025 088 9.04 -265 0.7 (0.55) 0.18 (0.11)  0.18 (0.55) 0.17 (0.11)
C2p, 0.80 11.06 -26.5 0.19 (0.46) 0.19 (0.17) 0.19 (0.47) 0.18 (0.17)
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Figure 6: Pump-probe spectra produced by employing a TL probe pulse, with either (a) the
TL or (d) the C1y, chirped pulse as the pump. These spectra are computed in the same way
as the results in Figure 4. The residual maps presented in panels (b) and (e), which highlight
the oscillatory behavior of the PP data, are obtained by subtracting the At averaged signal
for each value of w from the plots in panels (a) and (d), respectively. Finally, we have Fourier
transformed this residual data along At, and panels (c) and (f) plot the power spectra as
the square modulus of this Fourier transformed residual data. The results presented here
are for TL pump (panels (b) and (c)) and for the C1, pump (panels (e) and (f)). Results
presented here are for T=300K. See text for details of the bath used in these studies.

experiment employing either TL (Figure 6 (a-c)) or Cly (Figure (d-f)) pump pulses, and
an attenuated TL pulse as probe (the TL probe pulse intensity was reduced to 20% of the
original intensity). A bath with A = 100 cm™" and v~ = 50 fs was coupled to the system.
We have further analyzed the pump-probe spectra by visualizing the oscillating residuals
(obtained by subtracting, for each detection frequency w, the constant contributions - Figure
6 (b) and (e)), and by means of the so-called power-spectrum, which is the square modulus
of the Fourier transform of the residual map along the time coordinate At, which becomes
an additional frequency axis (labeled w, - Figure 6 (c¢) and (f)). This pump-probe spectrum
captures the beating frequencies along the delay time between pump and probe, and as such
can monitor the ability of the pump pulse to create oscillatory wave-packets in either the
ground or excited electronic state. The beating frequency is expected to reveal the wave-

packet dynamics of molecular modes that are strongly coupled to the observed excited state:
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in this case the 500 cm™! mode and possible overtones. From the calculated model pump-
probe spectra presented in Figure 6, it is clear that the different initial states prepared by
using either TL or Cl; as pump pulses, result in significant differences in the pump-probe
signals. We note in particular that C1; quenches the signals above 5300 cm™!. Moreover, the
nodal structure of the pump-probe map, which is used in experiments to track (for example)
dynamical Stokes shift effects, is modified by the use of the chirp pump.

These results demonstrate the ability to use chirped pulses to control the initial state
preparation of a vibronic system, and show that the state preparation process is robust to the
bath induced fluctuations (at least when the bath relaxation time is longer than the pulse
duration). Moreover these simulations suggest that the different prepared states, can be
monitored in pump-probe experiments, which are demonstrated to be sensitive to the initial
(pump-produced) state. Future studies will explore (i) the state-preparation/chirp/noise
relationships and (ii) the effect of using chirp-pulses in pump-probe spectroscopy by de-
tailed comparison of experimental results and theoretical predictions for model molecular

systems.4?

6 Conclusions and Future Directions

Here, the general formalism for computing explicit field-matter interactions within the PLDM
formalism is presented. Employing simple models, we have shown that this formalism can
be used to design (and eventually optimize) field-matter interactions to enhance selected
quantum processes. We report results of a scan over field parameters for a simple one-
dimensional spin-boson model interacting with an incident radiation field and demonstrate
how the optimal field for producing a desired state of a model condense phase system could
be determined. We explore how the fidelity of state targeting is influenced by characteristics
of the system-bath coupling in this model.

A discussion of how one can obtain nonlinear spectroscopic signals through non-perturbative
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field-matter interactions was presented,*’ and the pump-probe signal was computed for a
spin-boson model with the PLDM algorithm. These preliminary results show the impact of
different pulse shapes and sequences on spectroscopic observables, and serve as a starting
point for the implementation of the PLDM algorithm in the context of quantum optimal
control theory.?5% While the results presented here are restricted to the driving of electronic
/ vibronic transitions, more general field-matter interactions can also be considered. For
example, one could consider infrared pulse sequences, as has been studied in the context of
nonlinear infrared spectroscopies with the intimately-related mixed quantum-classical Liou-
ville equation.®! %3

Finally, to better connect with experiments, the ability to use different chirped pulses,
characterized by identical intensity profiles in the frequency space, to control vibronic state
preparation has been tested on a second model system. The relationship between state
preparation controllability, pulse properties and external noise (bath properties, such as the
strength of system-bath coupling and its characteristic relaxation time!) should be explored
experimentally and theoretically.’

Future work in this direction will involve the use of higher-dimensional ab-initio param-
eterized models of molecular systems for designing optimal pulse sequences through simu-

50

lations,”” as well as understanding the dynamical mechanisms underlying experimentally-

determined optimal control sequences. %19

7 Acknowledgements

We acknowledge support for this research from the US Department of Energy, Office of Basic
Energy Sciences under contract DE-SC0020437, and from the National Science Foundation
under grant CHE-1955407. We acknowledge discussions with Prof. Greg Scholes and prelim-
inary experimental results from Ms. Catrina Oberg, which provided important motivation

for the theoretical developments presented here.

25



8 Supporting Information

The following sections are available in the Supporting Information: (1) Justification of RWA
in this application, (2) Wigner spectrum of electromagnetic field, (3) PLDM field-driven
method vs exact calculations, (4) How to prepare chirped pulses with fixed |[E(Q)|?, (5)
Heat maps for ground state vibrational excitation as a function of driving chirped pulse field
parameters with different carrier frequencies, and (6) Comparison of pump-probe spectra of
the simple harmonic model at T = 77K and T = 300K. This information is available free of

charge via the Internet at http://pubs.acs.org.
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