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Abstract
Objective: Computed Tomography perfusion (CTp) of liver is very at-

tractive for predictive and prognostic purposes, but motion artefacts and
radiation dose connected to duration of examinations jeopardize the repro-
ducibility of perfusion values, thwarting CTp daily application in clinics. The
goal is showing to what extent these issues can be faced by shortening the
CTp unenhanced stage (i.e., the baseline).

Methods: 59 patients with colorectal cancer underwent undelayed hepatic
CTp examinations. For each patient, fifteen virtual examinations Eτ simulating
different scan delays τ∈[1..15] s were achieved from the undelayed original
sequence E0. Absolute (AD), percentage (PD) and compound differences
(CDτ ) were computed between E0 and each Eτ for baseline and perfusion
values and measured in HU and arbitrary units (a.u.), respectively. Patients
were grouped and counted based on the differences achieved.

Results: Maximum perfusion CDτ<10 a.u. and baseline CDτ<7 HU were
achieved. For τ≤10 s, maximum perfusion CDτ∈[5,6) a.u. was found in one
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patient only as well as maximum baseline CDτ∈[2,3) HU. Blood flow (BF),
hepatic perfusion index and arterial BF showed the lowest CDτ , while portal
BF and total BF the highest ones. PD is practically always higher than AD.

Conclusion: The approach presented allows clinicians to design the short-
est CTp acquisition protocol, selecting the highest delay compliant with the
required accuracy for the chosen perfusion parameters, to limit patient’s mo-
tion and improve image quality.

Significance: A short CTp protocol allows strengthening the reliability
of perfusion values, and correctness of clinical outcomes, advancing CTp
introduction in the standard clinical practice.
Key Words: Blood Flow, Time Concentration Curves, Measurement errors,
Baseline, Reproducibility

1. Introduction
Computed Tomography perfusion (CTp) is a functional imaging tech-

nique that has shown to be very useful in several clinical applications [1],
including oncology [2, 3]. Indeed, through the repetition of CT acquisitions
of the same tissue portion before, during, and after the administration of
a iodinated contrast agent [4] it is possible to extract for each voxel the
so-called time concentration curves (TCCs), which allow describing tissue
hemodynamics. Several kinetic models can be adopted to describe different
aspects of tissue physiology [5]. Accordingly, different methods can be em-
ployed for CTp parameters computation, whether they consider only the first
passage of contrast agent, where the maximum slope is suitable, or recircula-
tion is also addressed, where deconvolution-based approaches using the time
attenuation curves (i.e., achieved from TCCs after removing the baseline [6])
are more appropriate. Therefore, depending on the kinetic model selected
and the method applied, time concentration and attenuation curves [7] are
processed to extract different perfusion parameters exploited for detection,
diagnosis, and prognosis of several pathologies [8, 9, 10]. At present, two wide
European multicentre liver CTp studies (SARAH [11] and PROSPeCT [12])
exist, aiming at developing predictive and prognostic imaging biomarkers.
It is worth noting that with respect to non-ionizing imaging modality such
as Dynamic Contrast Enhanced-Magnetic Resonance Imaging, CTp has a
high spatial and temporal resolution, a lower cost, it is widely spread, and
changes in attenuation are proportional to contrast agent, this making CTp
more suitable for quantitative dynamic analyses [13].
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Despite its great potential, CTp has met difficulties to yield reliable and
reproducible results due to different causes, including motion artefacts [14]
and the limited radiation dose delivered to patients for each CT scan (that
however cannot be increased because of the high number of CT volumes
needed [15]), that are delaying CTp standardization and its consequent in-
troduction in the standard clinical practice. To face motion artefacts, several
approaches have been adopted. The first ones aiming at preventing motion
by involving patients directly (e.g., asking them to hold their breath during
acquisition) are really effective, but suitable only for very short duration ac-
quisition protocols (i.e., at most, during the first-pass) [16, 17]. A second
set of approaches works in post-processing, relying on manual or automatic
alignments methods [18, 19], although in the literature there is a lack of
standard or widely acknowledged registration algorithms [20, 21]. Finally,
a third group of recent approaches acts at the methodological level focus-
ing on reliability issues in general, for instance, improving acquisition sam-
pling to prevent the effects of motion [22], quantifying and removing residual
artefacts [23, 24], and providing measurements of perfusion reliability [25].
Nonetheless, all these problems are indissolubly related to the data quality
issue and, ultimately, to the dose administered to patients. As regards this
item, several efforts have been done to find the best trade-off between data
quality and radiation dose saving [15]. The two main approaches that have
been explored to reduce radiation administered to patients consist in vary-
ing the acquisition parameters (e.g., by diminishing tube current and volt-
age [26, 27]) and in reducing the number of CT volumes acquired (e.g., by
increasing the time sampling [28] or by shortening the acquisition time [29]).
However, all these techniques inevitably may yield a loss in signal quality or
a reduction of temporal resolution, both affecting accuracy of results.

A further challenging strategy is to try tackling both motion and radi-
ation dose issues together, in one time, that is trying shortening the unen-
hanced portion of the TCCs (namely, the baseline) by introducing a scan
delay between contrast agent administration and acquisition beginning, thus
favouring breath hold and motion control, accordingly. Since the baseline is
the reference signal before contrast agent arrives [30], it has a great impor-
tance in CTp imaging (in general, in signal processing [31]). In fact, besides
affecting the overall signal fitting, in the methods where the baseline is the
background signal used to achieve the time attenuation curves [30], possible
baseline’s inaccuracies can heavily hinder the overall CTp parameters com-
putation [6]. For this reason, some recent guidelines on liver CTp suggest to
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start acquisition even before contrast agent injection [4]. For instance, five to
ten unenhanced scans are recommended in [32] to ensure the acquisition of
enough baseline samples so as to obtain reliable perfusion values. However,
since contrast agent takes time to flow from the injection site to the tissue
analysed [33], a huge number of unenhanced scans could be unnecessary.
Indeed, almost all the hepatic CTp studies reported in the literature adopt
varying scan delays, after contrast agent injection, according to two main
strategies. The most conservative one consists in applying no scan delays
at all, this resulting in long acquisition protocols that do ensure TCCs with
a long baseline portion, but at patients’ comfort and health expenses. An
example of such protocol can be found in [34], where CTp results are used as
the gold-standard since the absence of scan delay allows obtaining as much
accurate CTp results as possible. On the contrary, the second approach con-
sists in introducing high scan delays, adopting a shorter acquisition protocol
that permits a better motion control and a substantial radiation dose saving.
An example of this choice can be found in [35], where a varying scan delay
ranging from 8 s to 10 s allows obtaining a consistent baseline shortening,
but with the risk of introducing notable inaccuracies caused by short and
length-varying baselines.

While all these approaches rely on heuristic criteria to set the baseline
length, the work in [36] is an early attempt to measure the effects of scan
delay on perfusion parameters, with the aim of reducing the dose adminis-
tered to patient. The work provides resuming results regarding the effects of
scan delay on perfusion values, but without either discussing the causes of
worsening in accuracy or mentioning how many patients are involved.

The main goal of this study is to measure the effects of shortening the
unenhanced sequence of CTp liver examinations on baseline, TCCs and per-
fusion values accuracy, extensively discussing the underlying causes. To this
purpose, fifty-nine hepatic CTp studies carried out with no scan delay (whose
perfusion results represent a benchmark) are analysed. Stemming from the
original acquisitions, several datasets are generated for each patient simulat-
ing the usage of acquisition protocols with different scan delays, according
to what reported in [36]. Baseline values and different perfusion parameters
are calculated for each dataset using the maximum slope method, and the
effects of shortening the baseline through scan delays are measured for each
patient by using the original sequences as a reference. The results confirm the
possibility to introduce a moderate, and sometimes high, delay in CTp ex-
aminations without losing clinical information either on baseline or perfusion
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values. This allows achieving a very short protocol with possible reduction
of motion artefacts and overall improvement of the overall CTp reliability,
accordingly, thus promoting its applicability in the clinical practice.

2. Materials and methods

2.1. Background
Grounded on the indicator-dilution theory [37], the hepatic tissue can

be modelled as a mono-compartmental system [38] and the Fick principle
describing the mass conservation law [39] can be applied. In particular,
the Fick’s principle states that the mass of contrast agent inside tissue cT (t)
depends on the organ‘s blood flow (BF), and on contrast agent concentration
inside the vascular input ci(t) and the venous output co(t) [39], according to
(1):

dcT (t)/dt = BF · [ci(t)− co(t)]. (1)
Immediately after contrast agent injection, the tracer remains inside tissue.
During this period, it is possible to make the assumption of no venous outflow
(i.e., co(t)=0) and write (1) as follows:

dcT (t)/dt = BF · ci(t). (2)

This means that the rate of tracer accumulation inside tissue cT (t) is maximal
when also the concentration of the vascular input ci(t) is maximal, and (2)
can be thus reformulated:

dcT (t)

dt
|max = BF · ci(t)|max. (3)

During first-pass, contrast agent arrival is pointed out by changes in tissue
attenuation and BF values can be extracted from (3) as the rate between the
tissue cT (t) maximum gradient and input ci(t) peak, according to (4):

BF =
dcT (t)

dt
|max

ci(t)|max

. (4)

Besides being apt for the short first-pass protocols, the maximum slope
method is robust and simple to compute, allows taking into account both
a single and a dual vascular input and, as such, it is one of the mostly used
methods in the literature [1]. maximum slope also fits well our purposes, since
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exploiting only the first data acquired (i.e., up to the enhancement portion of
the tissue TCCs) allows achieving the shortest examination as possible, thus
emphasizing the effects of baseline length reduction. In addition, maximum
slope allows computing five different perfusion parameters that have shown to
be useful for clinical purposes: single-input BF, arterial BF (aBF), portal BF
(pBF), total BF (tBF) and hepatic perfusion index (HPI). In particular, the
single input BF (ml/min/100g) can be calculated through (4) by replacing
ci(t) with the aortic TCC (ca(t)) [40]. On the contrary, when dual input pa-
rameters are considered, cT (t) is split into two portions by the peak instant
of the splenic TCC to separately evaluate through (4) the arterial (caT (t))
and the portal (cpT (t)) contributions to tissue vascular circulation due to the
aortic and the portal (cp(t)) input, respectively [41]. tBF (ml/min/100g) is
finally calculated as the sum of the arterial and the portal contributions to
perfusion, according to (5):

tBF = aBF + pBF. (5)

Finally, HPI (%) represents the arterial contribution to the hepatic cir-
culation and is computed according to (6):

HPI = aBF/tBF. (6)

To include analyses of local BF changes in clinical evaluations, the numerical
values of perfusion parameters in the region of interest (ROI) are usually
coupled to colorimetric maps.

2.2. Dataset and acquisition protocol
This retrospective study was approved by the Institutional Review Board.

59 adult patients (P) with colorectal cancer, but free from liver metastases
and chronic hepatic diseases, provided written informed consent and were
included in this study. Each patient was instructed to breath shallowly and
underwent a hepatic CTp examination carried out using a 64-slice multide-
tector CT scanner (LightSpeed VCT; GE Healthcare, Milwaukee, WI, USA).
After a first unenhanced CT scan used to localize the portal trunk, an axial
CTp acquisition was performed on the identified region using fixed tube cur-
rent (100 mA) and voltage (80 kV), with gantry rotation time of 1 s. 40 ml of
iodinated contrast agent (350 mg·I/ml) were injected at 5 ml/s contextually
to acquisition beginning (i.e., no delay). 60 scans over a section of 40 mm,
representing 8 slices with 5 mm thickness, 5 mm spacing, and 0.49 mm pixel
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size, were performed every 1 s for the first 30 s and every 3 s for the sub-
sequent 90 s, finally yielding 480 CT images (512×512 pixel). The image
acquisition procedure is resumed in the movie M1 that can be found in the
Supplementary Files.

2.3. TCC’s extraction and fitting
Despite the original study was conceived to investigate also the contrast

agent equilibrium phase, in the present research we focused our attention
on the first-pass phase. Accordingly, the first 42 CT scans (i.e., the first
65 s, roughly corresponding to the arterial first-pass phase) were extracted
from each examination not to take advantage from samples not available in a
short-time protocol explicitly conceived to analyse only the first-pass phase.
In order to extract TCCs on which computing baseline values and perfusion
parameters, each CTp examination was first analysed by two experienced
radiologists in cine-loop mode and the central slice of each of the first 42 vol-
umes acquired was selected to generate the reference sequence [34, 42, 43].
Four ROIs were drawn in consensus to outline liver tissue, aorta, portal vein,
and spleen. Tissue ROI was drawn as large as possible on the first slice of
the reference sequence, excluding large vessels and keeping ROI borders far
enough from liver margins to prevent partial volume effects [44]. Instead, the
remaining three ROIs were outlined on the slices showing aortic, portal, and
splenic maximum enhancement to assure the correct computation of perfu-
sion parameters and weaken any problem related to patient motion. In those
examinations where portal vein or spleen were not visible due to the narrow
field of view adopted, only the single input analysis was carried out. Then,
the ROIs outlined were aligned on the other slices of the reference sequence
to allow TCCs extraction. In particular, a single mean TCC was obtained
for aorta, portal vein, and spleen by averaging their ROIs’ density values
in each time instant. As far as the tissue is concerned, a first filtering step
was applied to improve data quality before TCCs extraction. In particu-
lar, preliminary exploratory analyses on tissue motion confirmed that breath
was shallow and slow and the maximum displacement found between two
consecutive slices was lower than 10 mm. Consequently, in order to filter im-
age noise preserving edges and reduce the effects of motion improving TCCs
temporal coherency [45], a 3D 9×9×3 median filter of approximate size of
4.4 mm ×4.4 mm ×1.5 mm was applied on liver tissue. Then, voxel-based
TCCs were extracted from the tissue ROI and fitted using the sigmoidal
Hill’s model, often employed to describe pharmacokinetic of contrast agent
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during first-pass phase [22, 46], and reported in (7):

ĉT (t) = Emin + (Emax − Emin)
tα

(EC50 + t)α
(7)

where Emin and Emax are the TCC’s baseline and maximum (saturation)
values, respectively, EC50 is the time instant of the half-maximum response
concentration of the curve and α is the nonlinear parameter mostly affecting
signal’s slope. Then, a fitting was accomplished on the remaining three
parameters through the Interior Point minimization algorithm implemented
in the fmincon function of Matlab© (MathWorks Inc, Natick, MA, USA).
As the cost function F (·), the sum of squared residuals computed between
the fitted signal ĉT (t) and the original TCC cT (t) in each time instant i was
chosen, according to (8):

F =
∑
i

(cT (i)− ĉT (i))
2. (8)

The bounds of fitting parameters were adjusted to speed-up the overall
processing time and to avoid non-physiological solutions. Accordingly, Emin

was set to the baseline value found with the algorithm described in [47]. As
regards Emax, to set the lower bound we have not to forget that the Hill equa-
tion is a monotonic sigmoidal model conceived to represent only the ascent
part of the TCC. For this reason, in order to force fitting not to include HU
values belonging to the TCC’s washout phase, the lower bound of Emax was
set to the 90-th percentile of each tissue TCC density range (whose maximum
value is the TCC’s peak). In fact, while lower values clearly include many
samples of the descent phase, choosing a higher values selects too a low num-
ber of samples in the peak’s neighbourhood (or even isolated peaks due to
noise), that makes them loosing representativeness. As for EC50, it was left
free within its whole physiological range, that is between the end of baseline
(tB) [47] and the TCC’s peak time. Finally, as far as α is concerned, negative
values yield decreasing ĉT (t), while 0 < α ≤ 1 yields curves without baseline,
soon increasing at the first time instant, this being infeasible with our CTp
protocol (Sect. 2.2). Accordingly, since ĉT (t) has a baseline only if α>1, we
chose 1.1 as the lower bound. As for its upper bound, early analyses carried
out to explore the parameter space suggested that setting α=15 did not yield
any α-saturated fitting, and this was confirmed by the post-processing anal-
ysis of the ultimate sigmoidal parameter values. It also worth saying that,
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as α increases, the changes in TCC’ slope rapidly decreases, exponentially,
with very low differences between subsequent α values. The starting points
were set to the middle range values.

2.4. Generation of virtual TCCs
In order to evaluate the effects of TCCs shortening on baseline values

and perfusion results, several datasets with different delays τ (Eτ ) were built
for each patient starting from the original acquisitions (E0, with τ=0 s),
which were used as the reference ones. In particular, the set of delayed CTp
examinations Eτ was obtained from E0 ones by progressively disregarding the
first i CT scans. The maximum number of samples disregarded (i.e., fifteen)
was selected to assure the presence of at least one baseline data-point in each
TCC, after an automatic analysis of the patients’ baseline lengths carried out
through the algorithm described in [47]. Being the sampling time equal to
1 s for the first thirty seconds, the number i of CT scans discarded coincides
with τ . For instance, to simulate an acquisition protocol with a scan delay
of τ=10 s it is necessary to remove the first 10 CT scans from E0. Therefore,
for each patient sixteen examinations (one E0 and fifteen Eτ ) were associated
to as many delayed acquisition protocols. The same datasets were previously
used to provide some hints to reduce the administered dose in liver CTp while
maintaining diagnostic accuracy [36].

2.5. Assessment of results and statistical analyses
The quality of each examination was determined by calculating the image

signal-to-noise ratio (SNR, measured in dB) of each E0, according to (9):

SNR = 20 · log10(mL/σB) (9)

where mL is the mean density value calculated in the liver ROI and σB

is the standard deviation of the slice background. The goodness-of-fit was
estimated for each TCC by calculating the mean value µϵ of the absolute
residuals ϵ between cT (t) and ĉT (t), according to (10):

µϵ =
1

M

M∑
i=1

|cT (i)− ĉT (i)| (10)

where M is the number of samples of the TCC considered [23]. For each
patient, the voxel-based baseline values and single and dual input perfusion
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parameters were computed for E0 and each Eτ exploiting the maximum slope
method. The absolute differences (AD) and the absolute percentage differ-
ences (PD) referred to baseline and perfusion values computed on E0 and
each Eτ were calculated and resumed by their median values. Fifteen com-
parisons (one for each couple (E0, Eτ )) were performed on 59 patients for
baseline and BF, and on 48 patients for the four dual-input perfusion param-
eters (i.e., those for which the dual-input analysis was feasible). It is worth
noting that we need introducing a unique “perfusion unit” (p.u.) to enable a
comparison between HPI and BF-based parameters, since they have different
measurement units. For instance, 5p.u. corresponds to 5% when the measure
is referred to HPI or to 5ml/min/100g when it concerns BF, aBF, pBF, or
tBF.

The Shapiro-Wilk test (p-value≤0.05) was used to test Gaussianity of
the baseline and perfusion median values distributions. The two-tail paired
Wilcoxon signed-rank test was performed to evaluate significance of baseline
and perfusion variations caused by the scan delays, although it is worth
mentioning that a statistically significant difference may not be clinically
significant. Accordingly, in order to favour the clinical translation of results,
we extended the tests to check to what extent baseline and perfusion AD and
PD were significantly different from zero, by testing them against a set of
integer Hounsfield Unit (HU) and p.u., respectively, and percentage values.
In particular, the one-tail paired Wilcoxon signed-rank test was repeatedly
applied to test baseline and perfusion AD values for each couple (E0, Eτ )
against integer N HU and p.u., N=[1÷20]. The same test was also applied
to evaluate integer PD, with N=[1÷100] percentage.

In addition, besides analysing AD and PD separately, considering that
it may happen that their magnitudes are in inverse relation, as emerged
from preliminary analysis, we try proposing for each patient i one significant
compound (CD) difference, for each τ , according to (11):

CDi,τ = min(ADi
τ ,PDi

τ ),∀i ∈ P (11)

that is, the minimum between percentage and absolute difference.
This arises from considering that same values for AD and PD could have

the same clinical importance (for instance, to this purpose AD=5 ml/100g/min
and PD=5% are equivalent). In fact, they both are used in the literature,
with no indication of which of these methods is preferable, or whether a
different magnitude should be considered when using percentage or absolute
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differences. As a consequence, we propose one resuming significant difference
for each τ (CDτ ), for baseline and perfusion values, described in (12):

CDτ = max
i∈P

(CDi,τ ) (12)

In practice, CDτ represents for each τ the highest compound difference found
in all patients, whether it is AD or PD.

All the statistical tests were performed by using IBMr SPSSr Statistics
23.0 (IBM Corp., Armonk, NY, USA), where p-value≤0.05 was considered
for statistical significance. The movie M2 in the Supplementary Files
schematizes and resumes the procedures described in 2.3, 2.4, and 2.5 to ex-
tract the original TCCs, generate the virtual datasets associated to different
τ ’s and to assess the results.

2.6. Tables and Graphs for results interpretation
To help the reader to better interpret the outcomes, besides the mere

statistical significance of the absolute and statistical differences, we counted
the number of patients for which a given difference is significant, so as to al-
low computing the prevalence for each variation. In particular, we prepared
a set of Tables (3-4, and SI-SX in the Supplementary Files) containing
even the number of patients showing a maximum variation N-1≤AD<N and
N-1≤PD<N for each N>0 value, as τ varies. These outcomes were summa-
rized through two intuitive graphs (Fig. 5(a) and (b)) pointing out for each
delay τ and perfusion parameter the highest variation found. As regards
CDτ for baseline and perfusion values, it is represented in two graphs, Fig. 4
and Fig. 8, respectively, were however we keep track of whether AD or PD
prevails, using squared or “pointed” bars, respectively.

3. Experimental Results

Initially, we compare the outcome of our perfusion parameters’ compu-
tation method, calculated on the whole sequence E0, with those reported in
the literature (section 3.1). After that, we present the variations of baseline
and CTp parameters computed with different scan delays τ , analysing their
causes (sections 3.2 and 3.3). We then analyse a sample case study 3.4 and,
finally, propose some practical hints on how to properly shorten the baseline
3.5.

11



3.1. Baseline and perfusion values of the whole sequence
Median baseline values calculated for each examination E0 are reported

in the histogram of Fig. 1. Although global median (62.8 HU) and mean
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Figure 1: Histogram of median E0 baseline values of all patients.

(61.2 HU) values differs, leaving the three leftmost outliers out of consider-
ation, the distribution is Gaussian, with a standard deviation of 11.2 HU.
These values are compliant with those of normal liver density measured with
unenhanced CT scans in [48], that reported comparable global mean and
standard deviation (58.8±10.8 HU), collected from healthy liver of even 3357
patients with colorectal cancer.

As regards the distributions of the median perfusion parameters, only HPI
is Gaussian (p-value=0.8), while BF, aBF, pBF, tBF show p-values≤0.03.
However, to enable a comparison with the other works, Table 1 only shows
mean, standard deviation, and range of the median perfusion parameters
values computed on E0 of each patient, since these are the only parame-
ters available in these papers. These perfusion values were compared with
those calculated on normal liver tissue in patients with hepatocellular car-
cinoma [49, 34], or metastases from colorectal cancer [50], since no works
address healthy liver in colorectal cancer patients. In general, we see that all
standard deviations reported are wider than ours, probably due to the lower
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Perfusion parameter µ± σ Range
BF (ml/min/100g) 36.4 ± 13.0 16.6–74.5
aBF (ml/min/100g) 24.4 ± 12.9 5.1–74.5
pBF (ml/min/100g) 94.4 ± 24.7 55.5–151.7
tBF (ml/min/100g) 119.5 ± 32.4 72.4–209.7
HPI (%) 20.6 ± 7.2 4.7–35.5

Table 1: Mean (µ), standard deviation (σ), and range of median BF, aBF, pBF, tBF, and
HPI values referring to E0 of each patient are reported.

number of patients and the liver analysed being a healthy portion in the
presence of cancer. In fact, our mean and standard deviation of single-input
BF are comparable with those reported in [49] (39.6±17.3 p.u.). Similarly,
our mean and range value for aBF are compliant with those reported in [50]
(24.5 p.u. and [10.4–71.1 p.u.]) as well as our mean and range values for
HPI are compatible (24.0 p.u. and [15.0–35.0 p.u.], respectively). Instead,
the mean pBF is higher than in [50] (73,6 p.u.), although our range is fully
included ([32.3–172.3 p.u.]). Finally, as regards tBF, our mean and standard
deviation values are compliant with those reported in [34] (118.3±92.9 p.u.),
even though we have a far smaller standard deviation.

3.2. The effects of delay τ on TCCs and baseline
Fig. 2 shows the boxplots of median baselines’ AD (a) and of BF’s AD (b)

as τ increases (graphs referred to PD, and to AD of the remaining four perfu-
sion parameters are similar and have not been reported). As expected, base-
line values and perfusion parameters accuracy decreases as TCCs shorten.
Indeed, by decreasing the number of unenhanced data samples available, the
baseline values calculated are less accurate and baseline AD values increase,
this altering the time attenuation curves. Besides that, with fewer samples
also data fitting worsens, this reducing precision of perfusion parameters,
which leads perfusion AD to increase. The monotonic increasing trend of
both baseline and perfusion variations as TCCs shorten clearly points out
that the baseline values computed on Eτ , and the related perfusion results,
gradually move away from their reference values calculated on E0. Further-
more, the increase of the interquartile range of both baseline AD and perfu-
sion AD and PD means that patients’ baseline and perfusion values are more
and more differently sensible to the lack of samples caused by shortening of

13



(a)

(b)

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

Delay  (s)

0

1

2

3

4

5

6

7

B
a

s
e

lin
e

 A
b

s
o

lu
te

 D
if
fe

re
n

c
e

s
 (

H
U

)

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

Delay  (s)

0

1

2

3

4

B
F

 A
b

s
o

lu
te

 D
if
fe

re
n

c
e

s
 A

D
 (

p
.u

.)

Figure 2: Baseline (a) and BF (b) absolute differences AD achieved for all patients as the
baseline is shortened.

the unenhanced portion of TCCs. This mainly depends on the quality of data
acquired and on the time taken by contrast agent to reach the liver, which
can vary on the basis of patients’ physiological factors (e.g., the cardiac out-
put) [33]. In fact, TCCs characterised by higher noise levels or with shorter
baselines are more prone to fitting errors and, consequently, to heavier vari-
ations of perfusion results. Fig. 3 (a) and (b) deals with TCCs referring to
two examinations with a different SNR, where the same scan delay (τ=12 s)
causes a similar baseline AD of about 0.5 HU. Despite the same very small
variation, this produces very different effects on the final perfusion results of
the two examinations. Indeed the TCC in Fig. 3 (a), pertaining to patient
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Figure 3: Sampling TCCs and relative fitting curves found in patients ID85 (a) and
ID86 (b) considering all the data samples or neglecting the first twelve data points. Median
TCCs of patients ID1 (in the red colour) and ID42 (in the green colour) (c).
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ID85 (i.e., the one with the highest quality, with SNR=13.4 dB), is charac-
terised by a low temporal noise (µϵ=3.1 HU). Consequently, the fitting keeps
almost unchanged whether considering the whole signal or just part of it and
leads to a BF AD of only 0.1 p.u. Differently, the TCC of patient ID86
(SNR=5.3 dB) reported in Fig. 3 (b) is noisier (µϵ=4.1 HU) and the fitting
error caused by the lack of 12 samples leads to BF AD of 18.0 p.u. Fig. 3 (c)
shows the effects of different contrast agent arrival on two mean TCCs of
patients ID1 (in red) and ID42 (in green), with a similar SNR (8.3 dB and
7.5 dB, respectively). As one can see, whereas in patient ID1 contrast agent
takes on average about 19 s to arrive inside tissue, in patient ID42 it needs
27 s. This means that when introducing a scan delay of 15 s (highlighted by
the red vertical dashed line in Fig. 3 (c)), in patient ID1 there are on average
only 5 unenhanced samples available, whereas in patient ID42 there are 8
more samples that definitely contribute to achieve more precise baseline val-
ues and more accurate perfusion results, accordingly. In fact, both median
baseline and perfusion variations found in patient ID1 after excluding the
first 15 samples (i.e., τ=15 s) from the analysis are higher than those found
in patient ID42 (Table 2).

AD ID1 ID42
Baseline (HU) 1.0 0.5
BF (p.u.) 1.0 0.4
aBF (p.u.) 1.1 0.8
pBF (p.u.) 4.2 1.0
tBF (p.u.) 3.1 0.2
HPI (p.u.) 0.9 0.8

Table 2: Median baseline and perfusion parameters’ absolute differences AD calculated
between E0 and Eτ (with τ=15 s) for patients ID1 and ID42 characterized by very different
contrast agent’s arrival times (i.e., 19s and 27s, respectively).

3.3. Baseline and perfusion values as τ varies
The increase of baseline AD as TCCs shorten has been confirmed by the

statistical analysis. In particular, baseline AD have shown in Table 3 to be
significantly lower than 1 HU and 2 HU in all patients for scan delays up to
4 s and 9 s, respectively. In addition, as τ increases from 10 on, only one, or
at most two patients at a time, are responsible for worsening AD’s. Fig. 4
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τ \N 1 2 3 4 5 6 7 8
1 59 0 0 0 0 0 0 0
2 59 0 0 0 0 0 0 0
3 59 0 0 0 0 0 0 0
4 59 0 0 0 0 0 0 0
5 58 1 0 0 0 0 0 0
6 58 1 0 0 0 0 0 0
7 57 2 0 0 0 0 0 0
8 52 7 0 0 0 0 0 0
9 51 8 0 0 0 0 0 0
10 46 11 2 0 0 0 0 0
11 42 13 3 1 0 0 0 0
12 37 15 5 1 1 0 0 0
13 34 15 5 4 1 0 0 0
14 28 17 7 3 2 2 0 0
15 23 17 6 5 4 2 2 0

Table 3: The number of patients showing a baseline absolute difference AD significantly
lower than N as the delay τ varies. On the right side of the red line, for given delays there
are no patients with such significant variations.

shows baseline’s CDτ , where CD is equal to AD for all τ ’s, pointing out that
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Figure 4: Summary of the statistical test for compound differences CDτ carried out on
baseline. Here, CDτ=ADτ , for all τ ’s.

AD is always lower than PD.
Table 4 reports the results of statistical tests (AD) carried out on BF.
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τ \N 1 2 3 4 5 6
1 59 0 0 0 0 0
2 59 0 0 0 0 0
3 59 0 0 0 0 0
4 59 0 0 0 0 0
5 59 0 0 0 0 0
6 59 0 0 0 0 0
7 59 0 0 0 0 0
8 57 2 0 0 0 0
9 55 4 0 0 0 0
10 52 7 0 0 0 0
11 48 10 1 0 0 0
12 42 14 3 0 0 0
13 41 15 2 1 0 0
14 30 21 6 2 0 0
15 27 18 10 2 2 0

Table 4: The number of patients showing a BF absolute difference AD significantly lower
than N as the delay τ varies. On the right side of the red line, for given delays there are
no patients with such significant variations.

For instance, the row referring to τ=12 s points out that by neglecting the
first twelve samples, fourteen patients (i.e., about 24%) show significant BF
AD of 1 p.u., three more patients (i.e., about the 5%) reports BF AD of
2 p.u., while in the remaining 42 examinations (i.e., about the 71%) there
are no changes. Therefore, this means that by shortening the baseline by 12
samples, BF variations up to 2 ml/min/100g are expected in nearly 30% of
patients. In general, just at a first glance it is possible to see how the number
of patients with higher perfusion variations increases as TCCs shorten. This
growth is not linear with the delay and becomes faster at given τ ’s, for the
different parameters considered. For instance, whereas for τ=1 s there are no
patients showing significant BF AD, for τ=8 s the number of patients with
significant BF AD of at least 1 p.u. increases to 2 (i.e., 3%) and for τ=15 s it
even jumps to 32 (i.e., 54%). The same interpretation holds for Tables SI–SX
reported in the Supplementary Files, referring to the statistical tests on
AD and PD of the different perfusion parameters.

The results of patient-based statistical analysis carried out on each per-
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fusion parameter can be resumed by the graphs of Fig. 5. Here, the highest
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Figure 5: Summary of the statistical test results carried out on BF, aBF, pBF, tBF, and
HPI. For each delay τ , the highest statistically significant median absolute difference AD
(a) and percentage difference PD (b) found in at least one patient are reported.

statistically significant AD (Fig. 5 (a)) and PD (Fig. 5 (b)) found in at least
one patient for each perfusion parameter and τ are reported. For instance,
assuming that a scan delay of 11 s has been introduced, there is at least
one patient that has shown BF, aBF and HPI AD of 2 p.u. and pBF and
tBF AD of 5 and 6 p.u., respectively. In agreement with the results previ-
ously discussed, the resuming graphs of Fig. 5 clearly show that a gradual
increase of both perfusion AD and PD occurs as shorter acquisition proto-
cols are considered. Indeed, by focusing attention on bars of the same colour,
it is possible to see the monotonic increasing trend of perfusion parameters
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AD and PD. As it can be seen in Fig. 5 (a), BF and HPI are the parame-
ters showing the lowest significant AD. Indeed, independently from the scan
delay considered, these two parameters show significant AD of maximum
4 p.u. and 5 p.u., respectively. Differently, aBF AD values up to τ=13 s
are in good agreement with those of BF and HPI, whereas for longer scan
delays they rapidly increase up to 8 p.u. This is supposedly due to aBF
being computed on the first portion of the TCC, where data samples missed
for high τ value makes fitting more prone to inaccuracies. On the contrary,
pBF and tBF are the parameters showing the highest significant AD for all
the τ considered. However, as shown in Table 1, pBF and tBF are also the
parameters characterised by the highest absolute perfusion values and the
lowest PD (Fig. 5 (b)), accordingly. Conversely, aBF and HPI are charac-
terised by the highest PD (Fig. 5 (b)), having the lowest absolute perfusion
values (Table 1).

3.4. A sample case study
To better understand the practical effects of introducing different scan

delays on perfusion results, an example of colorimetric maps computed on
different Eτ is shown in Fig. 6. In particular, the colorimetric maps of pBF
(i.e., the parameter having the highest significant AD) of a sample patient
ID69 for τ=0 s, 5 s, 10 s, and 15 s are shown. As one can see, at first sight
the four maps are characterised by practically the same perfusion pattern.
However, the median AD and PD values reported in Table 5 for each scan

τ (s) AD (p.u.) PD (%)
5 1.5 1.7
10 2.9 3.3
15 5.7 6.3

Table 5: pBF median absolute (AD) and percentage difference (PD) values of patient ID69
calculated between E0 and three different Eτ (with delay τ=5 s, 10 s and 15 s).

delay considered point out that perfusion results vary more and more by
shortening baseline length.

Furthermore, through a thorough analysis of the colorimetric maps of
Fig. 6 it is possible to notice that the hepatic tissue follows two main be-
haviours. In the rightmost ROI, perfusion values do not change notice-
ably even though long scan delay are introduced. Indeed, median pBF val-
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Figure 6: pBF (ml/min/100g) colorimetric maps of patient ID69 calculated on E0 (a) and
Eτ with τ=5 s (b), 10 s (c), and 15 s (d). The red rectangular ROIs point out two tissue
regions showing different behaviours.

ues in this region varies from 81.7 ml/min/100g (in E0) to 81.1, 81.7, and
83.6 ml/min/100g as τ increases to 5 s, 10 s, and 15 s, respectively. The
highest AD and PD are found for τ=15 s and are so small (i.e., on aver-
age, AD=1.9 ml/min/100g and PD=2.3%) that are practically unnoticeable
to the naked eye. On the contrary, the tissue highlighted in the leftmost
rectangular ROI shows higher perfusion variations that can be easily noted,
especially for longer scan delays. Indeed, while median pBF values obtained
for E0 (i.e., 89.5 ml/min/100g) and τ=5 s (i.e., 91.8 ml/min/100g) are sim-
ilar, strong variations are observed when scan delay τ is set to 10 s (i.e.,
102.4 ml/min/100g) and 15 s (i.e., 120.6 ml/min/100g). In this case, pBF
PD of about 14% and 33% have been observed for τ=10 s and 15 s, respec-
tively and can be easily detected even to the naked eye.

The main reason why regions of healthy tissue quite close with one an-
other can have such different behaviours is related to liver physiology. In-
deed, in patients with healthy liver, blood arriving from the hepatic artery
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and the portal vein takes on average 18 s and 13 s, respectively to transit
through the organ [51]. As a consequence, the tissue regions perfused first
have a shorter baseline than those characterised by longer transit times. Ac-
cordingly, for longer scan delays some TCCs are expected to preserve a long
unenhanced portion whereas some others to be characterised by few, or even
one, baseline samples. This is what happens in the two TCCs reported in
Fig. 7, taken from the rightmost (a) and the leftmost (b) ROIs of Fig. 6.
In particular, when a scan delay of 15 s is applied, the TCC in Fig. 7 (a)
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Figure 7: Sample TCCs extracted from the rightmost (a) and the leftmost (b) ROIs drawn
in Fig. 6. The fitted curve obtained for τ=0 s (in the green colour) and τ=15 s (in the red
colour) are also reported. The red vertical line highlights baseline portion that is excluded
from the analysis when adopting τ=15 s.

keeps several unenhanced points (i.e., seven). This allows computing an ac-
curate baseline value (AD=0.2 HU) and obtaining a good fitting that leads
to practically identical perfusion results (pBF AD=0.3 ml/min/100g). On
the contrary, for τ=15 s the TCC in Fig. 7 (b) is characterised by fewer
unenhanced samples (i.e., four), this leading to a baseline AD of 2.9 HU and
to different fitting curves, with noticeable consequences on perfusion results
(pBF AD=15.6 ml/min/100g).

3.5. Choosing a baseline: practical hints
The delay is chosen with the purpose of having at one’s disposal a base-

line long enough to compute reliable CTp parameters, where the length is
represented by the time needed by contrast agent to reach the body site to
be analysed and deduced by physiological knowledge. In addition, it widely
varies from voxel to voxel, yet more when the tissue being analysed is tu-
mour. Therefore, it is only possible to deal with baseline shortening with
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respect to the expected time, whose knowledge has been refined by the prac-
tice of clinical studies, while it could be much harder to fix in advance a given
length.

After choosing the perfusion parameters of interest, to select the scan
delay in a new acquisition protocol, AD and PD should be taken into account,
together with the percentage of patients showing significant perfusion AD
and PD. For instance, supposing that in the CTp study design statistician
and clinicians agreed that perfusion variations up to 10% can be accepted,
only scan delays lower than 9 s should be taken into account. However,
with τ=9 s, aBF and HPI PD of 11% correspond to a maximum AD of
1 p.u. that have been observed only in about 8% and 10% of patients,
respectively. Therefore, even though a scan delay of 9 s apparently would not
be advisable because it leads to PD higher than 10%, the AD introduced are
so small and so infrequent that these perfusion variations could not have any
clinical relevance and the selection of shorter acquisition protocols should
be reconsidered. For this reason, in the graph of Fig. 8 we proposed the
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Figure 8: Compound differences CDτ computed on BF (cyan), aBF (red), pBF (yellow),
tBF (blue), and HPI (green).

compound difference CD (see Sect. 2.6), resuming both AD and PD. As
one can see, it is always AD<PD, except for pBF with τ≥14 s and tBF
with τ≤2 s (where PD<1). If this outcome (i.e., AD<PD) could be taken
for granted for low perfusion values, it is quite unexpected for high-value
perfusion parameters. The main outcome is that, being N equal and standing
the above-mentioned exceptions, percentage changes are greater, that is, AD
is always more sensitive than PD. This is an important result which should
prompt the use of the AD to look for safer statistical significance. Finally,
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one more factor to be taken into account in the selection of the best τ is
which are the parameters of interest. Indeed, for instance, assuming that
CDτ<3 p.u. are allowed, a scan delay of 7 s should be chosen if all the
perfusion parameters need to be calculated, but it can be increased to 11 s
if only BF, aBF, and HPI are of interest.

To highlight the relevance of our study, we take two sample recent CTp
liver studies into consideration, the first being too conservative [34], while
the second too less [52]. In fact, the choice of the authors in [34] to start im-
age acquisition at the same time of contrast agent injection does not improve
perfusion results accuracy, but only administrates unnecessary radiation dose
and increases patients’ discomfort. On the contrary, the usage of longer scan
delays can introduce a degree of perfusion inaccuracy that could jeopardise
clinical outcomes, as it happens in [52]. This study, aiming at comparing
maximum slope perfusion results achieved using two different approaches to
separate hepatic arterial and portal contributions, relies on an 8 s scan de-
lay acquisition protocol. Here, the authors consider as being significant an
average pBF AD of 2.2 ml/min/100g between the two strategies. However,
besides the two different approaches, also the inaccuracy introduced by ne-
glecting the first eight samples of the TCCs is probably the cause of that
pBF variations. In fact, from the graphs of Fig. 5 we see that a delay of 8 s
can cause significant pBF AD of 3 ml/min/100g. Moreover, our experiments
show that acquiring two more samples (i.e., 6 s delay) would be enough to
reduce pBF AD to 1 ml/min/100g, making those results more reliable.

4. Conclusion

Motion artefacts and limited radiation dose per CT scan deliverable to pa-
tient are the two main causes thwarting CTp reproducibility in oncology and
delaying its application in the daily clinical practice. Several works shorten
the unenhanced stage of the signal to cope with these issues, assuming that
this does not affect perfusion parameters. This is the first work where the
effects of shortening the baseline by delay, on perfusion parameters and base-
line values, are investigated and measured, to check whether this is feasible
without jeopardizing clinical information. This study proved that in liver this
is possible while shortening the unenhanced CTp stage up to at least 11 s,
depending on the parameters of interest, since we found that the accuracy
changes moderately for the baseline values, while decreases unevenly for the
different CTp parameters. Moreover, we believe that the awareness of the ef-
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fects of baseline shortening on different stages of CTp computation together
with the knowledge of extent and prevalence of accuracy variations of both
baseline and perfusion values are indispensable tools for selecting the most
proper baseline length and achieving more reliable results. A further consid-
eration regards the overall duration of the CTp examination. Using maximum
slope to compute the perfusion values, this study provides an approach to
work with the shortest CTp protocol as possible. First, this supports the
adoption of breath-hold protocols, strongly reducing the effects on motion
artefacts. Second, it gives the possibility of either reducing the administered
dose, favouring the numerousness of CTp examinations, or keeping it con-
stant by increasing X-ray tube acquisition parameters for each CT scan, thus
enhancing image quality, and TCC signal accordingly. In both cases, this
improves the reproducibility of CTp analyses, and together with the other
findings, advances CTp to its adoption in the standard clinics.
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