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Abstract. We present SubjectivITA: the first Italian corpus for sub-
jectivity detection on news articles, with annotations at sentence and
document level. Our corpus consists of 103 articles extracted from online
newspapers, amounting to 1,841 sentences. We also define baselines for
sentence- and document-level subjectivity detection using transformer-
based and statistical classifiers. Our results suggest that sentence-level
subjectivity annotations may often be sufficient to classify the whole
document.

Keywords: Subjectivity Detection · Italian Language · News Articles ·

Natural Language Processing · Deep Learning

1 Introduction

Subjectivity detection (SD) consists of understanding whether a given piece of
text is biased by its creator or not. As highlighted by Chaturvedi et al. [6],
SD is a very complex task because the perception of subjectivity is subjective in
itself and may derive from different levels of expertise, different interpretations of
the language, and also conscious and unconscious biases linked to the personal
background. Moreover, domains characterized by the lack of context, such as
Tweets, or by references and quotes, such as news articles, pose an additional
challenge.

The ability to detect subjectivity in textual documents can greatly help other
tasks [31] such as fake news detection, information extraction, question answer-
ing, sentiment analysis, and argument mining. The recent success of machine
learning techniques based on deep neural networks in many NLP tasks has par-
tially relieved the need for structured knowledge, but it has increased the need
for labeled corpora for training. While many resources exist for the English lan-
guage, the same can not be said for other ones. Projection techniques [12,17]

⋆ Equal contribution.



Table 1. Nonexhaustive list of SD and SSA corpora. The Size column refers to the
type of elements in the Granularity column.

Datset Task Domain Language Granularity Size

Wiebe et al. [30] SD News English Sentence ∼ 500
Chesley et al. [8] SSA News English Document ∼ 1,000
Movie Review [21] SSA Reviews English Document ∼ 2,000

MOAT [7,26] SSA News English Sentence ∼ 3,500
MPQA [7,32] SSA News English Sentence ∼ 16,000
NoReCfine [20] SA News Norwegian Sentence ∼ 8,000

MSA [1] SSA News Arabic Sentence ∼ 3,000
Odia [18] SSA News Odia Sentence ∼ 2,000

Volkova et al. [29] SSA Twitter Eng, Spa, Rus Tweet ∼ 4,500,000
Senti-TUT [4] SSA Twitter Italian Tweet ∼ 3,000
Felicitta [3] SSA Twitter Italian Tweet ∼ 1,000

SubjectivITA SD News Italian Sent.+Doc. 1,841 S; 103 D

can be used to create new corpora in an unsupervised fashion, but they usu-
ally need parallel corpora or they rely on automatic translation processes that
may compromise the subjective form that some words have in the original lan-
guage. Additionally, the lack of non-English corpora hinders the evaluation of
any cross-lingual technique.

For these reasons, we have created SubjectivITA, the first corpus for SD
made of newspaper articles in the Italian language. The corpus has been man-
ually annotated at two different levels of granularity, therefore it is suitable to
perform the task both at sentence and document level. To guarantee the quality
of the corpus, we followed an iterative process of discussion and modification of
the guidelines, so as to align the opinions of the annotators and increase their
agreement. We report the problems that emerged during this process and dis-
cuss how to address specific ambiguous cases. Finally, we used our corpus as
a benchmark to evaluate a set of machine learning techniques that range from
basic methods such as Logistic Regression, to state of the art NLP models like
BERT [11].

In Section 2 we survey related works and present a comparison between ex-
isting corpora. In Sections 3 we describe our labeling process and our guidelines.
In Section 4 we present our experimental evaluation, while in Section 5 we draw
conclusions and discuss possible future developments.

2 Related Work

SD is a well-known task, and over the years many resources and methods to
address it have been developed. We focus our attention on existing corpora,
in particular on those that address this task specifically and those that are
not in the English language, framing them in Table 1 according to multiple
aspects. A more comprehensive overview of the topic, including the evolution of



SD over the years and the relation with other tasks, is covered by the excellent
survey of Chaturvedi et al. [6]. To the best of our knowledge, Wiebe et al. [30]
are the first to create a corpus for SD. They annotate a set of news articles
and also describe an iterative process to improve inter-annotator agreement and
annotation guidelines, from which we draw inspiration for our own process.

Since subjective sentences and documents usually express a stance towards
a topic, SD and sentiment analysis (SA) can be performed together. Chesley
et al. [8] present one of the first Subjectivity and Sentiment Analysis (SSA)
corpora, a multi-class classification task where labels specify whether a subjective
sentence conveys a positive or negative sentiment. In recent SSA corpora based
on news sources in non-English languages [1,18,20], documents are tagged at the
sentence level to obtain more fine-grained labeling than the one achievable by
using only document-level tagging. In our corpus, documents are labeled both
at the sentence and document level, but we use only two labels (Subjective and
Objective). Concerning the Italian language, existing SSA corpora are mainly
based on Twitter [3,4], while our proposed corpus has been obtained from Italian
newspapers. Our annotation process is very similar to the one described by Bosco
et al. [3], except for some differences in the partition of tasks assigned to the
annotators.

3 Creation of the Corpus

Our SubjectivITA corpus was created by manually gathering articles from Italian
online newspapers, chosen so as to cover a wide spectrum of styles and topics. The
choice fell on outlets of national importance and usually considered as politically
impartial, but also on local outlets, columns, and blogs, hoping thus to include
more subjective content. The articles were collected between the 20th of January
2021 and the 1st of February 2021 and were chosen randomly among those that
contained less than 40 sentences. Both the corpus and the guidelines (in the
Italian language) are publicly available.1

3.1 Annotation Process

The articles were annotated using two labels, Objective (OBJ) and Subjec-

tive (SUBJ),2 defined in Section 3.2. Following an initial guidelines draft, four
Italian native speakers (A1, A2, A3, A4) independently annotated the same set
of 6 articles, totalling 80 sentences, obtaining a preliminary small corpus named
PI

1. The annotation phase consisted of the following step:

1. Segmentation: the articles are manually split into separate sentences.3

1 https://github.com/francescoantici/SubjectivITA
2 The original Italian terms and labels are “OGGettivo” and “SOGgettivo”.
3 Since different authors have different styles of writing and follow different conventions
regarding punctuation symbols, we preferred to not rely on automatic segmentation
tools since they may introduce errors.

https://github.com/francescoantici/SubjectivITA


Table 2. Cohen’s kappa results on sentences tags.

(a) Corpus PI

1

.

A1 A2 A3 A4

A1 - 0.38 0.21 0.44
A2 0.38 - 0.41 0.36
A3 0.21 0.41 - 0.51
A4 0.44 0.36 0.51 -

(b) Corpus PF

1

A1 A2 A3 A4

A1 - 0.52 0.59 0.52
A2 0.52 - 0.66 0.82
A3 0.59 0.66 - 0.73
A4 0.52 0.82 0.73 -

(c) Corpus P2

A1 A2 A3 A4

A1 - 0.52 0.50 0.51
A2 0.52 - 0.65 0.66
A3 0.50 0.65 - 0.76
A4 0.51 0.66 0.76 -

Table 3. Cohen’s kappa results on articles tags.

(a) Corpus PI

1

A1 A2 A3 A4

A1 - 0.67 0.33 0.67
A2 0.67 - 0.67 0.25
A3 0.33 0.67 - 0.00
A4 0.67 0.25 0.00 -

(b) Corpus PF

1

A1 A2 A3 A4

A1 - 0.25 0.57 0.25
A2 0.25 - 0.57 1.00
A3 0.57 0.57 - 0.57
A4 0.25 1.00 0.57 -

(c) Corpus P2

A1 A2 A3 A4

A1 - 0.53 0.37 0.53
A2 0.53 - 0.78 0.55
A3 0.37 0.78 - 0.78
A4 0.53 0.55 0.78 -

2. Sentence Labeling : each sentence obtained from step 1 is labeled indepen-
dently of the context (i.e. the other sentences).

3. Document Labeling : after all the sentences have been labeled, the article is
evaluated in its entirety and the appropriate label is assigned.

Then, a guideline improvement phase followed, achieved through group dis-
cussion and the annotators’ feedback. In this phase, guidelines were refined and
expanded to cover unforeseen situations and clarify the ambiguities on which
the annotators were either doubtful or disagreeing on. Such a process on an-
notation and guidelines improvement was iterated multiple times, monitoring
the annotators’ agreement, until the quality of the annotations was considered
satisfactory.

The agreement between the annotators was measured using Cohen’s Kappa

and Fleiss’ Kappa, and it is shown in Tables 2, 3 and 4. The agreement be-
tween each pair of annotators was assessed through Cohen’s Kappa, to study
the correlation between the annotators, monitor interpretation biases, and make
the evaluation transparent. For example, Table 3a clearly shows that after the
first iteration, annotators A3 and A4 had no agreement on document annotation.
Fleiss’ kappa was instead used to monitor the agreement of the whole group, and
was used as the stopping criterion: the iterative process finished once substantial
agreement (κ ≥ 0.6) [16] on the sentence-level annotation was reached.

This process significantly improved the agreement between the annotators,
as clearly shown in Table 4, and led to the final version of this preliminary
corpus, named PF

1 . Once the the guidelines were finished, they were validated
by creating a new preliminary corpus P2 and evaluating the agreement between
the annotators. Such a corpus was composed of 9 articles, amounting to 145



Table 4. Fleiss’ kappa values on tags.

Level PI

1 PF

1 P2

Sentence 0.24 0.65 0.61
Article 0.30 0.53 0.58

Table 5. Summary of the guidelines for sentence tagging.

Objective Rules Subjective Rules

O1) Report, historic events, or statistics S1) Explicit personal opinion
O2) Report of a third subject’s emotions S2) Ironic or sarcastic expression
O3) No conclusions without supporting data S3) Personal wishes and hopes
O4) Conclusions supported by data S4) Discriminating expressions
O5) Public and commonly used nicknames S5) Exaggerated expressions
O6) Common sayings S6) Conclusions not supported by data
O7) Absence of explicit personal opinions S7) Expression of subjective emotion
O8) No other rule applies

sentences, on which the agreement between the annotators both at sentence- and
article-level was close to substantial. The guidelines were therefore considered a
reliable tool and were used to annotate the remaining articles. Each annotator
received 22 different articles, which they tagged individually, resulting in a final
corpus of 103 articles with a total of 1,841 sentences.

3.2 Definition of Objective and Subjective

We define a sentence as subjective whenever it shows its author’s point of view
or opinion on the matter, even if it’s only using irony or sarcasm. Otherwise,
the sentence is considered objective. The same definition applies when labeling
documents: they are considered subjective when they express, to some degree,
the author’s personal opinions on the topic at hand, and objective otherwise.
The labelling of the documents must not rely on a quantitative evaluation of
the number of objective and subjective sentences, but instead on the character-
istics of the document as a whole. These general definitions have been further
developed in the guidelines as a set of specific rules that have been used by the
annotators to discriminate ambiguous cases. We list these rules in Table 5, while
in Table 6 we report examples of sentences from the corpus and the guidelines,
specifying which rule was applied to label them.

It is important to underline some aspects related to these rules and our deci-
sions regarding ambiguous cases. First of all, since the context of the sentences is
not considered for their annotation, sentences that are objective by themselves
are labeled as such, even if they would be considered subjective in the specific
context of the article where they belong. This may be the case, for example,
of sentences that contain subtle irony. Moreover, any fact or data reported in



Table 6. Examples of sentences (translated from Italian) with their respective tag and
the annotation rule that was applied.

Sentence Tag Rule

Without school, Andrew’s day is never ending. OBJ O2
I hope Renzi sues him. SUBJ S3
They celebrated as if there was no coronavirus. SUBJ S1
28 December 1977: the New Partisans kill Angelo Pistolesi. OBJ O1
The consumer expressed his disappointment in a web post. OBJ O2
You are the worst administration. SUBJ S4
Supplies seems to be available at international level, but it isn’t clear yet. OBJ O3

the articles is assumed to be true, unless they concern something that is widely
known as incorrect (e.g., The Sun revolves around the Earth).

One of the most controversial cases of discussion is how quotes influence the
subjectivity of an article. Quotes in news articles usually report the words of a
person that expresses their personal and subjective perspective on a topic. Since
sentences are annotated independently of the context, those that contain quotes
are likely to be classified as subjective. In cases where a journalist addresses a
topic without expressing their own perspective and only reporting other peo-
ple’s opinions, we can say that the article, in its entirety, is objective. That will
therefore result in a document that contains mostly subjective sentences, but it
is objective in itself. It can be argued that the best practice to address a contro-
versial topic is to report quotes from parties with different opinions. However,
when only one of those parties’ opinion is considered by the author, neglecting
the others, then the article may aim to influence the reader and skews the per-
spective towards being subjective. We have chosen to not address this specific
case due to its complexity, and to leave it as subject for future work.

Another ambiguous case is whether hypotheses brought up by the author
without supporting data should be considered subjective. We decided to dis-
tinguish two cases. If the author proposes a hypothetical development of the
considered matter and presents it as the only possible scenario, the sentence
is considered subjective (rule S6). Conversely, if the development is proposed
just as a possible interpretation yet no accent is placed on the veracity of this
hypothesis, then the sentence is labeled as objective (rule O3). Obviously, in
cases where hypotheses are directly supported by reported facts and data, the
sentence is considered objective (rule O4).

4 Subjectivity Detection

Subjectivity detection can be tackled at different levels of granularity depending
on the considered textual units that have to be classified. In our experimental
setup, we explore the tasks of sentence- and document-level subjectivity detec-
tion. We formulate both tasks as a binary classification problem where an input
example x can either be subjective or objective.



Table 7. Classification performance for sentence-level subjectivity detection. We report
precision, recall and F1-score for the subjective class SUBJ. Additionally, we also
consider summary metrics like accuracy and F1-macro scores.

Model P-SUBJ R-SUBJ F1-SUBJ Accuracy F1-macro

GRU 0.46 0.73 0.56 0.63 0.62
MulilingualBERT 0.62 0.67 0.64 0.76 0.73

AlBERTo 0.62 0.65 0.63 0.75 0.72

MAJ-B 0.0 0.0 0.0 0.67 0.40
WR-B 0.33 0.30 0.32 0.57 0.50

Table 8. SubjectivITA corpus statistics for subjectivity detection.

(a) Dataset statistics for sentence-level SD.

Split SUBJ OBJ Total

Train 401 998 1,399
Validation 81 134 215

Test 75 152 227

(b) Dataset statistics for document-level SD.

Split SUBJ OBJ Total

Train 28 46 74
Test 10 19 29

In particular, document-level classification is a task that comes with multiple
valid formulations, where the simplest of them consists in aggregating sentence-
level predictions into a single result. Certainly, subjective sentences may have
an impact on the overall document label, but when we increase the scope to
whole documents, we have also to consider other relevant factors, such as each
sentence context, relations, and overall contribution to the gist of the document
itself. For instance, a document may contain some subjective sentences that have
a marginal contribution to its narrative point of view, thus, not sufficiently im-
pacting the discourse to alter the perceived perspective. Conversely, a document
that contains mostly objective sentences may end with a very subjective conclu-
sion, shifting towards subjectivity. Nonetheless, solely focusing on sentence-level
subjectivity annotations still represents a valuable baseline worth considering.

4.1 Sentence-level Detection

Problem Description. In the context of sentence-level subjectivity detection,
an input x is represented by a sentence contained in our corpus. Our approach
follows an end-to-end perspective by considering deep learning models that di-
rectly encode x via an embedding layer and assign it a label ỹ ∈ {SUBJ,OBJ}.

Models. We consider two major classes of deep learning models in our exper-
imental setup: a) recurrent neural networks and b) transformer-based architec-
tures. Due to the unbalance of our corpus, we also consider a majority baseline,
namely MAJ-B, and a weighted random baseline based on class distribution,
WR-B. The models we evaluate are the following:



– Bi-GRU: a single-level bi-directional GRU [9] followed by a single dense
layer for classification. The employed configuration is as follows: 16 units
for the GRU layer with 0.1 dropout rate and 1 unit with sigmoid activation
for the dense layer. We consider pre-trained GloVe [22] with embedding
dimension set to 200.

– MulilingualBERT: the pre-trained bert-base-multilingual-uncased ver-
sion of BERT.4 As in most of NLP task, fine-tuned BERT [11] models have
been successfully used to address SD [14] and related NLP tasks [10,15,19].

– AlBERTo [23]: a pre-trained version of BERT for the Italian language,
initially fine-tuned on Italian tweets for the task of sentiment analysis4. We
consider this model due to the success of BERT-based models on Italian
language tasks [27].

Methodology. We divided the corpus sentences into three splits, by randomly
assigning the documents to train (75%), validation (12.5%), and test set (12.5%).
Table 8a reports a summary of the dataset composition. As a preliminary step,
we carried out a hyper-parameter calibration routine by picking the best con-
figuration based on the performance achieved on the validation set. Given the
small amount of available data and the non-deterministic aspect of neural net-
works [24], we repeatedly trained each neural model on the train set with different
random seed initialization. We set the number of repetitions to 3. We regular-
ized by early stopping the training phase based on the validation accuracy score.
Concerning model optimization, each model was trained to minimize a binary
cross-entropy loss. The Bi-GRU baseline had the learning rate set to 0.01 and
uses Adam optimizer. Both BERT and AlBERTo had their learning rate set
to 1e-5 after the calibration phase. All models were trained for a maximum of
30 epochs and had the early stopping patience is set to 3.

Results. Table 7 summarizes the results of the sentence-level subjectivity de-
tection task. Each metrics is to be considered as the average over three individual
model runs. All employed deep learning models are well above the majority base-
line MAJ-B. In particular, the GRU baseline reaches satisfactory performance
with a 0.62 F1-macro score and 0.56 F1-SUBJ score, but it is significantly outper-
formed by the BERT-based models.MulilingualBERT andAlBERTo achieve
comparable performance, with the former achieving few percentage points more.
Due to the challenging nature of the task and the imperfect agreement between
annotators, it is difficult to evaluate what is the upper bound on this task and
how much space for improvement there is.

4.2 Document-level Detection

Problem Description. In the sentence-level setting, the inputs x are repre-
sented by the documents of our corpus. In this scenario, we opt for a more

4 For all the transformer architectures we considered the implementations available at
http://huggingface.co/.

http://huggingface.co/


Table 9. Classification performance for document-level subjectivity detection. We
mainly report precision, recall, and F1-score for the subjective class SUBJ. Addi-
tionally, we also consider summary metrics like accuracy and F1-macro scores.

Model P-SUBJ R-SUBJ F1-SUBJ Acc F1-macro

RF 0.56 0.50 0.53 0.69 0.65
DT 0.60 0.30 0.40 0.69 0.60
SVM 0.83 0.50 0.62 0.79 0.74

LR 0.80 0.40 0.53 0.76 0.69

MAJ-B 0.0 0.0 0.0 0.66 0.40
WR-B 0.39 0.43 0.41 0.57 0.54
r-SUBJ 0.77 0.89 0.83 0.76 0.71

traditional machine learning approach, mainly due to the small corpus size. As
already stated, document-level detection cannot be solely reduced to a function
of sentence-level predictions because it involves multiple factors like contextual
information and relevance to the document narrative. For this reason we hy-
pothesize that deep learning approaches applied to the whole document would
probably lead to better results. Nonetheless, in this stage of work we are mainly
interested in presenting valuable baselines for the task. In particular, we evalu-
ate to what extent features that mainly concern sentence-level subjectivity labels
can be considered reliable. On this basis, we manually select a set of hand-crafted
features that sums up the content of each article concerning subjectivity informa-
tion. More precisely, we consider for each article the following indicators: number
of sentences, number of objective sentences, number of subjective sentences, and
article source.

Models. We consider the following set of linear classifiers: Random Forest (RF),
Decision Tree (DT), Support Vector Machine (SVM), and Logistic Regression
(LR).5 We consider the same baselines described for sentence-level detection.
In addition, we consider a threshold-based baseline, namely r-SUBJ, which
discriminates between subjective and objective articles based on the average
ratio of subjective sentences per article computed on the train set.

Methodology. We initially randomly split collected news articles into train
(70%) and test (30%) sets, respectively, obtaining the dataset illustrated by
Table 8b. Models are initially trained on the train set and later evaluated on
the test set. No preliminary hyper-parameter calibration phase was considered
in this scenario.

5 All mentioned models are employed with their default configuration as defined within
the sciki-learn python library: http://scikit-learn.org/stable/.

http://scikit-learn.org/stable/


Results. Table 9 summarizes obtained results for each model. In particular,
SVM significantly outperforms other machine learning models, achieving an
F1-SUBJ and F1-macro scores of respectively 0.62 and 0.74. Surprisingly, the
ratio-based baseline r-SUBJ achieves the highest F1-SUBJ score (0.83) and is
second only to SVM. Such results favor the simplifying hypothesis that even
summary sentence-level subjectivity information is a useful indicator for this
task. Overall, all reported models would certainly benefit from a preliminary
hyper-parameters calibration phase.

5 Conclusions

We presented a new Italian corpus for subjectivity detection in news articles.
To the best of our knowledge, this is the first Italian corpus language to address
this domain and also to have annotations both at document and sentence level.
During the annotation we have encountered and discussed problems related to
the inherent ambiguity of the task at hand, such as sentences involving quotes
and irony, resulting in the creation of detailed guidelines that may help the cre-
ation new future resources. Finally, we produced a few baselines. Our results
suggest that sentence-level information may be enough to properly classify doc-
uments, even if it may lead to misclassification of some ambiguous cases, such as
documents with many quotes. We plan to test this hypothesis in future works.

Due to the scarcity of similar resources, the corpus is meant to contribute to
research in SD, but it could also be used in multi-objective or transfer learning
settings. This could be done across different dimensions, such as domains (news
and tweets), languages, and related tasks (e.g., sentiment analysis [5], argument
mining [2], and fake news detection [28]). Future research directions include
extending the corpus, allowing a better and more robust evaluation of deep
learning solutions and enriching the corpus with additional annotation layers
concerning strongly correlated tasks like sentiment analysis. A further possibil-
ity would be to operate with a non-binary subjectivity scale in the hope that a
richer annotation scheme might improve the effectiveness of SD as an auxiliary
task. However, the definition of such a scale would pose additional challenges.
For what concerns the experimental part, we aim to apply more advanced tech-
niques to the document-level detection, exploiting sentence embeddings [25] and
hierarchical architectures based on neural attention [13,33]. Finally, we plan to
perform experiments regarding transfer learning across corpora in different lan-
guages exploiting automatic translation of documents.
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