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From HVSR to site SH response function: Potentiality and 

pitfalls inferred by 1D physical modelling

Abstract

The capability of the ambient vibration Horizontal to Vertical Spectral Ratios (HVSR) in identifying the 

main aspects characterizing the conventional 1D site response curve was explored by physical modelling. 

This approach avoids possible biases induced by data processing by focusing on the underlying physical 

phenomenon. Moreover, differently from empirical approaches, this also allows exploring an unlimited 

range of subsoil configurations. By considering a huge set of realistic Vs profiles, HVSR curves were 

simulated and compared with the corresponding SH acceleration transfer functions (ATFs) obtained by 

linear equivalent numerical modelling, which is a standard for the professional practice. These comparisons 

focused on the values of F
0
 (the lowest resonance frequency), F

d
 (the frequency associated with maximum 

peak amplitude) and corresponding amplitudes (A
0
 and A

d
 respectively). Outcomes indicate that when F

0
 

and F
d
 values coincide, frequency of the HVSR peak represents a reliable proxy to identify 1D resonance 

frequency. HVSR remains a good proxy for F
0
 in the remaining cases, while it is less effective concerning 

F
d
 in particular when this value is different from F

0
 and is identified in the frequency range 10–30 Hz. 

Finally, the results concerning peak amplitude values show a tendency by HVSR to underestimate in a 

similar way both A
0
 and A

d
 values.

Data availability

Data will be made available on request.

1 Introduction

Site seismic hazard assessment is a basic element for planning actions devoted to effectively reduce risk associated to 

future earthquake. Beyond large scale phenomena (activation of seismic sources, long range propagation effects), 

seismic hazard is largely affected by small scale seismo-stratigraphical and morphological configurations (the ‘site 

response’) responsible for ground motion amplification phenomena in the frequency range of engineering interest (e.g., 

Ref. [1]). In particular, interference of seismic waves trapped between main seismic impedance contrasts in the subsoil 

(seismic resonance phenomena) are mainly responsible for these effects, which are frequency dependent.
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More or less refined, physical modelling is the main tool for assessing these effects in the lack of earthquake data and 

numerical codes are available on purpose and largely used in professional activity (e.g., SITE_AMP by Boore [2]; 

STRATA by Kottke and Rathje [3]; SHAKE2000 by Ordonez [4]). Feeding these models essentially requires the 

definition of shear wave velocity (Vs) profile in the shallow subsoil (< 100–200 m of depth) and the assessment of non-

linear properties of relevant materials (shear modulus decay and damping curves). This information can be retrieved by 

borehole measurements and laboratory tests, whose relatively high costs can be considered as affordable when the 

design of single manufacts are of concern. However, when larger scale studies are considered, which is the case of 

seismic microzonation studies (e.g., Refs. [5–7]), simplified procedures become mandatory to make feasible the 

estimate of site effects at the scale of a municipality, mainly when detailed information about subsoil 

seismostratigraphical configuration is lacking. In these situations, fast and low-cost methods able to capture main 

aspects of seismic resonance phenomena come into the play. Horizontal to Vertical Spectral Ratios (HVSR) of ambient 

vibrations (e.g., Refs. [8–10]) have been largely used on purpose (e.g., Refs. [11–15]). Both empirical evidence and 

physical modelling suggest that resonance phenomena for horizontally polarized S-waves (SH) occur at the frequencies 

where the HVSR between average Fourier spectral amplitude of horizontal components of ambient vibrations and the 

respective one of vertical component reach a maximum (e.g., Refs. [16–20]). Since its relationship with the seismic 

impedance contrasts, this correspondence is typically used to constrain the local Vs profile by jointly inverting the 

HVSR curve and outcomes other active and passive array measurements (e.g., Refs. [21,22]).

However, HVSR could be also considered to directly detect and characterize seismic resonance phenomena relative to 

S-waves during earthquakes. In particular, this application is usually focused on the possibility of using the relative 

maxima of this curve to detect the dominant resonance frequency F
d
 characterized by the maximum amplification effect 

(A
d
 hereafter) and lowest resonance frequency F

0
 where some amplification A

0
 occurs. The importance of the 

resonance frequency values in delineating site response was highlighted by several investigations and site classification 

schemes (e.g., Refs. [23–28]) proposing these parameters (F
d
 or F

0
) as alternative or complementary site amplification 

proxy to the conventional 30 m average Vs (Vs
30

). As concerns A
d
 and A

0
, theoretical considerations suggest that 

these parameters are somehow proportional to the amplification effect on the SH component [19], but no direct 

relationship can be assessed.

Several experimental comparisons between HVSR and various types of site response curves were investigated. Duval 

et al. [29], Rodriguez and Midorikawa [30] and Haghshenas et al. [18] compared ambient vibrations HVSR with 

earthquake site-to-reference-spectral-ratio curves. These latter authors, focusing on F
0
 and A

0
 relationships, considered 

more refined procedure about ambient vibration processing and acquisition as well as peak reliability check, also 

analyzing a large dataset from different geological conditions; moreover, they provided a review of studies concerning 

F
0
 and A

0
 comparison. Recently, Schleicher and Pratt [31] compared ambient vibration and earthquake HVSR with 

surface-to-borehole-spectral-ratio curves, also focusing on F
0
 and A

0
 relationships in a narrow frequency range (about 

0.2–3 Hz). Comparison concerning F
0
 and F

d
 values in a wider range (about 0.4–20 Hz) were explored by Zhu et al. [

32] considering earthquake HVSR and surface-to-borehole-spectral-ratios: the amount of data considered and the 

provided review of the outcomes from different authors, make this contribution a scholar reference for this topic. From 

these empirical studies, there is a general consensus about the idea that HVSR curve can provide a very good estimate 

of F
0
 value of the site response curve, especially when a sufficiently strong impedance contrast in the subsoil is present. 

Furthermore, there is an agreement by the authors about the tendency to underestimate A
0
 from HVSR maxima. Since 

the significative lack in the literature concerning F
d
 and A

d
 comparisons, the relationships with corresponding HVSR 

peaks are not yet well clarified. Anyway, both Duval et al. [29] and Zhu et al. [32] show a significative tendency by the 

HVSR in underestimating the F
d
 value. Regarding the amplitude differences, it is worth mentioning that some authors 

(e.g., Refs. [33–35]) point out that an excess of the site response curves can be commonly found for most of the 

frequencies, attributing as the main cause of this behavior the amplification of the vertical component of the ground 

motion.

Despite of their intrinsic interest, empirical approaches may be affected by some biases. In fact, as shown by Zhu et al. [

32], the identification of the relevant frequency and amplitude parameters may be affected by the procedure used to 

obtain the HVSR and site response curves (windowing, smoothing, etc.). This bias may be more significant where both 

HVSR and site response curves present multiple peaks and could be responsible for some heterogeneity among the 

results obtained by different authors.

To circumvent this issue, theoretical modelling can be an important support. On this purpose, only few works based on 

a small number of simplified soil profiles exist (e.g., Refs. [17,36]): these studies confirm the agreement between the 

HVSR and the SH site response curve concerning F
0
, while outcomes regarding the A

0
 seem to indicate a dependency 

of this parameter on some aspects of HVSR modelling.

The aim of the present work is exploring this topic by following a purely 1D theoretical approach, i.e., by comparing 

outcomes of physical models representative of ambient vibration HVSR and SH site response curves deduced from a 

standard 1D equivalent linear approach [1,37]. This analysis was accomplished considering a large set of realistic soil 

profiles. It is worth pointing out that this kind of study cannot substitute the empirical analysis, anyway it may represent 

an effective benchmark for these last studies.



In the following, the procedure to obtain a large amount of soil profiles used to simulate possible experimental 

situations is considered at first. Then, the numerical procedures considered for modelling are described. Finally, the 

results of the comparisons between theoretical HVSR and SH site response curves in terms of F
0
, A

0
, F

d
 and A

d
 

values are presented.

2 Obtaining soil profiles

The soil profiles taken into account for the numerical simulations result from litho-stratigraphic configurations (hereafter 

LSCs) obtained from a seismic characterization of geological formations at regional scale (for the details about the 

framework, see Refs. [38,39]). In particular, each LSC is represented by a specific succession of litho-stratigraphic units 

(LSUs), each parameterized in terms of thickness and Vs range of variations. This information was obtained 

considering data retrieved in Southern Apennines municipalities (Southern Italy) from seismic microzonation studies (ht

tps://www.webms.it/) and from ITACA database [40]. In particular, 175 down-hole seismic tests accompanied by as 

many geological borehole and outcomes from 195 surface seismic prospecting (surface-wave and refraction 

investigations) were considered in order to define 8 LSCs (Table 1). From the statistical point of view, these data allow 

to define topological configurations typical (in the sense of “statistically dominant”) of the considered area and the 

respective range of variation. Density data is considered as fixed since the respective range of variation is quite small.

alt-text: Table 1

Table 1

Properties of the eight litho-stratigraphic configurations (LSCs) considered for the generation of the soil profiles used for the 

numerical simulations. For the meaning of EG units code, see , ASTM [41] and Amanti et al. [42].

LSC LSU EG unit
Thickness 

(m)
Vs (m/s)

Specific 

weight 

(KN/m
3

)

LSC1

Sandy silts ML 2–5 160–260 20

Gravels GW 30–50 380–620 20

Limestones (seismic bedrock) LPS ∞ 800–830 22

LSC2

Conglomerates with sands GW-GRS 2–55 230–640 20.5

Clays COS 78–165 300–799 22

Clays (seismic bedrock) COS ∞ 800–900 22

LSC3

Weathered/fractured sandstones, marls, argillites, jaspers and 

marly limestones

SFALS-SFLPS-

SFLP-SFCOS

15–20 200–560 22.5

Sandstones, marls, argillites, jaspers and marly limestones ALS-LPS-COS 15–25 500–710 22

Sandstones, marls, argillites, jaspers and marly limestones 

(seismic bedrock)

ALS-LPS-COS ∞ 800–1500 22

LSC4

Sands with gravels and silts SW 2–20 190–450 19

Pyroclasts SM-SW 5–10 500–1200 20

Lavas LP-SFLP 5–15 700–1500 22

Pyroclasts SM-SW 20–90 500–1200 20

Alternation of sandstones, argillites, calcarenites and marly 

clays

AL-ALS 5–25 400–750 22

Alternation of sandstones, argillites, calcarenites and marly 

clays (seismic bedrock)

AL-ALS ∞ 800–1000 22

LSC5

Weathered/fractured limestones SFLP 2–8 350–500 22

Weathered/fractured limestones SFLP 3–22 500–780 22

Limestones (seismic bedrock) LP ∞ 820–1500 22

LSC6

Gravels with sands and silts GM 2–15 160–550 20

Clays COS 5–10 200–790 22

Clays (seismic bedrock) COS ∞ 800–1250 22

i The table layout displayed in this section is not how it will appear in the final version. The representation below is solely 

purposed for providing corrections to the table. To preview the actual presentation of the table, please view the Proof.
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These configurations are representative of regional geological domains characterized by different tectonic history and/or 

depositional modality in a typical chain-foredeep-foreland system. This geological large-scale architecture is entirely 

present in Southern Apennines and its elements are found throughout the Italian peninsula (see, e.g., Refs. [43,44]). In 

particular, LSC1, LSC5, LSC3 and LSC7 represent configurations common in chain zones, with the first two existing 

also in foreland areas; LSC2 and LSC6 are typical successions of foredeep basins, while LSC4 and LSC8 represent 

configurations belonging to volcanic geological setting. Information characterizing each LSU (Table 1) was codified in 

terms of engineering-geological units (thereafter EG units, see Refs. [41,42]): this conversion allowed to attribute the 

geotechnical properties (shear modulus reduction and damping ratio curves as a function of shear strain, as well as 

specific weight values) to each LSU in the context of 1D equivalent-linear site response simulations. The collected 

seismic data also allowed to identify the depth range of the seismic bedrock (H), i.e., the reference soil condition for the 

1D site response simulations: this layer conventionally corresponds to unweathered rigid soil with Vs value ≥ 800 m/s. 

In particular, two distinct family of LSCs were defined, one where the seismic bedrock is located at H > 30 m (LSC1, 

LSC2, LSC3 and LSC4) and the other with H < 30 m (LSC5, LSC6, LSC7 and LSC8).

In order to perform the numerical simulations, 1600 Vs profiles (200 for each LSC, a number considered appropriate in 

order to capture the estimated Vs variability) were built by randomizing the relevant thickness and Vs values 

characterizing the LSCs by following the Toro [45] model. The randomization process adopted to define the Vs 

profiles develops by: 1) generating a sequence of homogeneous layers with thickness varying randomly by following a 

Poisson distribution with rates decreasing with depth; 2) as function of the depth of the layer barycenter, classifying 

each layer in terms the EG based on values in Table 1; 3) determining a random Vs value by considering the values in 

Table 1 and the correlation with Vs values relative to the layer immediately above. The parameters controlling the layer 

thickness variation and the number of Vs layers were modified case by case in order to obtain profiles compatible with 

the limit values shown in Table 1. It is appropriate to specify that the number of LSUs does not correspond to that of Vs 

layers, but represents the number of strata with different geotechnical properties. The amount of Vs layers varies from 2 

to 35 and also depends on the depth of H; in particular, the average Vs layer number is 20 and 13 for the LSCs with 

H > 30 m and H < 30 m respectively. As concerns the Vs values, a variability characterized by log-normal distribution 

was assumed and the median (μ) and standard deviation natural logarithm (σ
ln

) values were respectively computed in 

the form:

where Vs
min

 and Vs
max

 represent the minimum and maximum Vs value for each LSU, respectively (Table 1). 

Regarding the inter-layer correlation, the Geomatrix site classification [45] was considered. The possibility of Vs 

LSC7 Weathered/fractured sandstones, sandstones, marls, argillites, 

jaspers, marly limestones, calcarenites and schists

SFALS-AL-ALS-

GRS-COS-LPS

5–30 260–760 22

Sandstones, marls, argillites, jaspers, marly limestones, 

calcarenites and schists (seismic bedrock)

AL-ALS-GRS-

COS-LPS

∞ 800–1500 22

LSC8

Gravels with sands and silts GM 5–10 120–260 20

Pyroclasts SM-SW 15–20 250–640 20

Alternation of sandstones, argillites, calcarenites and marly 

clays

AL-ALS 2–5 400–750 22

Alternation of sandstones, argillites, calcarenites and marly 

clays (seismic bedrock)

AL-ALS ∞ 800–1000 22

(1)

(2)

Previous Version

Updated Version



profiles with non-monotonically increasing trend was included in the randomization procedure. Moreover, it is worth 

mentioning the case of LSC2: in order to simulate a configuration represented by a deep sedimentary basin with Vs 

values gradually increasing with depth, the thicker layer of clay (78–165 m) was split in 15–30 m thick sub-layers with 

a progressive increase of Vs values of 100 m/s. All the generated Vs profiles are collected in numerical format in the 

; despite the use of the Vs-dependent auto-discretization procedure [3], the output resolution 

of the layer thickness is always the same for each considered profile.

Fig. 1 shows the distribution of the Vs
30

 values of the 1600 considered profiles. In particular, it is possible to note that 

these values follow a log-normal distribution, with median value of 494 m/s; similar distribution was detected for real 

site databases [46,47]. In terms of Eurocode 8 soil classification [48], 122 profiles belong to class A, 1198 to class B 

and 280 to class C; no class D profiles were generated by the randomization procedure.

3 Numerical simulations

3.1 Simulating acceleration transfer function curves

Site response curves relative to the 1600 profiles were obtained in terms of SH acceleration transfer functions (ATFs) 

computed in the 1D approximation by means the STRATA code by considering as reference an outcropping reference 

soil. This site response analysis software was chosen due its wide diffusion in the professional activity.

As concerns the profile geotechnical properties, shear modulus reduction and damping ratio curves as well as specific 

weight values, were collected through an extensive investigation of the available literature, which summarizes large 

Italian and international datasets. The list of these specific works and datasets are inserted in the 

. This information is associated to the relevant EG unit on the basis of the geotechnical description of the 

samples. In order to obtain the representative decay curves to be used for the simulations (Fig. 2), those belonging to 

the same EG unit of the considered LSUs (Table 1) were averaged together after the regularization using the Yokota et 

al. [49] model. In LSUs where the EG unit attribution could not be univocal, the representative decay curves are 

obtained averaging the curves associated to the different possible units. Regarding the characterization of deposits 

located at depth greater than 50 m, curves by EPRI [50] were considered. Furthermore, curves with constant value of 

shear modulus and damping ratio (1% and 0.75% respectively) were adopted for the seismic bedrock materials. Finally, 

the variability associated with the geotechnical properties was reproduced by following Darendeli [51]. All the curves 

showed in Fig. 2 are collected in numerical format in the .

Supplementary Material 1
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Fig. 1

Vs30  value distribution of the 1600 Vs profiles generated randomizing the information obtained by the eight LSCs.
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The input ground motion for the reference site condition was determined considering the Italian seismic hazard map (htt

p://esse1-gis.mi.ingv.it/mps04_eng.jsp) relative to the ground motion expected to be exceeded with a probability equal 

to 10% in 50 years. In particular, seven scaled accelerograms (Table 2) fulfilling the uniform hazard spectrum-

compatibility with the zone of the Southern Apennines characterized by 0.250 g < PGA <0.275 g, were selected. It is 

worth noting that these PGA values are representative of the highest hazard zone in the Italian territory. These natural 

time-series were extracted from SEISM-HOME Web-GIS (https://www.eucentre.it/seism-home-accelerograms/?

lang = en; for details, see Ref. [52]).

Overall, a set of seven ATFs for each profile were obtained and the median curve, defined in the frequency range 0.1–

30 Hz, was chosen as the profile-representative one.

3.2 Simulating HVSR curves

Horizontal to Vertical Spectral Ratio curves were simulated using full wavefield ambient vibrations models. Since all 

the seismic phases (surface and body waves) can play an important role in defining the HVSR curve [53], the use of 

this kind of simulation approaches was preferred in this study to the models based on the contribution of specific phases 

only (e.g., Refs. [54,55]). In particular, two different full wavefield models were considered: one based on Distributed 

Surface Sources hypothesis (DSS in the following), and the other based on the Diffuse Field Approach (DFA in the 

following). In the frame of DSS assumption, the model proposed by Lunedei and Albarello [56,57] was considered: in 

this approach, the ambient vibration wavefield is accounted as the effect of a random uniform distribution of spatially-

Representative shear modulus reduction (G/G0) and damping ratio (D) curves as a function of shear strain (γ) of the EG units 

attributed to each LSU listed in Table 1.

alt-text: Table 2

Table 2

Characteristics of the seven accelerograms selected for the 1D site response simulations.

Magnitude 

(Mw)

Epicentral Distance 

(Km)

PGA 

(g)

Scaling factor 

(%)
File name

6.87 11.00 0.263 0.78 ESD 000182xa.cor

6.68 65.00 0.263 1.16 ESD 000200xa.cor

6.93 94.31 0.263 2.84 NGA 0797y.txt

6.69 38.07 0.243 1.73 NGA 1091x.txt

6.60 36.18 0.263 2.07 KNET1 SAG0010503201053.NS

6.00 33.00 0.212 2.00
ITACA 

19780415_233347ITDPC_NAS__WEC.DAT

6.30 50.42 0.263 0.44
ITACA 

20090406_013239ITDPC_SBC__WEC.DAT

i The table layout displayed in this section is not how it will appear in the final version. The representation below is solely 

purposed for providing corrections to the table. To preview the actual presentation of the table, please view the Proof.
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correlated sources located at the surface of the Earth. On the contrary, the DFA model (e.g., Refs. [58,59]), following 

the assumption that ambient vibration is a diffuse random wavefield, removes the role of sources linking the simulated 

HVSR curve exclusively with the effect of the subsoil local structure. In particular, the routine described by García-

Jerez et al. [60] and available at https://w3.ual.es/GruposInv/hv-inv/was used for this work. Beyond these main aspects, 

a more detailed theoretical comparison between the two models was made by Lunedei and Malischewsky [61]. It is 

worth mentioning that DSS model includes the effects of material damping, while DFA model is purely elastic.

HVSR curve was simulated for the 1600 Vs profiles with both models in the range 0.1–30 Hz. Compressional wave 

velocity (Vp) values are computed assuming a value of 0.4 for the Poisson’s ratio and density values were deduced 

from Vp values following the relationships proposed by Brocher [62]. For DSS model, the two horizontal and the 

vertical input components of displacement were assumed to be equal to each other; furthermore, damping values for Vp 

and Vs are assumed equal to 0.01 for all the layers. For both models, ten modes for surface waves (Rayleigh and Love) 

were considered and the HVSR curve was computed as

where P
H

 and P
V

 are the power spectra density of the ambient-vibration ground-motion horizontal component and 

vertical component, respectively.

Of course, illustrating the different role of some parameters on the HVSR pattern (Poisson’s ratio, density and damping 

values), in the assumption that such analysis is able to account all possible configurations of the subsoil, would be of 

theoretical interest but well beyond the scope of the present work. For this reason, realistic values were simply chosen 

for these parameters.

4 Comparison outcomes

As a first analysis, each HVSR curve obtained by the DSS model was compared with the relevant one computed using 

the DFA model in order to check if significative differences exist between the resulting HVSR patterns. To this 

purpose, Pearson correlation coefficients were computed considering the range 0.1–30  Hz (Fig. 3): their value 

distribution shows an overall high correlation between the two HVSR, with the median and mean values equal to 0.95 

and 0.92, respectively. The same analysis was performed considering the curves in the range 0.1–10 Hz, obtaining very 

similar median and mean values (0.96 and 0.93, respectively) with a slightly wider interquartile range. In view of these 

outcomes, each of the two models could be considered as representative of HVSR data. For sake of simplicity, only 

one model was taken into account: on the basis of its possibility of modelling the material damping, the choice fell on 

DSS model.

By using this information, F
0
 and F

d
 values along with the relevant A

0
 and A

d
 values were picked up from HVSR 

and ATF curves. Since theoretical curves were used, no significance criterion (e.g., Ref. [63]) was adopted in detecting 

(3)

alt-text: Fig. 3

Fig. 3

Box and whisker plot showing the distribution of the Pearson correlation coefficient values computed comparing the HVSR curves 

obtained by DSS and DFA model considering the frequency range 0.1–30 Hz (dark grey) and 0.1–10 Hz (light grey). Each box 

represents the interquartile range; the median value is represented by the horizontal black line within the box, while the mean value is 

represented by the cross. The whiskers are lines that extend from the lower and upper edge of the box to the 5th and 95th percentile of 

the distribution, respectively.

i Images are optimised for fast web viewing. Click on the image to view the original version.
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their representative peaks.

In order to obtain additional information about the general trends of both curves, two distinct patterns are identified (

Fig. 4): pattern A, where F
0
 corresponds to F

d
 (and therefore A

0
 coincides to A

d
), and pattern B, where F

0
 and F

d
 

values (and therefore A
0
 and A

d
) are associated with different peaks. Obviously, unlike the schematic patterns in Fig. 4

, the simulated curves can be characterized by more than two peaks.

As concerns the HVSR curves, pattern A represents 86% of the total: very similar percentage (about 85%) are found by 

Zhu et al. [32] considering empirical HVSR data. No simple relationship between the Vs profile and the shape of the 

HVSR curve can be easily found. In general, the relationship between the shape of the HVSR curve and the Vs profile 

is highly non-linear due to the complex wave propagation patterns generated by Vs variations within the considered 

profile. One can expect that the effect of each layer on the HVSR curve may depend on its thickness and on the Vs 

difference with close layers. Moreover, the HVSR value at any frequency is expected to depend on the combined 

effects of different impedance contrasts in the Vs profile and, eventually, on the presence and respecting number of Vs 

reversals. The number of possible combinations (see the considered profiles provided in the ) 

is very large and would require analyses that are well beyond the target of the present work, which is mainly devoted to 

provide practitioners with a warning about the possible interpretation of the HVSR curve as representative of the 1D 

seismic response. Just to give some number, in the hypothesis that a “significant” HVSR peak is characterized by 

amplitude values above 1.2 (to say) and that a Vs impedance contrast is considered as “significant” if related to a 

change of 50% of the Vs value, curves with a single peak, two peaks and more than two peaks represent 55%, 38% 

and 7% of the total respectively. Furthermore, one can see that HVSR curves having a single peak are associated to a 

single significant impedance contrast in 56% of cases only. For 9% of cases there is not any significant contrast and in 

32% two impedance contrasts are present; in the remaining 2% of cases more than two impedance contrasts exist (see 

Table 3). This prevents any simple physical interpretation of the HVSR profiles as a function of the impedance 

contrasts.

alt-text: Fig. 4

Fig. 4

Representative scheme of the two patterns characterizing the theoretical curves. Pattern A (on the left), where F0  = Fd  (and A0  = Ad); 

pattern B (on the right), where F0  ≠ Fd  (and A0  ≠ Ad).

i Images are optimised for fast web viewing. Click on the image to view the original version.
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Table 3

Percentage of configurations in terms of Vs “significant” impedance contrasts (above 50% of respective Vs values) as function of the 

number of “significant” HVSR maxima (amplitude values above 1.2).

No. of HVSR maxima

1 2 >2

No. of impedance contrasts

0 9 6 12

1 56 38 41

2 32 52 44

>2 2 4 3

i The table layout displayed in this section is not how it will appear in the final version. The representation below is solely 

purposed for providing corrections to the table. To preview the actual presentation of the table, please view the Proof.



Regarding ATF curves, pattern A is 72% of the total: this means that a number of cases where HVSR pattern A 

coincides with ATF pattern B (hereafter cases AB) and vice-versa (hereafter cases BA) can exist. Outcomes of this 

comparison are shown in Table 4. As a whole, the pattern agreement (cases AA + BB) is verified in 68% of cases; 

most misidentifications (23%) concern AB cases.

The comparisons between F
0
, A

0
, F

d
 and A

d
 values for HVSR (F

0_HVSR
, A

0_HVSR
, F

d_HVSR
 and A

d_HVSR
) and 

ATF (F
0_ATF

, A
0_ATF

, F
d_ATF

 and A
d_ATF

) curves are shown in Fig. 5. The strength of the correlations is estimated 

considering Pearson, Spearman and Kendall coefficients. Unlike the first, adopted for a direct comparison with other 

studies (e.g., Ref. [32]), Spearman and Kendall coefficients were also implemented since they do not require normally 

distributed data and are insensitive to outliers. Moreover, as proposed by Zhu et al. [32], to quantify how the 

comparisons deviate from 1:1 line, the benchmarks marked by the lines where the ratios F
ATF

/F
HVSR

 (and 

A
ATF

/A
HVSR

) are equal to 0.5, 0.8, 1.25, and 2 were adopted. Percentages of cases outside these boundaries (hereafter 

also referred to as “outliers”) along with the correlation coefficient values are summarized in Table 5.

alt-text: Table 4

Table 4

Percentage distribution of the pattern comparison between HVSR and ATF curves.

ATF

A B

HVSR

A 63 23

B 9 5

i The table layout displayed in this section is not how it will appear in the final version. The representation below is solely 

purposed for providing corrections to the table. To preview the actual presentation of the table, please view the Proof.

alt-text: Fig. 5

Fig. 5

Scatterplots for F0  (a), A0  (b), Fd  (c) and Ad  (d) values belonging to the HVSR-ATF comparison. Yellow, blue, green and red dots 

correspond to cases AA, AB, BA and BB respectively. The solid black line represents the 1:1 line, black and grey dashed lines delimit 

the benchmark range 0.8 < FATF /FHVSR  < 1.25 (or 0.8 < AATF /AHVSR  < 1.25) and 0.5 < FATF /FHVSR  < 2 (or 0.5 < AATF /AHVSR  

< 2), respectively.

i Images are optimised for fast web viewing. Click on the image to view the original version.



As concerns the peak frequency comparisons (Fig. 5a and 5c), a better agreement for F
0
 is evident. In particular, the 

percentages of the profiles out of the ranges 0.8 < F
0_ATF

/F
0_HVSR

 < 1.25 and 0.5 < F
0_ATF

/F
0_HVSR

 < 2 are 40% and 

10% respectively: slightly lower values (31% and 8%) and a very similar Pearson coefficient estimate (0.89) were 

found by Zhu et al. [32] analysing the comparison between HVSR and surface-to-borehole-spectral-ratio curves. 

Contrary to the outcomes shown by these authors for F
0
 values, the outliers are exclusively located below the bound 

where F
0_ATF

/F
0_HVSR

 = 0.8. Moreover, it is worth noting that the outliers with F
0_ATF

/F
0_HVSR

 < 0.5 are mostly 

represented by part of the cases AB. In these cases, where F
0_HVSR

 strongly overestimates F
0_ATF

, it is possible to note 

that both curves are instead characterized by similar F
d
 estimates (Fig. 6a and b), whose values are located close to the 

1:1 line (most within the range 0.8 < F
d_ATF

/F
d_HVSR

 < 1.25, Fig. 5c). This demonstrates that the F
0_ATF

 peak is not 

reproduced by HVSR modelling in these configurations, as can be noted observing Fig. 6a and 6b: in particular, this 

characteristic can occur for F
0_ATF

 values ranging from 0.4 to 3 Hz.

alt-text: Table 5

Table 5

Values of the considered correlation coefficients and percentages of the profiles outside the proposed benchmarks for F0 , Fd , A0  and 

Ad  values belonging to HVSR-ATF comparison.

F0 Fd A0 Ad

Pearson correlation coefficient 0.85 0.44 0.51 0.51

Spearman correlation coefficient 0.76 0.54 0.47 0.42

Kendall correlation coefficient 0.68 0.46 0.36 0.31

% where F(or A) ATF /F(or A) HVSR  < 0.8 40 33 7 4

% where F(or A) ATF /F(or A) HVSR  > 1.25 – 15 41 41

% where F(or A) ATF /F(or A) HVSR  out of range [0.8–1.25] 40 49 48 45

% where F(or A) ATF /F(or A) HVSR  < 0.5 10 11 2 –

% where F(or A) ATF /F(or A) HVSR  > 2 – 13 1 1

% where F(or A) ATF /F(or A) HVSR  out of range [0.5–2] 10 25 3 1

i The table layout displayed in this section is not how it will appear in the final version. The representation below is solely 

purposed for providing corrections to the table. To preview the actual presentation of the table, please view the Proof.
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Fig. 6
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Regarding the F
d
 comparison, the percentages of the cases out of the ranges 0.8  <  F

d_ATF
/F

d_HVSR
 < 1.25 and 

0.5 < F
d_ATF

/F
d_HVSR

 < 2 are greater than those (40% and 16%) found by Zhu et al. [32], whose outliers show only an 

underestimate of the F
d
 of the site response curve by HVSR. In this analysis, the possibility of both underestimating 

and overestimating by Horizontal to Vertical Spectral Ratios emerges from the outcomes: in particular, outliers with 

F
d_ATF

/F
d_HVSR

 > 2 correspond to part of cases AB, those where F
d_ATF

/F
d_HVSR

 < 0.5 mainly to cases BA (Fig. 5c). 

Since the nature of the cases, it is evident that these differences in F
d
 estimates are related to the respective relationships 

between A
0
 and amplitude values of higher frequency peaks. In particular, the first and second amplitude values are 

underestimated by HVSR modelling in cases BA (Fig. 6c and 6d) and AB (Fig. 6e and 6f) respectively. Despite of the 

clear relationships between the HVSR and ATF patterns in these two groups of outliers, it was not possible to identify 

HVSR curves simulated using the DSS model (a, c, e) and ATF curves (b, d, f) belonging to the cases AB with F0_ATF /F0_HVSR  < 0.5 

(a, b), BA with Fd_ATF /Fd_HVSR  < 0.5 (c, d) and AB with Fd_ATF /Fd_HVSR  > 2 (e, f). Black dots are the peaks defined by F0  and 

A0 , the grey ones by Fd  and Ad . The curves with only black dots (F0  = Fd,  A0  = Ad) belong to the pattern A, those with both dots 

(F0  ≠ Fd,  A0  ≠ Ad) belong to the pattern B.



any type of diagnostic element in HVSR curves (e.g., specific differences/ratios between A
0_HVSR

 and A
d_HVSR

 or 

between A
0_HVSR

 and amplitude of second higher amplitude peak) capable of identifying these situations in advance. 

Thus, it is reasonable to suppose that these cases can be related with some specific Vs profiles or particular combination 

of the latter with certain decay curves. However, this kind of investigation is beyond the aim of this study.

As concerns the peak amplitude values (Fig. 5b and 5d), A
0
 and A

d
 comparisons are characterized by a very similar 

agreement around the 1:1 line and analogous correlation characteristics (Table 5). In particular, it is possible to note that 

most outliers are included in the benchmark range 1.25 < A
ATF

/A
HVSR

 < 2: this means that the HVSR curve tends to 

slight underestimate at a similar extent A
0_ATF

 and A
d_ATF

 values. This feature univocally characterizes A
0_ATF

 

estimates by the HVSR curves belonging to the pattern B (Fig. 5b), which refer to lower F
0_HVSR

 range (0.5–4 Hz) 

than pattern A (Fig. 5a). Still regarding A
0
 comparison, it is worth mentioning the characteristics of the cases where 

A
0_ATF

/A
0_HVSR

 < 0.8 (Fig. 5b), in which A
0_ATF

 is overestimated: these outliers, which mainly represent cases AB, 

correspond to the same cases characterized by F
0_ATF

/F
0_HVSR

 < 0.5 (Fig. 5a; Fig. 6a and b). Considering that they are 

associated with A
0_ATF

 values in the range 1–2, this suggests that the non-reproducibility of the F
0_ATF

 peak for these 

profiles by HVSR modelling is related with very low impedance contrasts.

5 Probability density function analysis

Information obtained from the outcomes discussed above were considered to define the degree of reliability of ATF 

peak estimates provided by HVSR curves. To perform this analysis, the probability density functions (PDFs) of the 

F
0_ATF

, A
0_ATF

, F
d_ATF

 and A
d_ATF

 values as a function of the relevant HVSR estimates were computed using 

Kriging interpolation algorithm (Fig. 7). In particular, PDF of ATF values were computed considering separately 

HVSR pattern A and B: in this way, one can assess the correctness probability provided by the HVSR peak parameters 

considering the position of the maximum amplitude peak in this curve (pattern A or B). As can be seen in Fig. 7, the 

interpolation area is not equivalent for all the cases: the procedure concerned exclusively the frequency or amplitude 

range where the theoretical values have been actually determined (Fig. 5), thus avoiding significant extrapolations. 

Observing some representative PDF sections carried out considering certain F
0_HVSR

, A
0_HVSR

, F
d_HVSR

 and 

A
d_HVSR

 values belonging to specific patterns (Fig. 8), it is possible to note unimodal and bimodal distributions of the 

corresponding PDF of ATF values. In particular, considering a HVSR pattern A curve with F
0_HVSR

 equal to 3 Hz (

Fig. 8a), we can observe a bimodal distribution with a high probability to obtain an F
0_ATF

 value around 2.5 Hz (that 

is, close to HVSR estimate) and a significantly lower probability to have a value at about 0.4 Hz. This means that the 

F
0_ATF

 estimate via HVSR is characterized by a low probability of failing significantly at this frequency. A different 

situation is shown for a HVSR pattern B curve with F
d_HVSR

 equal to 14.5 Hz (Fig. 8c): in this case, the PDF of 

F
d_ATF

 values shows a clear bimodal distribution with a higher probability to drastically fail the estimate via HVSR (the 

highest PDF maxima is centered at about 1.5 Hz) than to fulfill it. As concerns the peak amplitudes, for a HVSR 

pattern A curve with A
0_HVSR

 equal to 1.5 (Fig. 8b), the clear unimodal PDF distribution centered at about 1.8 shows 

a high probability to slightly fail the estimate; a similar behavior is showed for HVSR pattern B curve with A
d_HVSR

 

equal to 1.5 (Fig. 8d), where the higher PDF peak is located at A
d_ATF

 about 2.5.

alt-text: Fig. 7

Fig. 7

i Images are optimised for fast web viewing. Click on the image to view the original version.





6 Conclusions

The use of a large number of numerical simulations allowed to compare theoretical ambient vibration HVSR curves 

and respective ATF curves. This comparison is performed by considering their representative peak parameter values, 

that is F
0
, A

0
, F

d
 and A

d
. Outcomes of the comparisons clearly show that HVSR is a reliable proxy for F

0
, thus 

confirming what was observed with the empirical studies. Nevertheless, a number of misidentifications of F
0_ATF

 

values can occur for very low impedance contrasts related to relative low frequency range (0.4–3 Hz). On the other 

hand, HVSR curve is a less effective proxy as concerns F
d
 values, where a significative number of strong 

underestimates and overestimates occur. In particular, the first situation, also identified by empirical works [29,32], is 

Probability density functions (PDFs) of F0_ATF  (a, c), A0_ATF  (b, d), Fd_ATF  (e,g) and Ad_ATF  (f, h) values as a function of the 

relevant HVSR estimates obtained by DSS model. PDFs were computed considering separately HVSR pattern A (a, b, e, f) and B (c, d, 

g, h), while both patterns were considered together for ATFs in all the analyses. The solid black lines represent the 1:1 lines, while the 

blue ones are the traces of the PDF sections showed in Fig. 8.

alt-text: Fig. 8

Fig. 8

Representative sections of some PDF plots showed in Fig. 7. In particular, section (a) shows PDF of F0_ATF  values obtained for HVSR 

pattern A curve with F0_HVSR = 3 Hz (trace in Fig. 7a); section (b) shows PDF of A0_ATF  values obtained for HVSR pattern A curve 

with A0_HVSR = 1.5 (trace in Fig. 7b); section (c) represents PDF of Fd_ATF  values considering a HVSR pattern B curve with 

Fd_HVSR = 14.5 Hz (trace in Fig. 7g); section (d) represents PDF of Ad_ATF  values considering a HVSR pattern B curve with 

Ad_HVSR = 1.5 (trace in Fig. 7h).

i Images are optimised for fast web viewing. Click on the image to view the original version.



associated with an amplitude underestimation of frequency peaks higher than F
0
 by HVSR; the second one is instead 

related to an A
0
 underestimation. In order to confirm these last results, Fd comparison should be explored by further 

experimental analysis, especially using ambient vibration HVSR.

Outcomes concerning peak amplitude values show a tendency by HVSR to underestimate in a similar way both 

A
0_ATF

 and A
d_ATF

 values: this feature is also in agreement with what emerges from empirical comparison concerning 

A
0
 values. In particular, the extent of this amplitude underestimation (between 20% and 50%) is comparable with the 

results showed by Haghshenas et al. [18] in the amplitude range (about 1–5) analyzed in this work. Moreover, these 

findings are in line with the general amplitude underestimation by HVSR curve showed by other experimental works [

33–35].

Finally, PDF analysis allowed to evaluate for which of these representative parameters the HVSR estimates are affected 

by high probability to significantly fail. This characteristic especially occurs for the F
d_ATF

 estimate via HVSR pattern 

B curve for the frequency range 10–30 Hz (Fig. 7g), where a high probability (pointed out by PDF values higher than 

50%) to overestimate the value more than 200% exists. This information can be of great help in site classification 

schemes where F
d
 value is a primary site amplification proxy (e.g., Refs. [23,24,26]). On the contrary, despite the 

significative number of outliers (the cases AB in Fig. 5a and 5c), HVSR pattern A curve is characterized by low 

probability to significantly fail F
0
 and F

d
 assessments: in fact, in the frequency range where these incorrect estimates 

can occur (about 6–15 Hz for F
0
 and 3–15 Hz for F

d
), PDF values are lower than 20% (Fig. 7a and 7e). Regarding 

peak amplitude values, it is possible to note that the highest PDF values are located in the proximity of the 1:1 line in all 

the situations, highlighting a high probability from the HVSR to slightly underestimate the ATF values (Fig. 7b, Fig. 7

d, Fig. 7f and Fig. 7h). Only for HVSR pattern B curve a high probability to slightly overestimates A
d_ATF

 values 

exists (Fig. 7h).

Some final statements concern the limitations of the present study. First of all, outcomes derive from numerical 

experiments and no attempt is performed to check their validity with new observations. On one side, this approach 

allows exploring a large set of subsoil configurations which is not possible when empirical data are considered. 

Anyway, our results appear in line with those provided by empirical studies: in this perspective, our findings can be 

considered a generalization of experimental studies. Secondly, no physical interpretation is here attempted of HVSR 

shapes as a function of Vs profile characteristics. Due to the complex non-linear relationship between these two 

features, any physical interpretation is only possible when very simple Vs profiles are considered (e.g., Ref. [19]). As a 

consequence, eventual sensitivity analyses concerning the role of single parameters (layering, damping, etc.), if any 

way possible, would require devoted studies. This has not been performed here since the aim was providing 

practitioners with warnings and simple tools to evaluate at what extent, in realistic complex situations, the HVSR curve 

and in particular its maxima, may provide useful rules-of-the-thumb to retrieve indications about the corresponding 

transfer function. On the contrary, sensitivity studies will result mandatory when inversion protocols are of concern, 

which is not the present case (e.g., Ref. [21]).

7 Data and resources

The geognostic and seismic data of Southern Apennines municipalities (Southern Italy) were retrieved from seismic 

microzonation studies (https://www.webms.it/; last accessed on July 17, 2022) and from ITACA database 

(http://itaca.mi.ingv.it/ItacaNet_31/#/home; last accessed on July 17, 2022). The STRATA code (release 0.8.0, doi 

10.5281/zenodo.3714128) was downloaded from https://github.com/arkottke/strata/releases (last accessed on July 17, 

2022). The input time-series listed in Table 2 were extracted from https://www.eucentre.it/seism-home-accelerograms/?l

ang=en (last accessed on July 17, 2022). The routine simulating HVSR following DFA model was downloaded from h

ttps://w3.ual.es/GruposInv/hv-inv/(last accessed on July 17, 2022).  collects the 1600 Vs 

profiles generated by the randomization procedure;  includes the Engineering-Geological 

(EG) unit description (Table 1), the decay curves in numerical format (Fig. 2) and the list of specific works and datasets 

from which these curves were obtained.
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Highlights

• Simulation and comparison of a huge set of HVSR curves and SH acceleration transfer functions.

• Comparisons were focused on peak parameter values (F0, A0, Fd and Ad).

• HVSR peak is a reliable proxy to identify 1D resonance frequency when F0 and Fd coincide.

• HVSR is less effective proxy for Fd in the frequency range 10–30 Hz.

• HVSR tends to underestimate in a similar way both A0 and Ad values.
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