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ABSTRACT

Aims. We aim to derive a new constraint on the expansion history of the Universe by applying the cosmic chronometers method in
the VANDELS survey, studying the age evolution of high-redshift galaxies with a full-spectral-fitting approach.
Methods. We selected a sample of 39 massive (log(M?/M�) > 10.8) and passive (log(sSFR/yr−1) < −11) galaxies from the fourth
data release of the VANDELS survey at 1 < z < 1.5. To minimise the potential contamination by star-forming outliers, we selected
our sample by combining different selection criteria, considering both photometric and spectroscopic information. The analysis of
the observed spectral features provides direct evidence of an age evolution with redshift and of mass-downsizing, with more massive
galaxies presenting stronger age-related features. To estimate the physical properties of the sample, we performed full spectral fitting
with the code BAGPIPES, jointly analysing spectra and photometry of our sources without any cosmological assumption regarding the
age of the population.
Results. The derived physical properties of the selected galaxies are characteristic of a passive population, with short star formation
timescales (〈τ〉 = 0.28±0.02 Gyr), low dust extinction (〈AV,dust〉 = 0.43±0.02 mag), and sub-solar metallicities (〈Z/Z�〉 = 0.44 ± 0.01)
compatible with other measurements of similar galaxies in this redshift range. The stellar ages, even if no cosmological constraint is
assumed in the fit, show a decreasing trend compatible with a standard cosmological model, proving the robustness of the method
in measuring the ageing of the population. Moreover, they show a distinctive mass-downsizing pattern, with more massive galaxies
(〈log(M?/M�)〉 = 11.4) being older than less massive ones (〈log(M?/M�)〉 = 11.15) by ∼0.8 Gyr. We thoroughly tested the depen-
dence of our results on the assumed SFH, finding a maximum 2% fluctuation on median results using models with significantly
different functional forms. The derived ages are combined to build a median age–redshift relation, which we used to perform our
cosmological analysis.
Conclusions. By fitting the median age–redshift relation with a flat ΛCDM model, assuming a Gaussian prior on ΩM,0 = 0.3 ± 0.02
from late-Universe cosmological probes, we obtain a new estimate of the Hubble constant H0 = 67+14

−15 km s−1 Mpc−1. In the end,
we derive a new estimate of the Hubble parameter by applying the cosmic chronometers method to this sample, deriving a value of
H(z = 1.26) = 135 ± 65 km s−1 Mpc−1 considering both statistical and systematic errors. While the error budget in this analysis is
dominated by the scarcity of the sample, this work demonstrates the potential strength of the cosmic chronometers approach up to
z > 1, especially in view of the next incoming large spectroscopic surveys such as Euclid.
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1. Introduction

Modern cosmology is well-established on the successful
paradigm of the ΛCDM model nowadays. According to the
model, dark energy dominates the energy budget of our Universe
and is responsible for its accelerated expansion, while cold dark
matter (CDM) is the main driver of the gravitational interaction
shaping the large-scale structure of the Universe. This descrip-
tion of our Universe was accurately assessed during the last
decades thanks to a series of main cosmological probes, includ-
ing the cosmic microwave background (CMB; e.g. Bennett et al.
2003; Planck Collaboration VI 2020), type Ia supernovae (e.g.
Riess et al. 1998; Perlmutter et al. 1999), or baryonic acous-

tic oscillations (e.g. Percival et al. 2001; Eisenstein et al. 2005).
However, the precision achieved in these measurements recently
revealed a 4–5σ tension between the late- and early-Universe
estimates of cosmological parameters (Kamionkowski & Riess
2023). It is therefore becoming crucial to extend these measure-
ments beyond the main probes, mapping the expansion history
of the Universe via independent methods. This will allow us to
understand if the tension is due to some observational or system-
atic effect, or if the difference is real, hinting at new physics.

In this context, it is crucial not only to obtain indepen-
dent measurements of the expansion history of the Universe,
but also to find probes that provide such constraints indepen-
dently of any cosmological assumption. Lately, interest has been
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growing in the analysis of the oldest astrophysical objects, with
the aim of determining their absolute ages, setting a lower
limit on the current age of the Universe (Valcin et al. 2021;
Cimatti & Moresco 2023), or studying how they age with cosmic
time, in an attempt to trace the evolution of the Universe itself
(Moresco et al. 2022). This second approach is the so-called cos-
mic chronometers method (CC; Jimenez & Loeb 2002), which
can provide direct estimates of the Hubble parameter from
the differential ages of “standard chronometers” with minimal
hypotheses. In fact, just assuming the cosmological principle and
a Friedmann–Lemaître–Robertson–Walker (FLRW) metric, the
Hubble parameter can be expressed as

H(z) = −
1

1 + z
dz
dt
, (1)

meaning that it can be directly measured at a given redshift
once the local differential of cosmic age (dt) in redshift (dz) is
known (an extensive description of the method can be found in
Moresco et al. 2022). In order to do this, it is necessary to select
a homogeneous and synchronised sample of objects in a certain
redshift interval, for which ages or age-related quantities can be
measured. In this way, we can obtain an age–redshift that maps
the ageing trend of the Universe, and for which Eq. (1) can be
applied.

The best astrophysical objects that can be considered cos-
mic chronometers over a wide redshift range are massive
and passively evolving galaxies. A wide range of literature
shows that this type of galaxy built up its mass very rapidly
(∆t < 0.3 Gyr; Citro et al. 2017; Carnall et al. 2018, 2019;
Estrada-Carpenter et al. 2019) and at high redshifts (z > 2−3,
Thomas et al. 2010; Carnall et al. 2018), so it constitutes a very
homogeneous and synchronised population, as with chronome-
ters that started ‘ticking’ coherently. This is of course an assump-
tion whose impact has to be verified directly on the data. Much
of the literature undoubtedly points out ongoing star forma-
tion in early-type galaxies, mergers, and continuous formation
(Moresco et al. 2013; Belli et al. 2017) that, if not properly taken
into account, might significantly bias our cosmological analysis.

In light of this, an accurate selection process is required
to identify, in a sample of galaxies, a group of chronometers
populating the tail of the oldest, most massive objects and not
showing any evidence of ongoing star formation. This requires
us to analyse different aspects, such as the galaxy’s colour, its
spectral features, or the presence of emission lines and their
prominence. Many works (Franzetti et al. 2007; Moresco et al.
2018; Schreiber et al. 2018; Borghi et al. 2022a) have proven
how these criteria are indeed complementary, and it is necessary
to combine them to maximise the purity of the sample.

Other than an accurate selection, the CC method requires
robust measurements of differential redshift (dz) and differen-
tial ages (dt). While high-precision spectroscopic measurements
are today available for the redshift, obtaining accurate age esti-
mates is not as straightforward. Different methods have been
explored, some using the whole spectral information – such as
full-spectral-fitting (e.g. Carnall et al. 2018) – and others focus-
ing on age-related spectral features (Thomas et al. 2011). In
Moresco et al. (2011), another approach was proposed in which,
instead of relying on ages, H(z) is determined by tracing the
evolution of the break at 4000 Å rest frame (D4000 hereafter),
with the advantage of relying on a direct observable. To date,
the CC method has been applied up to redshift z ' 2, adopt-
ing both approaches, and is very promising in view of upcoming
large surveys including Euclid (Laureijs et al. 2011), in which

the higher statistics will improve the accuracy on H(z) measure-
ments obtained with this technique significantly.

In this work, we took advantage of the deep VIMOS survey
of the CANDELS UDS and CDFS survey fields (VANDELS,
McLure et al. 2018), which provides optical spectra and pho-
tometry of a wide population of galaxies up to z ' 6.5. It was
designed to provide ultra-deep, medium-resolution spectra, with
high enough signal-to-noise ratio (S/N) to perform spectral line
studies, both individually on the brighter sources and on stacked
spectra for the fainter ones (Garilli et al. 2021). Many works
based on VANDELS data have already been published investi-
gating different environments and populations of objects: from
the intergalactic medium (IGM; e.g. Thomas et al. 2020, 2021)
and active galactic nuclei (AGNs; e.g. Magliocchetti et al. 2020),
to Lyα and He II emitters (e.g. Marchi et al. 2019; Hoag et al.
2019; Cullen et al. 2020; Saxena et al. 2020a,b; Guaita et al.
2020) to the physical properties of star-forming (Cullen et al.
2019, 2020; Calabrò et al. 2021, 2022) and quiescent galaxies
(Carnall et al. 2019, 2022; Hamadouche et al. 2022). In particu-
lar, the last have shown the presence, in VANDELS, of a popu-
lation of red, massive, and passive galaxies covering the redshift
range of 1 ≤ z ≤ 1.5, constituting a potential set of chronome-
ters. Moreover, the richness of spectro-photometric information
available in VANDELS allows us to adopt a full-spectral-fitting
approach to estimate ages as well as many other physical proper-
ties of the sample, such as metallicity and SFH. For this purpose,
we took advantage of the public code BAGPIPES (Carnall et al.
2018), which was already tested and validated for VANDELS
data, and specifically modified in Jiao et al. (2023) to remove
the cosmological prior on ages. All the results obtained in this
work are thus independent of any cosmological model.

This paper is divided as follows. In Sect. 2, we present the
dataset, the selection process, and the properties of the CCs
sample; in Sect. 3 we describe the full-spectral-fitting process
and relative results also discussing the impact of different star
formation histories assumptions on the results; in Sect. 4 the
cosmological analysis is presented, including the H(z) measure-
ment through the CC approach and the assessment of systematic
uncertainties; in Sect. 5 we draw our conclusions.

2. Data

In this section, we present an overview of the VANDELS sur-
vey, the process adopted to select an optimal sample of cosmic
chronometers, their spectral features, and physical properties.

2.1. The VANDELS survey

The VANDELS survey (McLure et al. 2018; Pentericci et al.
2018; Garilli et al. 2021) is a deep VIMOS spectroscopic sur-
vey targeting high-redshift galaxies in the CANDELS UDS
and CDFS survey fields, with a footprint of '0.2 deg2.
The observed spectra cover on average the wavelength
range 4800≤ λ≤ 9800 Å with a mean spectral resolution
R ' 650. Both in UDS and CDFS the CANDELS survey
(Grogin et al. 2011; Koekemoer et al. 2011) offers deep, optical-
near-infrared (nearIR) HST imaging, and in CDFS it also
offers deep HST/ACS optical imaging from the GOODS survey
(Giavalisco et al. 2004) and ultra-deep X-ray imaging (Luo et al.
2017). However, about 50% of the VANDELS footprint is not
covered by HST imaging, which lies only in the central areas,
and for those objects in the wider-field region, the optical-nearIR
photometric information is provided by different ground-based
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telescopes. A complete list of the available photometric data,
covering the 3700−45 000 Å wavelength range, can be found in
Garilli et al. (2021).

In this work, we analysed data from the fourth and final
data release of VANDELS (DR4, Garilli et al. 2021), which
counts 2087 galaxies pre-selected in photometric redshift to
lie in the range 1 ≤ z ≤ 7, comprising 417 star-forming galax-
ies (SFG, 2.4 ≤ z ≤ 5.5), 1259 Lyman-break galaxies (LBG,
3.0 ≤ z ≤ 7.0), and 278 passive galaxies (PASS, 1.0 ≤ z ≤ 2.5).
The remaining 133 objects are AGNs, Herschel-detected galax-
ies, or secondary objects.

Besides spectra and photometry, DR4 also offers a catalogue
including the following: (i) spectroscopic redshift measurements
(zspec) and a relative quality flag (zflag); (ii) target classifica-
tion as one of the types listed above, based on photometric
criteria (mainly i, z, H magnitudes and UV and VJ colours)
as described in McLure et al. (2018); (iii) spectral-energy-
distribution (SED) fitting estimates of object properties, includ-
ing rest-frame UV and VJ colours, stellar mass, V-band dust
attenuation, and star-formation rate (these quantities are derived
using the BAGPIPES code Carnall et al. 2018 as described in
Garilli et al. 2021); (iv) correction factors for the error spectra,
introduced to improve the correlation between the variance in the
observed spectra and the associated median error, as described in
Talia et al. (2023).

The exposure time for each object (up to 80 h) is designed
to obtain, especially for passive and star-forming galaxies, a S/N
high enough to perform detailed spectroscopic studies. This con-
sists of a S/N higher than ten for star-forming and passive galax-
ies, and higher than five for the other targets (Garilli et al. 2021).

2.2. Selecting a reliable sample of cosmic chronometers

A proper application of the cosmic chronometers method
requires the selection of the purest sample of massive and pas-
sively evolving galaxies, avoiding contamination by younger
star-forming objects that could bias the subsequent cosmolog-
ical analysis (see Moresco et al. 2022 for more details). Many
different criteria have been developed for this purpose, based
on rest-frame colours (e.g. UVJ, Williams et al. 2009; NUVrJ,
Ilbert et al. 2013), SED (e.g. Ilbert et al. 2010), star-formation
rate (SFR; e.g. Pozzetti et al. 2010), or emission lines (e.g.
Mignoli et al. 2009). In this context, several works have also
shown that adopting a simple criterion is not enough to iden-
tify all the possible star-forming outliers, with possible resid-
ual contamination of up to 50% depending on the criterion
(Franzetti et al. 2007; Moresco et al. 2013).

For this reason, aiming to maximise the purity of our sam-
ple, in this work we combine different and complementary cuts,
based on both photometric and spectroscopic information, fol-
lowing this outline:

(1) Parent sample. as a starting point, we define a parent
sample made of galaxies selected as follows. As a first step, we
select galaxies classified as passive targets in VANDELS (278
objects). Among the passive targets, we consider galaxies in the
redshift range of 1.0 ≤ z ≤ 1.5 (241 objects), with the lower
and upper boundaries of the redshift interval excluding, respec-
tively, four and 33 objects. The lower limit is applied because
the distribution of the passive sample becomes statistically sig-
nificant at z ≥ 1. The upper limit, given the spectra wavelength
coverage, is needed to ensure that all spectra include some major
spectral features, such as the D4000 break, that are crucial in the
following analysis.

Lastly, we require zflag = 3, 4. In VANDELS, this flag identi-
fies objects with the most reliable redshift measurements; these
are estimated to have a >99% probability of being correct
(Garilli et al. 2021). This requirement, met by 265 passive tar-
gets, is particularly relevant for the cosmological analysis. Com-
bining the aforementioned criteria, the parent sample counts 234
galaxies.

(2) UVJ cut. since the DR4 catalogue provides rest-frame
U − V and V − J colours, we apply the photometric criterion
based on the colour–colour UVJ diagram (Williams et al. 2009)
in order to select photometric passive galaxies, adopting the cut
in McLure et al. (2018):

U − V > 0.88(V − J) + 0.49
U − V > 1.2
V − J < 1.6.

(2)

As mentioned before, this criterion was already used for the
target classification, but the U − V and V − J colours, in that
case, were slightly different from those available in the DR4 cat-
alogue. In both cases, they are derived via SED-fitting, but in
DR4 this is performed with the additional information of spec-
troscopic redshifts, an improved photometry, and the BAGPIPES
code, optimised for this survey. By applying the UVJ cut on the
parent sample, 25 additional objects are discarded. Most of them
were identified as post-starburst galaxies in Carnall et al. (2019).
After the UVJ selection, our sample is reduced to 219 galaxies.

(3) [OII] cut. we further clean the sample by analysing
the [OII]λ3727 emission line, an indicator of ongoing star for-
mation since it is a tracer of photo-ionised gas (Magris et al.
2003). A cut on the equivalent width (EW) of the [OII] is often
adopted, as in Mignoli et al. (2009), where star-forming objects
are identified by EW([OII])> 5 Å. In this work, a more conser-
vative choice was preferred, and only galaxies with a signif-
icantly detected [OII] line are discarded, namely objects with
EW([OII])> 5 Å and S/N([OII])> 3. This means that spectra
with EW([OII])> 5 Å but low S/N are not excluded from the
sample, with the aim being to keep objects in which the [OII]
line could simply be due to noise fluctuation.

The [OII] cut turns out to be the most restrictive selection
step, reducing the sample to 96 galaxies (41% of the parent
sample), but is fundamental to minimise the contamination by
ongoing star formation or younger components, as discussed in
Moresco et al. (2022).

(4) H/K cut. Another stellar population diagnostic is the ratio
of two absorption lines, CaII H at 3969 Å and CaII K at 3934 Å,
first defined by Rose (1984). In passive galaxies, the CaII K line
is generally deeper than the CaII H, but since the CaII H line
overlaps with the Hε line of the Balmer series at 3970 Å, deeper
in the presence of young and hot A and B-type stars, CaII H
results more prominent than CaII K if a young component is
present in the population. Recent works (Moresco et al. 2018;
Borghi et al. 2022a) have proven the effectiveness of this indica-
tor by showing that a 5% contamination by young populations in
the flux budget triggers the inversion.

To quantify this behaviour, we evaluate the ratio H/K≡ (CaII
H + Hε)/CaII K by measuring the corresponding pseudo-Lick
indices with the code PyLick (Borghi et al. 2022a). When using
integrated quantities, a common requirement to identify non-
contaminated objects is H/K< 1.2−1.5 (Borghi et al. 2022a).
In this work, we selected galaxies with H/K< 1.3 in order to
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Fig. 1. Histograms for the physical and spectral properties of the samples in each selection step, as shown in the legend and described in Sect. 2.2.
Vertical arrows represent the corresponding median values, and, when present, the dashed vertical line indicates the threshold value adopted to
select cosmic chronometers according to that quantity (the shaded area showing the discarded range). We note that for the [OII] we adopted a
conservative cut, discarding only the objects that showed both EW([OII]) > 5 Å and S/N([OII]) > 3, aiming to keep objects in which the [OII]
line could be due to noise fluctuation.

increase the purity of the sample preserving the statistics, as can
be seen in Fig. 1f. The H/K cut reduces the sample to 78 galaxies.

(5) Visual inspection. The remaining spectra are visually
checked to search for anomalies such as residual emission lines
or calibration issues. We identify four objects showing this
kind of issue: CDFS128563, UDS000769, UDS021218, and
UDS137225. After this step, the sample counts 74 galaxies.

(6) Redshift cut. On the selected sample, we first perform
a study of the spectral features, to which we dedicate the next
section. This analysis highlights an anomalous behaviour with
redshift of some spectral features, making it necessary to add a
further selection step. In particular, we find that all objects below
redshift z < 1.07 present a 4000 Å break (D4000) weaker than its
expected value at those redshifts, with an inconsistent evolution-
ary trend, which appears to be caused by some systematic effect.
Several possible causes for this effect have been explored and
are extensively discussed in Appendix A; however, up to now no
clear evidence has been found to account for this anomaly. For
this reason, to avoid introducing a potential bias in the subse-
quent cosmological analysis, we prefer to discard the 23 galax-
ies below this redshift threshold. We highlight that this does not
affect the robustness of the following results since it only reduces
the redshift coverage.

Finally, we cross-checked our galaxies with the VANDELS
AGN sample (Bongiorno et al., in prep.), removing two objects

which are identified as AGNs. We thus obtain a final sample of
49 cosmic chronometers.

In Table 1, median values for different physical and spectral
properties are listed for each step of the selection process. Unless
otherwise specified, errors on median values are computed as
median absolute deviations (MAD) divided by the square root of
the number of objects. The S/N for each spectrum is estimated
as the median of the S/N computed in each pixel in the range
3100 < λ < 3500 Å. In Fig. 1, the distribution of some of these
properties for each passage is shown. Using the same colour-
code, in the top panel of Fig. 2 we show the UVJ diagram, and
in Fig. 3 we show the median stacked spectra for each selection
step (normalised in the wavelength range of 3320−3850 Å). In
the bottom panel of Fig. 2, we show the EW[OII] against the H/K
ratio for the sample obtained after the UVJ cut. This highlights
how the two selection steps act in clearing the sample. In partic-
ular, we can observe that the threshold we adopted in EW[OII]
and the one in S/N[OII] match very well, meaning that we are
discarding galaxies where this emission line is really present and
evident.

The selected sample of cosmic chronometers, with a median
redshift of 〈z〉 = 1.21 ± 0.02, populates the tail of the reddest
galaxies in the UVJ diagram and shows the required prop-
erties. In particular, it has a median stellar mass equal to
〈log(M?/M�)〉 = 10.88 ± 0.05, and about 75% of the sample has
log(M?/M�) > 10.6, a value often used as a threshold to select
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Table 1. Median values and associated errors of the most relevant properties describing our sample, according to the different and incremental
selection criteria adopted (described in Sect. 2.2).

Parent sample UVJ cut [OII] cut CCs sample

N◦ galaxies 234 219 96 49
% parent sample 100% 93% 41% 21%
zspec 1.14± 0.01 1.14± 0.01 1.13± 0.01 1.21± 0.02
log(M?/M�) 10.80± 0.02 10.80± 0.02 10.81± 0.03 10.88± 0.05
log(sSFR/yr−1) −11.1± 0.1 −11.2± 0.1 −11.8± 0.1 −12.2± 0.2
S/N[OII] 5.3± 0.3 5.0± 0.3 2.3± 0.2 2.6± 0.2
EW[OII] (Å) 7.1± 0.3 6.5± 0.3 3.5± 0.2 3.2± 0.2
H/K 1.01± 0.02 1.01± 0.02 0.97± 0.02 0.92± 0.02
S/Nspec 5.44± 0.11 5.46± 0.11 5.64± 0.15 5.69± 0.17

Notes. The names of the samples and relative detailed description can be also found in Sect. 2.2.

CCs (Moresco et al. 2022). The median specific star formation
rate (sSFR) is 〈log(sSFR/yr−1)〉 = −12.2 ± 0.2, and more than
90% of the sample has log(sSFR/yr−1) < −11, a common limit
to characterise passive galaxies (Pozzetti et al. 2010). The his-
tograms in Fig. 1 also show how the selection based on spectral
features has been effective in minimising the contamination by
young stellar activity, decreasing the sSFR obtained after only
the UVJ cut by 90%. The distributions in [OII] and H/K are typ-
ical of passive populations too, with a typical S/N([OII])< 3 and
a median 〈H/K〉 = 0.92 ± 0.02 well below the adopted thresh-
old. In Fig. 1d, one can also see the presence of a few objects
that, despite having EW[OII]> 5 Å, are kept in the CCs sample
because of the low S/N[OII].

In Fig. 3, the effect of the selection process is shown on
median composite spectra. Top-down, the blue stacked spec-
trum, relative to the parent sample, has the most prominent [OII]
emission and very similar CaII H and CaII K. The lilac one,
realised after the UVJ cut, is not much different because the
sample differs only by 25 objects, mostly post-starburst galaxies
(Carnall et al. 2019), but shows a slightly weaker [OII]. Anyway,
this confirms again how just adopting a photometric criterion
is not enough to remove the contamination by young compo-
nents, because the [OII] emission line, even if weak, is still
present. Only the cut on its EW, which leads to the orange spec-
trum, is able to clean out this feature. It has a sharp impact
on the statistics but is necessary to maximise the purity of
the sample. Finally, the purple spectrum is built with the 49
CCs and, besides showing no [OII] emission, has the minimum
H/K ratio.

2.3. Spectral properties of the CCs sample

Since the CCs sample falls in the redshift range of 1 < z < 1.5,
the spectral coverage is able to include some interesting spectral
features. One of the most relevant is the D4000, a spectral dis-
continuity at 4000 Å, which is particularly strong in the context
of passive galaxies. It is caused by a sudden onset of absorption
lines at wavelengths bluer than 4000 Å and is stronger in evolved
stellar populations. For this reason, at fixed metallicity, it has a
tight correlation with the galaxy age -with older galaxies having
a stronger D4000 – and a very low dependence on the presence
of α-elements (Moresco et al. 2012). The classical definition of
the D4000 is given in Bruzual (1983), while more recent is the
narrow definition (Dn4000) given in Balogh et al. (1999), which
is less affected by dust absorption. This last one is shown in the
purple spectrum in Fig. 3.

As with the CaII H and K, we use PyLick to measure the
Dn4000 for the whole sample of CCs. In order to study its trend
with redshift and mass, we separate high-mass (HM) and low-
mass (LM) galaxies by the median stellar mass of the sample,
1010.88 M�. We then divide each sub-sample into three redshift
bins, such that there is the same number of objects in each bin,
obtaining a total of six sub-samples. In each of them, we mea-
sure the median Dn4000 value. In Fig. 4, we show Dn4000 mea-
surements obtained for single galaxies (grey) and median values
in each sub-sample: in blue for the LM sample, in red for the
HM sample. The Dn4000 shows a clear decreasing trend, both
for the HM and the LM samples, providing initial observational
evidence that the selected CCs sample ages with cosmic time.
We also observe a mass-downsizing trend (Thomas et al. 2010),
given that HM galaxies have a stronger median Dn4000 than LM
objects at fixed redshift. These results constitute a first observa-
tional validation of the core hypotheses of the CC method.

3. Method and analysis

In this section, we present the method adopted to estimate ages
and physical properties of the CCs sample, the code used, its
settings, and the results obtained.

3.1. Full spectral fitting with BAGPIPES

Today there are two main ways of estimating ages from galaxy
spectra: by fitting observed spectra with synthetic ones, and so
using the whole spectral information, or by focusing on partic-
ular age-dependent indices. In this work, to benefit from the
richness of the spectral and photometric information available
in VANDELS, we followed the first path. In particular, we
exploited a full-spectral-fitting technique using the public code
BAGPIPES (Carnall et al. 2018) – already employed and opti-
mised on VANDELS data- which allowed us to fit jointly spectra
and photometry with a Bayesian approach. This means that once
we have chosen a modelM depending on a set of parameters θ,
the observed spectrum fλ is modelled to maximise the posterior
probability on θ, P(θ| fλ,M), as defined by the Bayes theorem,

P(θ| fλ,M) =
L( fλ|θ,M) P(θ|M)

P( fλ,M)
, (3)

and sampled through the nested sampling algorithm MultiNest
(Buchner 2016). In particular, as extensively described in
Carnall et al. (2019), the model is built with four main
components.
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qualified as passive following the criterion in McLure et al. (2018).
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The first is SSP(λ, age, Z), a simple stellar population model
depending on the wavelength λ, on the age of the stellar pop-
ulation, on its metallicity Z, and on the initial mass function
(IMF). The stellar population synthesis (SPS) models, imple-
mented in the form of grids of SSPs, are the 2016 version
of Bruzual & Charlot (2003, BC16; see Chevallard & Charlot
2016). They are constructed using a Kroupa (2001) IMF.

The second is SFR(t), which is the galaxy star formation his-
tory (SFH). The code allows us to combine different SFHs, one
for each SSP, with various functional forms (e.g. delta function,
constant, exponentially declining, double power law).

The third is T +(age, λ), which is the transmission curve
of the ionised interstellar medium (ISM) as described in

Charlot & Longhetti (2001). This component is referred to as
nebular and, unlike the ones above, is optional.

The fourth is the T 0(age, λ) transmission curve of the neu-
tral ISM, which is mainly due to dust absorption and emission.
Different models are implemented in the code, including those
of Calzetti et al. (2000), Cardelli et al. (1989), or Charlot & Fall
(2000). This is also an optional component and is referred to
as dust. In addition to these, there are two more optional but
non-physical components: noise, which is an additive term act-
ing on the error spectrum to correct a possible underestimation;
and calibration, which perturbs the spectrum with a second-order
Chebyshev polynomial to fix possible calibration issues.

The code provides, for each galaxy, a best-fit spectrum and
an estimate to the 16th, 50th, and 84th percentiles of all the
parameters involved in the fit (e.g. age, metallicity, and stellar
mass formed). The Mformed parameter is defined as the whole
stellar mass formed from t = 0 to the time t at which it is
observed:

Mformed =

∫ t

0
SFR(t′)dt′. (4)

In the following, we refer to this parameter when discussing the
mass of the galaxies. This parameter is slightly different from
the standard stellar mass, which does not include stellar rem-
nants, but the two are tightly correlated. In general, we find an
offset of ∼0.2 dex between the two, which we need to take into
account when comparing our resulting masses with literature
values.

In this context, it is important to underline that the ver-
sion of BAGPIPES we are using differs from the original for
the treatment of the prior on galaxies’ ages. This modification
is described in detail in Jiao et al. (2023). Originally, the code
assumed a cosmological prior on ages, for which the maximum
age of the fit should be smaller than the age of the Universe at
the corresponding redshift, given a flat ΛCDM model with the
parameters ΩM = 0.3, ΩΛ = 0.7 and H0 = 70 km s−1 Mpc−1.
Although its impact is of relative interest in galaxy evolution
studies and is generally neglected, it cannot be ignored in cosmo-
logical analyses because the derived ages would be constrained
by the cosmological model assumed; hence, when fitting those,
one would just retrieve the assumed prior. To avoid this, we
consider instead a uniform prior on galaxy ages, so that they
can span between 0 and 20 Gyr independently of redshift. This
implies that, in theory, the estimated ages could result more
advanced than the age of the Universe expected in a standard
cosmological model at a given redshift, so a first test will be to
verify their compatibility.
BAGPIPES is able to combine multiple SFHs, one for each

stellar population, with different functional forms. Here, we
present two of the most extensively used, on which we focus
our analysis.

The delayed exponentially declining (DED) SFH, is given by
the equation

SFR(t) ∝

(t − T0) e−
t−T0
τ , t > T0

0, t < T0
, (5)

where τ sets the width of the SFH while T0 is the age of the
Universe when the star formation begins. This means that it is
directly linked to the age of the galaxy, which can be obtained
by

age = ageU(zobs) − T0, (6)
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where ageU(zobs) is the age of the Universe at the redshift of
observation. Besides this, BAGPIPES provides another age def-
inition called mass-weighted age:

agemw = ageU(zobs) −

∫ tobs

0 tSFR(t)dt∫ tobs

0 SFR(t)dt
· (7)

This is similar to Eq. (6), but T0 is replaced with an estimate of
the age-weighted on the galaxy SFR. In the case of a DED SFH,
the results obtained with these two definitions differ by an offset
(∼0.6 Gyr), typically constant in redshift and age.

This SFH is frequently used (Citro et al. 2017; Carnall et al.
2018) for passively evolving galaxies, characterised by a single
and strong episode of star formation followed by passive evo-
lution, because it is able to reproduce a realistic star formation
process using only two parameters.

The double-power-law (DPL) SFH, given by

SFR(t) ∝
[( t
τ

)α
+

( t
τ

)−β]−1

, (8)

where α and β describe, respectively, the falling and rising
slope of the curve while the τ parameter is related to the
SFH peak. In this case, differently from a DED SFH, due
to the shape of the SFH, the only age definition provided is
the mass-weighted one. This type of functional form allows
the SFH more freedom in shape by decoupling the rising and
falling phase of the star formation, but the increased num-
ber of free parameters should be carefully studied since it
might induce a non-physical correlation between the two (see
Appendix B).

3.2. Full spectral fitting in VANDELS

Before performing the fit on VANDELS data, we checked spec-
tra and photometry to fix possible anomalies. On the one hand,
we define a spectroscopic S/N by dividing, at each wavelength,
the flux for its associated noise, which allowed us to determine
the average S/N of the spectrum. On the other hand, analysing
the photometric S/N distribution, we observe that it is up to
three orders of magnitude higher (max(S/Nphot) ∼ 103) than the
spectroscopic one (〈S/Nspec〉 = 5.74 ± 0.17) for the same object,
especially at the reddest wavelengths. If unaccounted for, this
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difference can have a significant impact on the fit, forcing it
to reproduce the photometry irrespectively of the spectroscopic
data. We also observe that the redder photometric points are also
the ones with smaller errors, and this could introduce an addi-
tional bias in the analysis since the bluer photometric data points
have also been proven to be fundamental in reconstructing the
physical properties linked to the star-formation activity. To cor-
rect for this issue, we assumed a maximum S/N for the photo-
metric data points to S/N = 10, correcting the errors in case it
was larger and in this way better weighting all the parts of spec-
trum and photometry.

Once we had performed these corrections, we tested differ-
ent configurations of parameters and priors, with a particular
focus on the impact of the chosen SFH. This is important not
only to accurately reproduce the observed data, but also to eval-
uate how robust the results are when changing the fitting model,
which is fundamental to estimate potential biases and system-
atic effects when performing cosmological analyses. Here, we
report parameters and priors of three fit settings: baseline, con-
figuration 1, and configuration 2, as reported in Table 2. They
mainly differ in two characteristics: the SFH functional form
and the data used in the fitting process. The baseline and con-
figuration 1 models both fit spectra and photometry, but with
a different SFH: respectively a DED and a DPL; the baseline
and configuration 2 models both use a DED SFH, but the sec-
ond one does not include photometry in the fit. Apart from
these differences, all these three models are built on a common
set of components, namely: (i) a SFH modelled either with a
DED or a DPL functional form; (ii) a dust attenuation compo-
nent described in Salim et al. (2018), which consists of a power
law as in Calzetti et al. (2000), but with a deviation from the
slope parameterised by δ; (iii) a nebular component implemented
in BAGPIPES using the code Cloudy (Ferland et al. 2017) and
described in more detail in Carnall et al. (2018; the process of
selection should have already excluded objects having this type
of emission, but we conservatively decided to include it in the
model to verify its absence); (iv) redshift fixed, for each galaxy,
to the value of the spectroscopic redshift obtained in VANDELS;
(v) a calibration component, implemented as a second-order
Chebyshev polynomial; (vi) a noise correction, introduced as
white noise. The main parameters and relative priors are listed
in Table 2.

For each configuration, we verified the convergence of the
results and that the best-fit model is correctly reproducing the
observed spectra and photometry. If these requirements are not
met, the results cannot be considered valid, and they are there-
fore flagged as a bad fit. To perform this operation, we visually
examined the best-fit spectra and photometry and the distribution
of the posterior probability on the parameters for each galaxy.
For the baseline configuration, only 5/49 galaxies are flagged
as bad fits. In Fig. 5, the typical best-fit spectrum and pho-
tometry are shown in the case of a good fit for the baseline
configuration.

As the name implies, the baseline configuration will be used
as a benchmark to perform both the analysis of the physical prop-
erties of the population and the cosmological study, which is
presented in the next sections. Among the three configurations
presented here, it presents the smaller number of bad fits and
the best agreement between observed spectrophotometry and the
posterior one. In Appendix B, we instead discuss the comparison
between baseline and configuration 1 results, aiming to evaluate
how the choice of a more complex SFH impacts the results. This
also allows us to account for its systematic effect in the cosmo-
logical analysis.

3.3. Physical properties of the CCs sample

The fitting process with the baseline configuration is success-
ful for 44 CCs (90% of CCs sample), with a median reduced
chi-square of χ̃2 = 1.46, considering both spectra and photom-
etry. In order to estimate their physical properties, we com-
puted, for each parameter, the median and 16th–84th percentile
ranges of the posterior distribution. The analysis of these quanti-
ties shows that our CCs sample, in agreement with our selec-
tion process, consists of galaxies with high stellar masses, as
commonly occurs in a population of passive galaxies, with a
median stellar mass 〈log(Mformed/M�)〉 = 11.21±0.05; a median
metallicity value of 〈Z/Z�〉 = 0.44 ± 0.01; short SFHs, with a
typical timescale for the star formation 〈τ〉 = 0.28 ± 0.02 Gyr,
which also agrees with a mass-downsizing scenario where
more massive galaxies are the first to assemble in very short
bursts of formation (Thomas et al. 2010; Citro et al. 2017); and
low dust reddening, with a median V-band dust extinction of
〈AV,dust〉 = 0.43 ± 0.02 mag.

We notice here that in the literature there is quite a large
spread in the derived metallicity for passive and massive galax-
ies at these redshifts, with estimates going from sub-solar val-
ues of 0.4−0.7 Z� (e.g. Kriek et al. 2019; Lonoce et al. 2020;
Carnall et al. 2022) up to 1.3−1.6 Z� (e.g. Conroy et al. 2014;
Onodera et al. 2015). Our results, in particular, are compatible
with the ones found in Kriek et al. (2019) and Lonoce et al.
(2020), and slightly lower with respect to the metallicities
obtained by Carnall et al. (2022), who analysed the stacked spec-
tra from a sample of VANDELS passive galaxies in the range
1 ≤ z ≤ 1.3, finding Z/Z� = 0.74+0.15

−0.12 with BAGPIPES.
We also compare our results with the independent analysis of

Saracco et al. (2023), who studied a sample of 64 passive galax-
ies in VANDELS performing non-parametric full-spectral-fitting
on stacked spectra in six mass ranges, using different combina-
tions of models and fitting codes. The sample was selected fol-
lowing the same requirements adopted in this work to identify
the parent sample but with a tighter redshift range (1 ≤ z ≤ 1.4)
and adding a lower limit to the S/N (S/N > 6 per Å in the
range [3400−3600] Å). They find typically over-solar metallici-
ties, different from both the ones in this work and in Carnall et al.
(2022). The spread in these results could be due to the models
adopted or to the full-spectrum-fitting code used, as also shown
in Saracco et al. (2023), where the variation of one or both of
them produces a scatter in the metallicity estimation of up to
0.4 dex.

It is important to underline that, for the cosmological pur-
pose of this work, we expect the impact of this effect to be neg-
ligible, given that the CC method relies on the estimation of
differential quantities. In particular, given an optimally selected
sample of massive and passive galaxies, what is fundamen-
tal is ensuring its homogeneity. This condition is met in our
sample, which shows homogeneous metallicities in the con-
sidered redshift range. Moreover, comparing our age estimates
with the ones in Saracco et al. (2023), we find a good agree-
ment with their mass-weighted ages, using both the STARLIGHT
(Cid Fernandes et al. 2005) and pPXF (Cappellari 2017) codes.

By adopting an archaeological look-back approach, we can
study how our measured quantities vary as a function of red-
shift. In particular, given the cosmological purpose of this work,
we are interested in the age–redshift relation, which is discussed
in detail in Sect. 3.4. In Fig. 6a, we show the age–redshift for
our 44 CCs coloured by stellar mass. From this trend, we can
draw three main conclusions. First, for most of the galaxies (95%
of CCs), ages are below that of the Universe, as expected in
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Table 2. Parameters and priors adopted for each configuration used in the full spectrum fitting.

Spectrum Photometry log(σvel/km s−1) Age [Gyr] log(Mformed/M�) log(Z/Z�) SFH SFH parameters
(1) (2) (3) (4) (5) (6) (7) (8)

Baseline 3 3 U(1, 2.7) U(0, 20) U(0, 13) U(−0.85, 0.24) DED τ ∈ U(0, 1)
τ ∈ U(0, 20)

Config. 1 3 3 U(1, 2.7) U(0, 20) U(0, 13) U(−0.85, 0.24) DPL log(α) ∈ U(−2, 3)
log(β) ∈ U(−2, 3)

Config. 2 3 8 U(1, 2.7) U(0, 20) U(0, 13) U(−0.85, 0.24) DED τ ∈ U(0, 1)

Notes. Columns 1 and 2 indicate if spectrum and photometry are considered (3) or not (8) in the fit. Columns 3–6 show the type of prior and the
range for some main parameters. Columns 7 and 8 report the type of SFH and relative parameters. The acronyms DED and DPL refer respectively
to the delayed exponentially declining and double-power-law SFHs, while the symbolU indicates a uniform prior with the associated range.
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Fig. 5. Example of best-fit spectrum and photometry (in orange) obtained by fitting the observed ones (in blue) with the baseline configuration, as
described in Sect. 3.2.

a standard cosmology (flat ΛCDM with ΩM,0 = 0.3, ΩΛ,0 = 0.7,
H0 = 70 km s−1 Mpc−1), even without having imposed a cosmo-
logical prior, since they could formally vary between 0 and
20 Gyr across the entire redshift range. This is, perse, a sig-
nificant result since it demonstrates that with enough spectral
coverage, a sufficient S/N, and adequate photometric data, we
can constrain this parameter reliably without any additional
cosmological assumption. Second, the ages show a decreasing
trend with redshift in agreement with the cosmological expecta-
tion, in line with what was already observed for the Dn4000.
The third important observation is the existence of a mass-
downsizing trend, with more massive galaxies being older than
the less massive ones at fixed redshift. In particular, objects
with log(Mformed/M�) ≤ 11.1 show formation redshifts in the
1.5 . zform . 4 range, while for galaxies with log(Mformed/M�) >
11.1 it spans the 2 . zform . 7 range.

In Fig. 6, we show the trends with redshift for other relevant
physical parameters estimated in the fit (stellar mass, metallicity,
and τ parameter), coloured accordingly to the stellar mass. We
can notice that for the more massive sample (in red) there are no
strong trends with redshift for any of the considered quantities,
except the ages, while the lower mass sample (in blue) shows a
mild increasing trend with redshift for the stellar mass. This is a

well-known effect due to the observational luminosity threshold,
which allows us to see only the intrinsically brightest objects
when we observe the distant Universe. This effect can be noted in
particular for the stellar mass since it correlates with the galaxy
luminosity. Given this, it is clear that to obtain a homogeneous
sample as a function of redshift for the cosmological analyses, it
will be necessary to perform a cut in stellar mass, as we discuss
in Sect. 3.4.

Another important observation in this context can be derived
for the τ parameter, which is related to the SFH length, and its
trend with redshift in Fig. 6c. Both for the higher and the lower
mass galaxies it is stable around 0.3 Gyr, but the high-mass sam-
ple seems to have a longer period of star formation, in contrast
with what is expected in a mass-downsizing paradigm, in which
the more massive a galaxy is, the older it is expected to be, and
the shorter its SFH. We trace the origin for this inversion to be the
existent degeneracy between τ and age, occurring as a direct cor-
relation between these two parameters. This effect is well known
in literature (Gavazzi et al. 2002) when adopting a DED SFH,
since age and τ have very similar effects on the spectral shape,
and it is difficult to disentangle their contribution. The impact of
this effect, however, is negligible on our results since the range of
retrieved τ is extremely small and compatible with a very short
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Fig. 6. Trends with redshift of age (a), stellar mass (b), tau parameter (c), and metallicity (d), colour-coded by stellar mass. In the age–redshift the
lines in the background represent the theoretical trends in a flat ΛCDM cosmology with ΩM,0 = 0.3, ΩΛ,0 = 0.7, H0 = 70 km s−1 Mpc−1, and different
formation redshifts.

SFH, and, most importantly, because our cosmological analy-
sis is made on sub-samples with constant mass and where the τ
appears very stable as a function of redshift. In this context, it
is even more interesting to analyse the impact on the results of
adopting a DPL SFH, in which the decoupling of the rising and
falling slope allows more freedom for the SFH shape.

The assumed SFH has been identified in recent literature as a
potentially significant source of systematic effects in the estimate
of galaxies’ physical parameters. For this reason, we extensively
tested the dependence of our measurements on the assumed SFH
functional form. In particular, we repeated our analysis consider-
ing the DPL SFH (configuration 1) and assessed the robustness
of our results. In Appendix B, we provide a detailed discussion
of our findings. In summary, we obtain that the age estimates are
very robust, with minimal variations occurring when changing
the SFH. In particular, setting a lower limit to the rising slope

of the DPL SFH (β > 10) to exclude non-physical solutions, we
find a median percent difference in age estimates below 2%. In
terms of velocity dispersion and dust reddening, the discrepancy
is even smaller, reaching a median percent difference lower than
1%, while the gap in stellar mass is of 0.001 dex. Moreover, the
resulting SFH shapes are almost identical when adopting a DED
or a DPL, despite the different functional forms. In the follow-
ing sections, we use the results of configuration 1 to assess the
systematic effect introduced by assuming a different SFH in esti-
mating the cosmological parameters.

3.4. Optimising the selection of cosmic chronometers

In Sect. 3.3, the discussion of the physical properties of the 44
selected galaxies has provided additional support to the fact that
these objects meet the conditions for being CCs, given their high
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Fig. 7. Median age–redshift trend for the 39 CCs sample, obtained
with binning A. Red and blue dots represent median values, respec-
tively, for the high-mass (log(Mformed/M�) > 11.26) and the low-mass
(log(Mformed/M�) ≤ 11.26) sample. In the background, grey dots are the
39 single measurements, while lines show, for illustrative purposes only,
the theoretical trends with different redshifts of formation, as given by a
flat ΛCDM model with ΩM = 0.3, ΩΛ = 0.7 and H0 = 70 km s−1 Mpc−1.

masses (〈log(Mformed/M�)〉 = 11.21 ± 0.05) and their very short
periods of star formation 〈τ〉 = 0.28 ± 0.02 Gyr. At this point,
an important aspect to be considered in applying the method is
the maximisation of the synchronicity of the sample formation
time. In a mass-downsizing scenario, high-mass galaxies (the
cut log(M?/M�) > 10.6 is often applied; Moresco et al. 2022)
are the first to form (z > 2−3, Citro et al. 2017; Carnall et al.
2018, 2019) in a short burst of star formation (t < 0.3 Gyr,
Thomas et al. 2010; Carnall et al. 2018), so they are the best able
to provide a sample of synchronised chronometers. Anyway, it
is important not only to select massive galaxies, but also that
their properties be consistent in redshift in order to maximise the
homogeneity of the sample at different cosmic times and to avoid
biases in the cosmological analysis. In the previous section, com-
menting on Fig. 6, we note that the sample shows homogeneous
metallicity and τ throughout redshift, while the stellar mass for
the low-mass sample – in blue in Fig. 6b – shows an increas-
ing trend with redshift. Then, with the aim of homogenising the
sample mass, we apply a further cut log(Mformed/M�) < 10.8
(discarding 5 galaxies), a threshold that not only makes our CCs
homogeneous in mass, but also in redshift of formation, remov-
ing all the galaxies with zform < 2 in Fig. 6a. The sample of CCs
that we adopted for the cosmological analysis thus features 39
galaxies.

With this accurately selected sample, we were then able to
build the median age–redshift relation, which is more robust in
tracing the ageing trend since it allows us to increase the S/N
of our measurements. This consists of dividing the sample into
redshift bins and eventually into mass bins, and then averag-
ing ages and redshifts in each sub-group. To each median age,
we assigned an error computed as MAD/

√
N. We tested dif-

ferent types of binning: (i) equally spaced or equally populated
in redshift; (ii) two or four redshift bins; (iii) sub-dividing (or
not) the sample into mass bins according to the median value of
the log(Mformed/M�) distribution (〈log(Mformed/M�)〉 = 11.26).
When dividing the sample into mass sub-samples, we decided
to split them in redshift bins after the mass separation to obtain

Table 3. Median ages and properties of the selected CC sample consid-
ering the binning A as described in the text.

Binning A z Age [Gyr] log(Mformed/M�) N

High mass 1.14 3.7± 0.2 11.47± 0.04 12
1.36 3.0± 0.3 11.38± 0.02 8

Low mass 1.18 2.9± 0.2 11.01± 0.04 12
1.34 2.3± 0.3 11.19± 0.02 7

Notes. For each sub-sample, we report mean values of redshift, median
ages, median stellar mass, and the number of galaxies in each bin.

more homogeneous sub-samples in mass, and, hence, time of
formation.

By combining these three options, eight different binning
types can be obtained, but not all of them are effective in trac-
ing the age–redshift trend. For example, using the separation in
mass and four redshift intervals at the same time produces a
total of eight sub-samples with ≤5 galaxies each, ending with
median values that are very sensitive to fluctuations in each bin.
On the contrary, adopting two redshift bins and no mass sepa-
ration would lead to more stable median values, but having just
a pair of points is not effective in constraining the age–redshift
trend. Additionally, aiming for the maximum synchronicity of
the population that we average on, we find it better to always
adopt the mass separation, which guarantees a better homogene-
ity of the sample in each bin.

After these considerations, we can conclude that the best bin-
ning types for our sample are two, given by two equally spaced
or equally populated redshift bins, divided in mass. We refer to
the equally spaced one as binning A, which we use as a bench-
mark, while the equally populated one is referred to as binning B
and is used as a comparison. This choice was made because the
first one guarantees a more homogeneous sampling of the ageing
trend also in terms of redshift. The median age–redshift trend for
binning A is shown in Fig. 7 and the relative median values and
errors are reported in Table 3.

4. Cosmological analysis

In this section, we describe the use of the median age–redshift
relation built in Sect. 3.4 to perform the cosmological analy-
sis. In particular, we applied the cosmic chronometers method,
directly measuring the Hubble parameter using Eq. (1) that does
not rely on any cosmological model. In this way, we obtain a new
estimate for H(z) at redshift z > 1 that is completely cosmology-
independent. As an additional test, we also considered fitting the
age–redshift relation directly, assuming instead a cosmological
model. This allowed us to derive an estimate of the Hubble con-
stant H0, which is not, however, cosmology-independent. We
note here that it could be also possible to derive a cosmology-
independent estimate of H0 by extrapolating the H(z) relation
down to z = 0 (Moresco et al. 2022; Moresco 2023).

4.1. Cosmological constraints with the cosmic chronometers
approach

Starting from the median age–redshift relation obtained in
Sect. 3.4, we were then able to apply the cosmic chronometers
method. As already discussed in Sect. 1, the Hubble parameter
H(z) can be estimated by evaluating the differential age evolution
over a small redshift bin dz of a sample of cosmic chronometers
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through the equation

H(z) = −
1

1 + z
dz
dt
, (9)

which means that we can estimate the Hubble parameter at the
redshift of the CCs sample by measuring the first derivative of
the age–redshift relation. This requires an accurately synchro-
nised sample of CCs; a suitably large redshift interval, such
that the differential in age (dt) is larger than its uncertainty; and
small age errors, to maximise the accuracy on the measurement
of dz/dt. The selection process presented in Sect. 2.2 and the
optimisation of the CCs sample in Sect. 3.4 showed that the 39
selected CCs have the characteristics to satisfy the first require-
ment. Moreover, the chosen binning type (binning A, described
in Sect. 3.4) is optimal for meeting these requisites, representing
a good balance between the need for sampling in redshift and
the need for statistics in each bin. At the same time, adopting
the mass separation allowed us to maximise the synchronicity of
each sub-sample given the strong correlation among stellar mass,
age, and redshift of formation expected in a mass-downsizing
scenario (Thomas et al. 2010).

4.1.1. Computing H(z) with the cosmic chronometers method

Starting from the median age–redshift relation obtained with
binning A, shown in Fig. 7 and reported in Table 3, the Hubble
parameter H(z) is computed in two steps: first, Eq. (9) is applied
separately on the two high- and low-mass data points, where z
is computed as the mean redshift of the two points, obtaining
two H(z) measurements and relative errors; then we compute the
average of these two values, weighted on the associated error.
We can obtain this average because, while the median age in
the two mass sub-samples is clearly offset due to a different
time of formation, and hence needs to be analysed separately,
the underlying cosmology has to be the same, and therefore the
Hubble parameter estimates can be averaged to increase the
accuracy of the measurement. In this way, we obtain an estimate
for the Hubble parameter at z ' 1.26:

H(z ' 1.26) = 135 ± 60 (stat) [km s−1 Mpc−1],

where the associated error is given here by the only contribu-
tion of the statistical uncertainty, resulting from the propaga-
tion of the error on median ages, which scales with

√
N, the

number of elements in each bin. In the next section, we analyse
the impact on the result of two effects, the binning choice, and
the SFH choice, aiming to include a systematic component in the
uncertainty.

4.1.2. Study of the systematic effects on H(z)

In Sect. 3.1 we discuss the different types of fit configurations
that have been tested on our CCs sample. We pay particular
attention to configuration 1, which differs from the baseline in
having a DPL SFH instead of a DED SFH, to which Appendix B
is dedicated. There, we find a strong agreement between base-
line and configuration 1 results with a mean percentage differ-
ence in ages smaller than 2%. Here, we want to understand how
this slight discrepancy in age propagates to the estimation of
the Hubble parameter. We should recall that when using a DPL
SFH, BAGPIPES only provides mass-weighted ages, as defined
in Eq. (7), while baseline results are built with standard ages,
from the definition in Eq. (6). As already discussed, this differ-
ence does not introduce a change in the slope of the ageing trend,

Table 4. Measurements of H(z) obtained applying the CC method to
median age–redshift trends obtained with baseline and configuration 1
fits, both using binning A and binning B.

Binning 〈z〉 H(z) [km s−1 Mpc−1]

Baseline A 1.26 135± 60
B 1.24 132± 82

Config. 1 A 1.25 120± 34
B 1.27 171± 109

because we verify that the offset between the two definitions is
constant in redshift.

After performing the fit with configuration 1, we dis-
carded the five objects identified in Sect. 3.4 to have
log(Mformed/M�) < 10.8, and then we cleared bad fits from the
sample, ending up with a sample of 36 CCs. With these, we
obtain a new median age–redshift by applying binning A, and
then we implemented the CC method by repeating the process
explained in Sect. 4.1. The Hubble parameter measurement in
this case is H(z ' 1.25) = 156 ± 51 km s−1 Mpc−1.

To include the effect of the assumed binning in the total error
budget, we repeated this process for binning B, both with base-
line and configuration 1 results. The four measurements obtained
are reported in Table 4. To estimate the impact of choosing
a different SFH, we computed the average difference between
baseline and configuration 1 measurement of H(z) for equiva-
lent binnings, which results in a contribution to the error budget
of ∆HSFH = 27 km s−1 Mpc−1. We note that this large uncer-
tainty is dominated by the H(z) value obtained with configu-
ration 1 and binning B, the less accurate of the four estimates
that we derive, as shown in Table 4. This effect is due to the
fact that in this configuration the number of correctly estimated
ages is smaller than in the baseline configuration, and there-
fore, with the statistics being lower, it is subject to slightly
larger fluctuations when varying the binning. In particular, we
notice that by choosing the equally populated binning we end
up with an uneven redshift sampling that increases the fluc-
tuation in the average ages, resulting in a significantly larger
uncertainty on H(z). If we exclude this result, ∆HSFH would be
cut down to 15 km s−1 Mpc−1. Lastly, we also included the dis-
crepancy in H(z) between baseline binning A and binning B,
∆Hbin = 2.4 km s−1 Mpc−1, in the error. Adding these two con-
tributions, we obtain the following:

H(z ' 1.26) = 135 ± 60 (stat)

± 27 (sys) ± 2.4 (bin) [km s−1 Mpc−1];

and, finally, summing the errors in quadrature:

H(z ' 1.26) = 135 ± 65 [km s−1 Mpc−1].

This measurement, which represents the main result of this
work, is also shown in Fig. 8, where all the H(z) measure-
ments obtained with the CC method are reported as a function of
redshift.

It is clear that the statistical uncertainty here dominates the
error budget of the final result, as a direct consequence of the
low number of CCs in the sample. Recalling that the statisti-
cal error on H(z) depends on the uncertainty of median ages,
computed as MAD/

√
N, we would need larger statistics to cut

down its contribution. For comparison, in Jiao et al. (2023) an
estimate of the Hubble parameter H(z ' 0.80) = 113.1 ± 15.2
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Fig. 8. H(z) measurement obtained in this work in comparison with all the H(z) estimations obtained up to now with the cosmic chronometers
method. The dashed line represents the theoretical trend of a flat ΛCDM model as in Planck Collaboration VI (2020) as a purely illustrative
reference.

(stat) is obtained with a sample of 350 CCs from the LEGA-
C survey (Straatman et al. 2018), reaching a statistical error of
13%. Indeed, starting from the statistical error obtained in this
work of 44% with a sample of 39 objects and assuming that this
scales with

√
N, the expected statistical error for a sample of

350 galaxies is around 15%, very similar to the 13% actually
obtained.

This gives an optimistic prospect on the achievable results
with future, much larger, surveys. The ESA space mission Euclid
(Laureijs et al. 2011), for example, is expected to observe up to a
few thousand CC candidates in the redshift range of 1.5 < z < 2,
increasing the current statistics by two orders of magnitude. In
the context of the H(z) estimate with the CC method, this would
mean being able to obtain measurements of the Hubble parame-
ter up to z = 2 with a statistical error of the order of 6%, signif-
icantly increasing the precision of the estimates at this redshift,
which now stands between 10% and 25%. In this way, we could
more accurately constrain the H(z) trend and, as a consequence,
the expansion history of the Universe.

4.2. Analysing the age–redshift relation

As an additional test, we studied the age–redshift relation assum-
ing a cosmological model directly. In particular, we fitted the
median age–redshift with a flat ΛCDM model, where the free
parameters are the Hubble constant H0 and the a dimensional
matter density parameter (ΩM,0). Here, we decided to neglect the
contribution due to radiation and neutrinos, but we verified that
it affects our results by less than 0.2%, which is well below our
current error. In this framework, the Hubble parameter H(z) is
given by

H(z) = H0

√
1 −ΩM,0 + ΩM,0(1 + z)3. (10)

In addition, considering a Friedmann–Lemaitre–Robertson–
Walker (FLRW) metric, the age of the Universe at a given
redshift t(z) is linked to the Hubble parameter through the

following equation:

t(z) =

∫ z

0

dz′

H(z′)(1 + z′)
· (11)

Before fitting this age–redshift relation to our median data, we
needed to pay attention to the fact that t(z) refers to the age of
the Universe here, while we obtained ages for a sample of CCs.
This means that the two trends are separated by an offset, due
to the delay between the Big Bang and the formation of the first
galaxies. We parameterised this offset as t0, representing the age
of the Universe at which our CCs formed. Assuming that the
objects in the sample are coeval, t0 can be considered constant
in redshift. Its value will instead be left free to vary. Introducing
t0, Eq. (11) can be modified to suit the CCs age–redshift trend as
follows:

tcc(z) =

∫ z

0

1
1 + z′

dz′

H0
√

1 −ΩM,0 + ΩM,0(1 + z′)3
− t0. (12)

Constraining these three parameters at the same time is a non-
trivial process, mainly due to their degeneracies; for example,
a higher t0 results in a lower age of the Universe, but this hap-
pens with a higher H0 or a larger ΩM,0 too. As it is also shown
in Borghi et al. (2022b), even if these degeneracies are non-
negligible, the three parameters affect the age–redshift slope dif-
ferently. So, if age errors are small enough and if appropriate
priors on the parameters are adopted, we could at least partially
mitigate these degeneracies.

We performed the fit of the age–redshift relation obtained
with binning A (shown in Fig. 7 and described in Table 3)
with the theoretical trend in Eq. (12) by adopting a Markov
chain Monte Carlo (MCMC) technique implemented through
the affine-invariant emcee sampler (Foreman-Mackey et al.
2013) and considering a Gaussian likelihood function. Uni-
form uninformative priors were assumed for H0 and t0:
H0 ∼ U(25, 125), t0 ∼ U(0.5, 5). For ΩM,0, a Gaussian prior is
adopted: ΩM,0 ∼ G(0.3, 0.02); this is required to keep degenera-
cies under control. Its value and uncertainty refer to the ones
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Fig. 9. Fit to median age–redshift trend obtained with bin-
ning A. Red and blue dots are median values, respectively,
for the high-mass (log(Mformed/M�) > 11.26) and the low-mass
(log(Mformed/M�) ≤ 11.26) sample. In grey, we show flat ΛCDM trends
with (H0,ΩM,0, t0) values randomly extracted from the posterior dis-
tribution, comprised between 16th and 84th percentiles. Dashed black
lines represent the best fit.

used in Jimenez et al. (2019), resulting from the combination of
different measurements of ΩM,0, all independent of the cosmic
microwave background (CMB).

If the mass-downsizing scenario is valid, lower mass galax-
ies would have formed later than higher-mass ones. Since the
median age–redshift relation is divided into a high-mass and
a low-mass sample, to take this effect into account, we intro-
duced a parameter ∆t that measures the offset in formation time
between the two populations. Differently from t0, ∆t is not con-
sidered a free parameter, but its value is assumed constant and is
computed as the average age separation between these two sub-
samples. For binning A we find ∆t ∼ 0.8 Gyr. To jointly fit all
data, therefore, we considered this shift of the lower mass sam-
ple in our analysis.

Performing the fit, we obtain H0 = 67+14
−15 km s−1 Mpc−1 and

t0 = 1.7+1.5
−0.9 Gyr. Values and errors are, respectively, medians

and 1σ values of the posterior distribution. Results are shown
in Fig. 9, where grey curves are drawn from the posterior distri-
bution of parameters between 16th and 84th percentiles.

Comparing these results with the ones in Riess et al. (2022)
and Planck Collaboration VI (2020), we can say that our errors
are not conclusive enough to prefer one or the other, and
our measurements agree both with the late- and the early-
Universe estimations of H0. We note here that the large error
on H0 is mostly due to the very low statistics of CCs avail-
able in this analysis. However, these results are still promising in
view of upcoming large surveys, such as Euclid (Laureijs et al.
2011), where both the redshift coverage and the much
lower statistical errors, granted by the much higher statistics,
could significantly increase the precision of the cosmological
parameters.

5. Conclusions

In this work, we selected and analysed a sample of massive and
passively evolving galaxies from data release 4 of the VAN-
DELS spectroscopic survey (McLure et al. 2018), with the pur-
pose of estimating the Hubble parameter H(z) with the cosmic

chronometers method. We adopted a full-spectral-fitting tech-
nique to estimate the physical properties of the sample, to ben-
efit from all the spectral and photometric information available
in VANDELS, using the code BAGPIPES (Carnall et al. 2018),
which was already adopted and optimised within the survey.
Differently from the studies already carried out in VANDELS,
in this work we adopted a modified version of the code intro-
duced in Jiao et al. (2023), where a non-cosmological prior is
assumed on the age of the galaxy population, which is free to
vary between 0 and 20 Gyr at all redshifts. This means that the
resulting ages are not constrained by a chosen cosmology, but
depend only on the adopted stellar population synthesis models
and on the component used in the fit to reproduce spectra and
photometry.

Our main results are summarised as follows:
1. We selected a sample of 49 purely passive galaxies in the

1 < z < 1.5 redshift range, adopting multiple and com-
plementary selection criteria: a photometric criterion (UVJ),
a cut on the [OII] emission line, a cut on the H/K ratio, a
visual inspection, and also a redshift cut. The latter is needed
because of an anomaly found in the D4000 trend, for which
galaxies at z < 1.07 are discarded to avoid biases in the sub-
sequent analysis. The selected galaxies show a red contin-
uum, no emission lines linked to stellar activity, and no H/K
inversion. They turn out to have high stellar masses and low
sSFR, with median values of 〈log(M?/M�)〉 = 10.88 ± 0.05
and 〈log(sSFR/yr−1)〉 = −12.2 ± 0.2.

2. Studying the evolution of age-related spectral features,
mainly D4000 and Dn4000, we observe a clear decreasing
trend with redshift. Since these features are proven to cor-
relate with the galaxy age, this gives initial, purely obser-
vational evidence that the population under analysis is age-
ing with cosmic time. We also observe that, at fixed redshift,
more massive galaxies show a higher D4000 with respect
to the lower mass ones, supporting a mass-downsizing sce-
nario.

3. Performing full-spectral-fitting, we obtain age estimates
below the age of the Universe in a standard flat ΛCDM
model (ΩM = 0.3, ΩΛ = 0.7 and H0 = 70 km s−1 Mpc−1)
for 95% of the sample, even if they could formally vary
between 0 and 20 Gyr. This proves the robustness of our esti-
mates, where the good quality of VANDELS data allows us
to determine correct ages, even without imposing the stan-
dard cosmological prior on them. Ages also decrease with
redshift, in agreement with this cosmological model, and, at
fixed redshift, more massive galaxies result older than lower
mass ones, confirming the mass-downsizing trend.
The sample is characterised by high masses, sub-solar metal-
licities, low dust extinction, and a short period of star forma-
tion, with median values of mass, metallicity, dust reddening,
and τ parameter equal to 〈log(Mformed/M�)〉 = 11.21 ± 0.05,
〈Z/Z�〉 = 0.44 ± 0.01, 〈AV,dust〉 = 0.43 ± 0.02 mag, and
〈τ〉 = 0.28 ± 0.02 Gyr. Metallicity values are compatible
with those obtained in Carnall et al. (2022) on a sample of
VANDELS passive galaxies.

4. Comparing results obtained by fitting with a delayed SFH
or a double-power-law SFH, we find that, despite the differ-
ent functional forms, the two turn out to be identical if the
involved parameters are constrained in a physically reason-
able range. In particular, by setting a lower limit to the rising
slope of the double-power-law SFH, β > 10, the median per-
centage difference in age and metallicity estimates is below
2%, for dust reddening and velocity dispersion is less than
1%, while for stellar mass is of 0.001 dex.
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5. We further cleaned the 49 galaxies in the sample by remov-
ing bad fits and applying a mass cut (log(Mformed/M�) ≤
10.8) to homogenise it, ending with a sample of 39 cos-
mic chronometers. We built a median age–redshift relation
by dividing the sample into two mass bins and two redshift
bins. By fitting this median age–redshift relation with a flat
ΛCDM model, we obtain an estimate for the Hubble constant
H0 = 67+14

−15 km s−1 Mpc−1 and for the formation time of high-
mass objects of t0 = 1.7+1.5

−0.9 Gyr. In doing this, we needed to
set a Gaussian prior on ΩM,0 = 0.30 ± 0.02 in order to keep
degeneracies under control.

6. Finally, we obtain a new, cosmology-independent direct
measurement of the Hubble parameter at z ∼ 1.26 equal
to H(z) = 135 ± 65 km s−1 Mpc−1 by applying the cosmic
chronometers method. Errors include both statistical and sys-
tematic uncertainties, with the first dominating the error bud-
get. In the systematic component, we include the effect on the
H(z) estimate by using a more complex SFH and the effect
of changing the binning while computing the median age–
redshift relation.

In conclusion, this work provides additional evidence supporting
the robustness of the CC method up to z = 1.5 while proving the
effectiveness, even at this redshift, of adopting a full-spectral-
fitting approach to extract ages and physical parameters of the
galaxy population.

At the same time, the positive results obtained in terms
of H(z) and H0, despite the poor statistics, are very promis-
ing in view of upcoming large spectroscopic surveys such as
Euclid (Laureijs et al. 2011). Forecasting a number of cosmic-
chronometer candidates of two orders of magnitude greater than
the ones in this work, we could expect to bring down the statis-
tical error to 6% up to z ∼ 2.
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Appendix A: The z<1.07 anomaly

The discontinuity at 4000 Å, known as D4000 break, is a spec-
tral feature tightly connected to the age (and metallicity) of pas-
sive galaxies. For a homogeneous population where the evolu-
tion in metallicity is negligible, we expect a decreasing trend
with redshift for this quantity (Moresco et al. 2012), as also
shown by theoretical models reported in Fig. A.1. In the red-
shift range of 1<z<1.07, highlighted in Fig. A.1 with a shaded
region, we instead find an anomalous behaviour: all the objects
in this redshift bin show a much weaker Dn4000 than expected,
comparable to the values obtained at z=1.3-1.4, independently
of stellar mass. In order to understand the origin of this anomaly,
we explored different hypotheses.
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Fig. A.1. Dn4000 trend with redshift. In grey, we show the measure-
ments for the single objects of the CCs sample; blue and red dots are
median values for objects with log(M?/M�) ≤ 10.86 (high-mass) and
log(M?/M�) > 10.86 (low-mass), respectively; similarly, blue and red
stars are measurements obtained on stacked spectra of low- and high-
mass samples. In the background, lines refer to evolutionary models
from Bruzual & Charlot (2003) at different formation redshifts.

The first possible origin that we considered is that some
errors in the D4000 measurements were made. To check this,
we produced eight stacked spectra, one for each red or blue
point in Fig. A.1, first dividing the sample into a high-mass
and a low-mass sample with respect to the median mass
(log(Mformed/M�) = 10.86), and then in four redshift bins. In this
way, we were able to obtain spectra with a higher S/N and, there-
fore, reduce the possibility of a measurement error. We also nor-
malised the eight stacked spectra to their median value in the
3850–3950 Å range, which is the blue wavelength range used
in computing Dn4000. We chose this window because in nor-
malising the spectra in this interval we were able to visually
check in the red band of the Dn4000 eventual differences among
the different spectra. The four stacked spectra for the high-mass
sample are shown in Fig. A.2. The coloured horizontal lines at
4000 < λ < 4100 Å represent the average flux in the red win-
dow of the Dn4000, and since the spectra have all been nor-
malised in the blue window, they allow us to check differences
in the Dn4000, which is the ratio between the average fluxes
in these intervals, by eye. As it is possible to see, the average
flux at z∼1.04 (blue line) is almost equal to the average flux at
z∼1.34 (red line), while at the other redshifts the behaviour is as
expected. We observe the same pattern for the low-mass stacked
spectra. This means that the population of galaxies in the lowest
redshift bin, where we find the anomaly, does effectively show a
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Fig. A.2. Median stacked spectra obtained for the high-mass sample in
each of the four redshift bins, normalised to their mean value in the blue
band of the Dn4000. In grey, we show the two windows in which the red
and blue bands of the Dn4000 are defined, while horizontal lines repre-
sent their median values in these two ranges. We remind the reader that
the median spectra have been normalised in the blue window; there-
fore, the average fluxes of the four spectra in that region are identical by
definition.

lower Dn4000 than expected, similar to the one obtained in the
highest redshift bin. For this reason, we reject the hypothesis of
a measurement error.

Since this drop in D4000 appears for galaxies at z<1.07,
we considered the possibility of calibration issues. In fact, it
involves all the objects in a specific redshift interval and regards
mainly ‘wide’ spectroscopic features (such as Dn4000 and
Mgwide, while we do not see this anomaly for spectral indices
that concern ∆λ . 200 Å), so a calibration effect seems plau-
sible. In order to observe this type of behaviour in the D4000,
the hypothetical calibration should have increased the observed
flux bluer than 8300 Å by ∼10% or, equivalently, decreased it
by ∼10% at wavelength redder than 8300 Å, where the D4000 is
observed at this redshift. As explained in Garilli et al. (2021), a
blue-end correction was indeed applied to the spectra, but it is of
the order of 5% and significant only at λ . 5500 Å (observed-
frame), and thus not able to justify the observed anomaly. The
issue was reported to the VANDELS collaboration, but no other
calibration effect was pointed out. Therefore, a calibration issue
can be excluded as the anomaly’s source.

Up to now we know that the D4000 drop is actually present
in the spectra and that it is not related to a measurement issue,
so we wish to explore the possibility of it being related to a real
effect concerning galaxy properties. A lower D4000 in a passive
galaxy could mean a younger age, a lower metallicity, or a lower
dust extinction; even if this were the case, we should still find a
reason for these properties characterising this particular redshift
bin. We analysed the available physical properties of the sample,
this time splitting it into the two fields of observation, CDFS
and UDS, so that possible anomalies concerning one of the two
fields could be pointed out. Looking at the trends in stellar mass,
sSFR, and dust extinction, we do not find substantial differences
either throughout redshift or among fields. If we instead consider
the age as a trigger, we have two possibilities: the first is that
this group of galaxies underwent rejuvenation processes, maybe
due to an environmental effect; the second is that an unexpected
selection effect is present.

Looking for an environmental difference in the population
at z<1.07, we investigated the presence of overdensities in this
redshift interval. Studying the redshift distribution of the sample,
we observe that both in UDS and CDFS an overdensity is present
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around z∼1.04. A dense environment can in fact be a reason for
rejuvenation if, for example, it triggers intense merger phenom-
ena. Anyway, this should happen equally in both fields to justify
the effect in our data, since the D4000 drop is of the same entity
in CDFS and UDS. Moreover, we see that the overdensity at
z∼1.04 is not the only one, but others are present at higher red-
shift. At z∼1.09 in UDS, for example, an important overdensity
is present, but we do not see any anomaly in this redshift bin.
Hence, the rejuvenation hypothesis seems unlikely.

The second option of a possible selection effect was pre-
sented to the VANDELS collaboration, but again nothing was
found to justify the anomaly. Upon further scrutiny, we noticed
that at z<1.07 a higher fraction of objects is provided with just
ground-based photometry with respect to the z>1.07 sample,
in particular in the CDFS field. This does not explain, per se,
the anomaly, but it could hint at the possible origin if a selec-
tion effect is present in the preparation of the ground-based
catalogues.

Whatever the cause, in order to avoid any potential bias in
our cosmological analysis, we decided to remove the galaxies at
z<1.07 from our sample. We emphasise that this simply reduces
the statistics of the sample, it does not affect the robustness of
the cosmological results.

Finally, we also tested how the results would change by
changing the threshold cut in redshift, setting it to lower values
(e.g. 1.05, 1.04). By doing so, we verified that including even a
few of these anomalous objects would strongly bias the deter-
mination of the Hubble parameter. Due to their low D4000, all
the galaxies below z=1.07 appear younger, affecting the slope
of age-z by making it significantly shallower with respect to the
homogeneous trend observed at z>1.07, and, in turn, producing
a higher H(z).

Appendix B: Assessing the impact of the SFH
choice

The SFH choice is certainly one of the most significant compo-
nents when building a fitting model since it describes how the
star-formation rate varies as a function of cosmic time and then
dictates the chemical enrichment history of the galaxy, as well
as its stellar mass. As discussed in Sect. 3.1, the DPL SFH is a
valid alternative to the DED SFH that we use as baseline, and
it has actually already been adopted while analysing VANDELS
data (Carnall et al. 2019, 2022). There are two main differences
with respect to a DED SFH: the first is that a DPL has three
free parameters instead of two since its shape is determined sep-
arately by the falling (α) and the rising slope (β) of the curve;
the second regards the definition of the galaxy age, which is,
by default in BAGPIPES, the mass-weighted quantity defined in
Eq. 7 instead of the one in Eq. 6 adopted for a DED SFH. For the
sake of consistency, in this section we use mass-weighted ages
for both DED and DPL SFH assumptions.

As presented in Sect. 3.2, we performed a fit adopting a DPL
SFH named configuration 1, with parameters and priors as listed
in Tab. 2. Once we remove the bad fits, we find an exceptional
agreement with baseline results for 75% of the galaxy popula-
tion, as shown in Fig. B.1, with a median percentage difference in
terms of mass-weighted age, stellar mass, metallicity, dust red-
dening, and velocity dispersion smaller than 1%. The rest of the
sample (six objects) shows a significant difference with respect
to baseline results (purple open dots in Fig. B.1).

To understand the nature of this difference, we examined all
the properties of these six CCs, finding that they show common
characteristics, in particular ages over 5 Gyr and β < 1. Recalling

that β sets the rising slope of the SFH, a value β < 1 implies that
the first part of the SFH has a concave shape, as in the dark pur-
ple curve in Fig. B.1d, causing an extremely slow rise of the SFR.
Solutions of this kind appear highly non-physical because they
would require a SFH extremely prolonged over time and with-
out significant episodes of star formation, in contradiction with
other indicators available (e.g. the measured sSFR, H/K ratio, etc.)
and with all the other results obtained in the literature for these
extremely massive and passive systems. For the population whose
results agree with baseline ones, instead, the value of β spans from
a few tens to hundreds, resulting in a very steep rise of the SFR. It
seems that relaxing the cosmological prior on ages and adopting
a DPL SFH, which is more flexible than a DED SFH in terms of
shape, in some cases allows the fit to find a combination of param-
eters leading to a non-physical solution.

We ran some tests to understand if a different, physically
acceptable solution exists for these objects by increasing the prior
on β. In Fig. B.1d, we show the SFHs obtained for an example
object resulting from seven runs where the β prior was gradually
raised from 0.001 to 10. We can observe that up toβ > 5 the result-
ing SFH still has an anomalous shape and duration, with values
for β near the prior limit, suggesting that the fit is still trying to
reach the non-physical solution. From prior β > 6 on, we instead
find solutions with values for β two orders of magnitude larger,
and, above this limit, in all cases increasing the value of the prior
leads to the exact same solution, which is also almost identical
to the SFH found when fitting with a DED SFH. This means that
a physical solution for these objects does exist, and, if the SFH
parameters are properly constrained, the resulting SFH has the
same shape if either a DED SFH or a DPL SFH is assumed.

Based on these findings, we repeated the fit on all of our 49
objects using configuration 1 (Tab. 2), this time increasing the
lower limit on β to 10. In Figs. B.1a and B.1b we show the
comparison of results for mass-weighted ages and metallicity
between baseline (x-axis) and configuration 1 (y-axis) both with
the old (open dots) and the new prior (full dots). It is clear that
after applying the new prior the results of the two fits have a one-
to-one correlation, with a median percentage difference lower
than 2% for both quantities. In terms of stellar mass, velocity
dispersion, and dust reddening, the discrepancy is even smaller,
reaching a median percent difference lower than 1%. Given the
colour-code applied in these figures, it is also evident how the
results of configuration 1 with the old prior are different from the
ones obtained with the new prior only when β converges to val-
ues lower than 1, while in all the other cases they overlap almost
perfectly. The same behaviour is noticeable in the age-redshift
relation shown in Fig. B.1c.

We can conclude that the impact of the SFH choice on the esti-
mation of physical parameters is minimal, under the condition that
the SFH parameters are constrained to avoid non-physical solu-
tions. In particular, a lower limit to the rising slope of the DPL SFH
β > 10 is effective for this purpose. In addition, the fact that the
resulting SFH shape is equivalent when adopting a DED or a DPL
SFH further validates the robustness of results obtained with the
baseline configuration, despite the existent degeneracy between
age and τ in a DEL SFH discussed in Sect. 3.3.

In addition to these tests, we also used configuration 1 results
to estimate a value of the Hubble parameter with the DPL SFH,
finding very good agreement with the results obtained with the
DED SFH. This demonstrates that not only are the absolute ages
obtained assuming different SFH in very good agreement, the
relative ages are too, proving the robustness of the CC method
against the assumption of a specific SFH model (due to the strict-
ness and purity of our selection of CC candidates).
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Fig. B.1. Comparison of physical parameters obtained with delayed exponentially declining (DED) and double-power-law (DPL) SFH. In panels
(a) and (b) we show the comparison of mass-weighted ages and metallicities estimated with the two SFHs. The points are colour-coded according
to the parameter β of the DPL model, representing the rising slope of the SFH. We notice that the objects with extremely low β (represented with
open circles) are the ones deviating more from the one-to-one relation. For this reason, we fitted those objects again with a more conservative
prior on β (β > 10). The grey arrows show how the results converge to the correct relation with the new prior. In panel (c) we present the age-
redshift relation with the same colour-coding as in the previous panels. In panel (d) the star-formation rate is shown as a function of the look-back
time normalised to its peak for an object significantly deviating from the one-to-one relation in panel (a). The coloured curves represent how the
resulting SFH obtained with the DPL model changes with different priors on β, colour-coded as presented in the legend; the grey dashed line shows
the DED SFH, for comparison. We notice that above β > 6 the DPL model converges almost exactly to the DED model.
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