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Abstract: The present study aimed to evaluate the influence of manual expertise on static computer-
aided implantology (s-CAI) in terms of accuracy and operative timings. After the cone-beam CT
(CBCT) scanning of eleven mandibular models, a full-arch rehabilitation was planned, and two dif-
ferent skilled operators performed s-CAI. The distances between the virtual and actual implant
positions were calculated considering the three spatial vectorial axes and the three-dimensional
Euclidean value for the entry (E) and apical (A) points, along with the axis orientation differences
(Ax). These values emerged from the overlapping of the pre-op CBCT to post-op CBCT data (method
1), from scanning the data from the laboratory scanner (method 2), and from the intra-oral scanner
(method 3) and were correlated with the operators’ expertise and operative timings. The mean values
for accuracy from the three methods were: E = 0.57 (0.8, 0.45, 0.47) mm, A = 0.6 (0.8, 0.48, 0.49) mm,
and Ax 1.04 (1.05,1.03,1.05) ◦ for the expert operator; and E = 0.8 (0.9, 0.87, 0.77), A = 0.95 (1.02, 0.95,
0.89), and Ax =1.64 (1.78, 1.58, 1.58) for the novice. The mean value of the operative timings was
statistically inferior for the expert operator (p < 0.05), with an improved accuracy over time for both
operators. A significant difference (p < 0.05) emerged between method 1 and methods 2 and 3 for
seven of the nine variables, without differences between the evaluations from the two scanners. The
support from digital surgical guides does not eliminate the importance of manual expertise for the
reliability and the shortening of the surgical procedure, and it requires a learning pathway over time.

Keywords: clinical skill; data accuracy; dental implant; outcome assessment

1. Introduction

Standardizing a treatment to a high level of reliability and effectiveness, beyond
personal human experience and capabilities, is the goal of applied Digital Science [1].
Computerized aided implantology (CAI), both static (s-CAI) and dynamic (d-CAI), allowed
a more precise fixture placement than a freehand approach, reducing the surgical timing
and the patient discomfort [2–6].

This procedure, however, can present criticisms due to its complexity and the num-
ber of steps as well as the competence required. The quality of the Digital Imaging and
Communications in Medicine (DICOM) from cone-beam CT (CBCT) and Standard Tessel-
lation Language (STL) data and the reliability of the digital algorithm in merging these
files condition the virtual planning [4,7–10]. Furthermore, in s-CAI, the computer-aided
manufacturing (CAM) process [11] and the structural features of the surgical guide are
relevant to the final result [2,4,12].

Assuming the integrity of the digital planning and guide printing, it appears helpful
to verify whether, and how much, the personal operator’s ability can interfere in the
final surgical phase, improving the precision of the implant placement and shortening the
surgical timing.
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Conflicting outcomes have emerged in in vitro and in vivo trials about the relevance
of human expertise, not only as a freehand implantologist, but also whether there is
competence in using s-CAI, and whether there is a learning curve. No relevance of the
s-CAI expertise for skilled implantologists has been recorded [13], and better accuracy by
novices under senior control has emerged compared to expert operators [14]. Significant
deviations from the planned and the actual positions have been attributed to improper use
of the handle piece, the conditioning of the action of the drills in the sleeves [15], and to the
positioning of the guide into the patient’s mouth [13]. The presence of improvement over
time for experienced implantologists has been excluded, at least for edentulous patients [16].
In the most recent literature reviews on s- CAI, the operator’s experience has not emerged
as influencing the accuracy of the procedure. Nevertheless, the variability and unreliability
of the assessment methods adopted by the studies considered were highlighted, due to the
difficulty in performing meta-analyses [6,7,12,17].

Concerning the methods of accuracy evaluation, the degree of digital superimposition
for the postoperative with the virtually planned implant positions—the matching of the
pre- and post-CT DICOM data—has been ratified and shared as an accuracy parameter in
the literature. The shifting of the coronal and apical portion of the fixture and its tilting and
deepening were considered geometrical reference points [18]. Optical scanners introduced
an alternative to the previous analysis, but the same factors affecting the registration process
in the planning phase with these tools also conditioned the assessment method [19–22]. No
study has investigated the influence of operator skill on reducing the operative timing.

The primary objective of the present study was to understand the relevance of the
operator’s expertise in conditioning implant placement accuracy with the s-CAI approach
and to determine if accuracy improved over time for experts and novices (learning curve).

The secondary objective was to understand if the operator’s expertise could influence
the operative time in the s-CAI approach.

Three methods of superimposition data evaluation were adopted and compared to
each other: CBCT (pre and post), CBCT (pre) and laboratory scanning (post), and CBCT
(pre) and intraoral scanning (post).

2. Materials and Methods
2.1. Digital and Operative Flow-Chart

Eleven acrylic resin models, reproducing completely edentulous mandibles with differ-
ent alveolar shapes, were scanned with a CBCT. The models reproduced typical situations
to be managed without grafting techniques to avoid dehiscence or fenestrations. DICOM
data were imported in a dedicated software (B&B Dent SL GS, B&B Dental Implant Com-
pany, Bologna, Italy). The placement of eight implants 4 mm wide and 11 mm long (Duravit
3P, B&B Dental implant company, Bologna, Italy) in each model, uniformly distributed in
posterior and anterior locations, was planned for a fixed full-arch rehabilitation according
to the bone volumes and shapes simulated by the models. The virtual implant position
was identified through the DICOM data, which were then converted into STL-files for
the models’ segmentation and the guide design and printing, according to the implant
positions. The first dentist (GP), the more experienced operator, accomplished the planning
phase in collaboration with the digital designer.

The surgical guides were projected according to the supporting bone modality. Since
there was no occlusal correlation with an opposite maxilla, the plan could not start from
actual prosthetic demands. Three vestibular fixing pins to stabilize the guides and eight
sleeves of 4.2 and 5 mm in diameter and length, respectively, were designed. The sleeves
were made in poly-ether-ether-ketone (PEEK), instead of using metallic ones, to avoid
friction and overheating during the implant site preparation. Five models and a half, with
the applied guides, were randomly assigned to each of the two operators and fixed to the
dental chair headboard to simulate the clinical ergonomics (Figure 1). The guides were
fixed to all the models by the more experienced operator (GP), who was unaware of the
subsequent casual operator’s assignment.
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Figure 1. Surgical guide fixed to the acrylic resin model.

The first dentist (GP) had had more than fifteen years of experience in freehand
implantology and more than ten years of experience in s-CAI. The second one (FD) was a
post-graduate dentist, an utter novice in general dental practice. The implants were placed
independently in different sittings dedicated to accomplishing each model procedure, and
the time taken was recorded. For each model a new kit of burs was used to eliminate the
bias of the tool’s wear. The operative timings were recorded in seconds and statistically
elaborated.

After that, the implanted models were CBCT scanned once again, and the DICOM data
was imported in the same software mentioned above (method n.1). The “image substitution
analysis” matched the pre- and post-CT session without the segmentation of the implants
and the STL data conversion.

Optical scanning of the resin models was taken with a laboratory scanner (EGS dscan3)
and an intra-oral scanner (3 Shape Trios, Copenhagen, Denmark) after connecting the scan
bodies with the implants as in methods n.2 and n.3.

The flow-chart is shown in Figure 2.
The data relating to the external surface of the resin clones from the three techniques,

exported as STL data, were volumetrically analyzed, and the pre- and postoperative virtual
models and implants were aligned by the GOM inspect software. The alignment of the pre-
and postoperative surfaces was singularly exported and loaded onto Meshmixer software,
which was able to remove the superimposing surfaces of the resin copies while maintaining
those of the implants (Figure 3).
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external surfaces (C). Planned (D) and actual (E) implant positions after removing the models’
superimposing surface.
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2.2. Measurement Parameters for Accuracy Analysis

For each pre-and postoperative implant surface, the entry point (E) and the apical point
(A) were identified as the most coronal and apical points, respectively, obtained from the
geometric intersection of the symmetric line of the fixture and its surface. The distance
between these two points was divided into three vectorial components, vestibular-lingual
(x), mesiodistal (y), and apical-coronal (z), and assumed to be deviation values from the
planned positions in the respective implant portions (Edx, Edy, Edz; Adx, Ady, and Adz).
The three-dimensional Euclidean distance was calculated to have a single entry (Ed) and
an apical (Ad) point. The angular discrepancy (Ang), expressed in grades, was further
calculated from the longitudinal axes of the pre- and postoperative implants. The more the
spread from the “zero” value, the more the inaccuracy amount.

These calculations were performed for the five groups derived from matching each
operator with the three analysis methods.

2.3. Measurement Parameters for Operative Timing Analysis

The time counter was managed by an external assessor (FDB), and the counting started
when the motor switched on and off for each site preparation and implant placement. Every
phase time was added to the subsequent with a total value calculated for every implant
site management. A mean value for each model timing was reported on the ten simulators
excluding the shared one, on a total number of 80 implants.

2.4. Statistical Analysis

A descriptive analysis was performed, presenting continuous variables as mean ± standard
deviations (SDs) and giving minimum and maximum values. An inferential analysis
compared the groups in terms of the mean values of all the accuracy variables (the Friedman
test was used since the data were not normally distributed).

The significance level was set at 0.05. All the analyses were performed using Stata,
version 15 (Stata Corp LP, College Station, TX, USA).

The sample size was calculated considering an alpha error of 0.05, a power of 0.80,
and an f-effect size of 0.40, taking the literature data into consideration.

A double-tailed t-test evaluated the significant difference between the two operators
regarding implant placement velocity.

3. Results
3.1. Accuracy

An overall number of 88 implant positions were compared with the relative pre-
operative planned ones.

An overall significant level of accuracy resulted for the first operator, compared to the
second, from the mean values from the three evaluation methods (p < 0.05) (Table 1).

According to the method nr.1, Ed = 0.8 ± 0.43 mm, Ad = 0.85 ± 0.39 mm, and
Ang = 1.05 ± 0.53◦ were reached by the first operator; and Ed = 0.91 ± 46, Ad = 1.02 ± 0.45,
and Ang = 1.78 ± 1.12◦ by the second one. The overall mean values were: Ed = 0.86 ± 44,
Ad = 0.93 ± 43, and Ang = 1.41 ± 0.95◦. Considering each vectorial component, the second
operator obtained more minimal values than the first one for all the variables except the Ay
one, all compensated by the higher maximum data.

According to the method nr.2, Ed = 0.45 ± 0.23 mm, Ad = 0.48 ± 0.24 mm, and
Ang = 1.03 ± 0.47◦ were reached by the first operator; and Ed = 0.87 ± 45, Ad = 0.95 ± 0.42,
and Ang = 1.58 ± 0.97◦ by the second one, with Ed = 0.66 ± 41, Ad = 0.72 ± 42, and
Ang = 1.31 ± 0.81◦ as the mean values between each of them.
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Table 1. Pairwise ANOVA analysis (Tukey HSD test) correlating the dependent variables with the
three methods’.

Parameters
of Evaluation

Three Methods Results Mean Values Means Values’ Differential
between the Operators HSD-Test p Value

Operator 1 Operator 2

Ed point 0.5728 0.8505 0.2777 16.2522 * >0.0001
Edx 0.1489 0.1983 0.0494 6.1613 * 0.0031
Edy 0.2655 0.4597 0.1942 11.7764 * >0.0001
Edz 0.3980 0.5842 0.1862 7.7265 * 0.0002

Ad point 0.6084 0.9533 0.3449 20.4794 * >0.0001
Adx 0.1671 0.2436 0.0765 8.8757 * 0.0002
Ady 0.3035 0.5516 0.2481 14.1916 * >0.0001
Adz 0.4028 0.5721 0.1693 6.9093 * 0.001
Ang 1.0424 1.6463 0.6039 21.6030 * >0.0001

* Statistic insignificance in place of Means results for each operator.

The second operator obtained more minimal deviations than the first one, but for
fewer variables, e.g., Ed, Adx, Ady, and Ang, than in method nr.1. According to method
nr.3, Ed = 0.47 ± 0.27 mm, Ad = 0.49 ± 0.25 mm;, and Ang = 1.05 ± 0.57◦ were reached
by the first operator; and Ed = 0.77 ± 34, Ad = 0.89 ± 0.36, and Ang = 1.58 ± 0.83◦ by
the second one, with Ed = 0.62 ± 34, Ad = 0.69 ± 37, and Ang = 1.31 ± 0.76◦ as the mean
values between each of them. An identical value of Edx, 0.15 ± 0.1, was identified for both
operators. The second operator’s minimal deviations, as reported above with the previous
methods, regarded the Edx, Ed, and Ad variables (Table 2).

Table 2. Means, SDs (Standard Deviations), and extreme values for each operator from the three meth-
ods of evaluation.

Methods of
Evaluation Operator Parameters Edx Edy Edz Ed Adx Ady Adz Ad Ang

n.1

1

mean 0.14 0.16 0.74 0.8 0.15 0.25 0.76 0.85 1.05
SD 0.10 0.13 0.45 0.43 0.10 0.21 0.44 0.39 0.53

minimum 0.00 0.01 0.08 0.22 0.17 0.00 0.03 0.36 0.24
maximum 0.34 0.61 1.92 1.92 0.41 1.15 1.92 1.93 2.13

2

mean 0.28 0.31 0.75 0.91 0.28 0.43 0.77 1.02 1.78
SD 0.19 0.22 0.49 0.46 0.22 0.3 0.5 0.45 1.12

minimum 0.41 0.01 0.00 0.19 0.00 0.01 0.01 0.24 0.13
maximum 0.83 0.76 2.02 2.15 0.88 1.11 1.96 2.27 4.13

n.2

1

mean 0.15 0.3 0.22 0.45 0.18 0.32 0.22 0.48 1.03
SD 0.12 0.2 0.19 0.23 0.13 0.25 0.18 0.24 0.47

minimum 0.00 0.01 0.01 0.16 0.02 0.01 0.01 0.21 0.11
maximum 0.5 0.71 0.92 1.18 0.63 1.07 0.84 1.36 2.19

2

mean 0.16 0.58 0.52 0.87 0.23 0.57 0.53 0.95 1.58
SD 0.13 0.36 0.41 0.45 0.19 0.43 0.45 0.42 0.97

minimum 0.01 0.07 0.07 0.13 0.01 0.01 0.07 0.24 0.04
maximum 0.49 1.23 1.65 1.77 0.64 1.5 1.78 1.79 3.62

n.3

1

mean 0.15 0.33 0.23 0.47 0.17 0.34 0.23 0.49 1.05
SD 0.1 0.27 0.15 0.27 0.14 0.25 0.15 0.25 0.57

minimum 0.01 0.01 0.00 0.09 0.00 0.01 0.01 0.06 0.21
maximum 0.4 0.86 0.65 1.04 0.55 0.89 0.63 1.06 2.66

2

mean 0.15 0.49 0.48 0.77 0.22 0.65 0.41 0.89 1.58
SD 0.11 0.32 0.33 0.34 0.17 0.42 0.27 0.36 0.83

minimum 0.01 0.03 0.02 0.07 0.01 0.04 0.02 0.3 0.08
maximum 0.43 1.24 1.05 1.44 0.63 1.65 1.01 1.77 3.19
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A statistically significant difference (p < 0.05) resulted between method n.1 and both
the methods n.2 and n.3, except for the Adx and Ang values, with no differences between
the n.2 and n.3 optic scanner evaluations for all the variables (Table 3).

Table 3. Pairwise ANOVA analysis (Tukey HSD test) correlating the single dependent variables mean
results from the two operators for each evaluation method.

Parameters of
Evaluation

Evaluation
Methods’ Comparison

Operators’ Mean Values’ for
Each Method

Mean Values’
Difference HSD-Test p Value

Ed
n.1 vs n.2 0.8564 0.6209 0.1987 9.4939 * >0.05
n.1 vs. n.3 0.8564 0.6209 0.2355 11.2534 * >0.05
n.2 vs. n.3 0.6577 0.1560 0.0368 1.7594 <0.05

Edx
n.1 vs. n.2 0.2147 0.1501 0.0586 5.9700 * >0.05
n.1 vs. n.3 0.2147 0.1501 0.0646 6.5715 * >0.05
n.2 vs. n.3 0.1560 0.4414 0.0059 0.6015 <0.05

Edy
n.1 vs. n.2 0.2345 0.4120 0.2069 10.2443 * >0.05
n.1 vs. n.3 0.2345 0.4120 0.1776 8.7926 * >0.05
n.2 vs. n.3 0.4414 0.3717 0.0293 1.4518 <0.05

Edz
n.1 vs. n.2 0.7485 0.3532 0.3768 12.7676 * >0.05
n.1 vs. n.3 0.7485 0.3532 0.3953 13.3953 * >0.05
n.2 vs. n.3 0.3717 0.7185 0.0185 0.6277 <0.05

Ad
n.1 vs. n.2 0.9335 0.6905 0.2150 10.4235 * >0.05
n.1 vs. n.3 0.9335 0.6905 0.2431 11.7842 * >0.05
n.2 vs. n.3 0.7185 0.2019 0.0281 1.3607 <0.05

Adx
n.1 vs. n.2 0.2166 0.1974 0.0147 1.3931 <0.05
n.1 vs. n.3 0.2166 0.1974 0.0193 1.8236 <0.05
n.2 vs. n.3 0.2019 0.4486 0.0045 0.4305 <0.05

Ady
n.1 vs. n.2 0.3387 0.4952 0.1099 5.1349 * >0.05
n.1 vs. n.3 0.3387 0.4952 0.1565 7.3113 * >0.05
n.2 vs. n.3 0.4486 0.3759 0.0466 2.1763 <0.05

Adz
n.1 vs. n.2 0.7626 0.3239 0.3867 12.8877 * >0.05
n.1 vs. n.3 0.7626 0.3239 0.4387 14.6223 * >0.05
n.2 vs. n.3 0.3759 1.3059 0.0520 1.7346 <0.05

Ang
n.1 vs. n.2 1.4127 1.3144 0.1068 3.1201 <0.05
n.1 vs. n.3 1.4127 1.3144 0.0983 2.8712 <0.05
n.2 vs. n.3 1.3059 0.6577 0.0085 0.2489 <0.05

* Statistic insignificance.

The mean values from the three methods were 0.57 mm (Ed), 0.60 mm (Ad), and 1.04◦

(Ang) for the first, and 0.85 mm (Ed), 0.95 mm (Ad), and 1.64◦ (Ang) for the second operator.
Figure 4 contains the box plots comparing the two operators relative to the mean values of
the three methods.

Table 4. Double-tailed t-test verifying a significant difference between the two operators in terms of
implant placement velocity.

Operator Obs Mean SD [Conf. Interval 95%] t p Value

1 5 14.24 3.91 9.38 19.1

−3.9 0.0046
2 5 25.48 5.13 19.1 31.86

combined 10 19.86 7.32 14.62 25.1
differents −11.24 −17.89 −4.59
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A positive correlation resulted between the number of progressively implanted models
and the implant placement accuracy, although this result was statistically significant for the
second operator only (Table 4).

3.2. Operative Timings

The first operator accomplished the implant seating with a mean time of 14.24 min for
each model, which was less than 25.48 min taken by the second operator, and this difference
was statistically significant (p < 0.05) (Table 5).

Table 5. Linear regression model for the correlation of the sequence of the model preparation and the
operator error in implant placement.

Operator Coef Standard Error t [Conf. Interval 95%] p Value

1 −1.271402 0.29 −4.42 −2.19 −0.36 0.021
2 −1.30442 0.47 −2.80 −2.79 0.18 0.068

4. Discussion

Freehand dental implantology depends on the manual skills of the operator, partic-
ularly for the axial implant shifting to what is prosthetically required [23]. An average
angular deviation of 3.04◦ (ranging from 0.4–6.3◦) and 7.03◦ (ranging from 0.7–21.3◦) has
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been reported for s-CAI and traditional treatment, respectively [24]. Younes et al. reported
that 19.2% of the freehand-placed implants were bearing cement-retained prostheses com-
pared to 100% of screw-retained super-structures on fixtures inserted with digital guides [6].
An overall accuracy value with s-CAI systems has been reported as ≤1 mm for all linear
evaluations and ≤5◦ for angular shifting [4,25]. Provided there is the correct procedure
for realizing the digital template, the principal reason for the higher precision of the s-CAI
could be that the human error is reduced. The present study tried to investigate the possible
relevance of human expertise intended to enhance the accuracy and reduce the operative
timing as derived from the repetition of a specific practical activity over time. The method
followed aimed to eliminate, as much as possible, the factors interfering with the univocal
interpretation of the data. Since the present study was undertaken “in vitro”, it was not
affected by the variables of clinical practice that would not have been reduced by using an
operative guide and allowed a novice operator to carry out the procedure independently.
The models used in this trial reproduced similar edentulous mandibular situations with the
same complexity level. The flowchart for guide manufacturing was simplified to minimize
the risk of procedural mistakes and a bone-supported device was planned without an
opposite dental arcade and the soft tissues feature. Since the guides’ application to the
model was performed by the expert dentist and accurately controlled, the possible bias
related to an error in this phase was prevented. The present trial results are, on the other
hand, poorly attributable to flapless approaches where soft tissue scanning is mandatory.

The major accuracy for the expert operator recorded reported in this study con-
firms what has been reported in in vitro trials [2,26–28] while clinical studies are inconsis-
tent [29,30]. One study reported more accuracy with the guided digital system than with
the free-hands systems when used by novices [2]. An average of 1.12 mm and a maximum
value of 4.5 mm at the entry point, an average of 1.39 mm and a maximum value of 7.1 mm
at the apex point, and an average axis shifting of 3.89◦, and a maximum value of 21.16◦

were recorded in in vivo studies reported in a literature review [4]. Naeini et al. reported
1.00 mm, 1.23 mm, and 3.13◦ for coronal, apical, and angular deviations respectively, in
another clinical literature review about the flapless technique [7]. Cuhna et al. recorded,
in vivo, a mean angular deviation of 2.04 degrees and mean coronal, central, and api-
cal linear deviations of 0.68 mm, 0.72 mm, and 0.82 mm, respectively [29]. The present
study’s overall deviations were lower than those in the literature studies with patients,
particularly for angular shifting, both for expert and inexpert operators, regardless of
evaluation methods.

Strictly correlated with the experience is the learning curve concept, which expresses
that there are a progressive number of attempts needed to reach a repeatable level of
precision. The awareness of this data helps standardize and optimize the method of training.
With reference to the d-CAI, e.g., Block et al., in a clinical trial, reported the presence of a
learning curve, and set the twentieth attempt as the initial plateau case [30]. Cassetta et al.
did not find a learning curve for s-CAI after analyzing the results from two different
implantologists, both experts in the freehand procedure but inexpert with the s-CAI, who
were working on totally edentulous patients. At the same time, a significant correlation
between coronal and angular deviation and the progressive number of treated cases over
time, emerged for partially edentulous subjects [16]. Nevertheless, the authors accept that
a reduced sample size and the absence of the operative timing evaluation are limits of
their trial. No in vitro studies have correlated the accuracy of implant placement with the
progressive number of operative performances.

Even if a real learning curve reaching the same accuracy level plateau was not identi-
fied, a continuous enhancement of accuracy for both operators over time resulted in the
present survey.

The habit of managing the physical opposition of the bone during the implant place-
ment phases by keeping a steady position of the handle-piece, has maintained its im-
portance [7,15]. Nevertheless, the reported deviations in the present study were so low
that the differences between the two operators did not compromise the final results of
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the procedure. The major reliability of s-CAI with respect to the freehand approach was
confirmed. On the basis that the fitting between the sleeves and the drills is considered
crucial for implant placement accuracy, the adopted device’s characteristics may have
positively affected the outcomes. The present study adopted specific disposable poly-ether-
ether-ketone (PEEK) sleeves, as used in another similar trial [31]. This innovation, proposed
for the same purposes in orthopedics [32], should give less rigidity to the system while
keeping a good fitting with the drills, thanks to the thermoplastic properties of the PEEK.
The templates with tunnels directly printed according to the digital project appear more
customized than those with standard metallic sleeves inserted subsequently in the device
at the designed positions.

Nevertheless, particularly in partial edentulism with five residual teeth at least, these
devices reached a similar level of accuracy [33,34].

Before the advent of optical scanners, the way for evaluating the superimposition of
virtually placed with actually placed implants was through the comparison of the pre-and
postoperative CT scans [35,36]. The “indirect” methods, with the EOS or IOS, avoid a
second x-ray exam for the patient, but are prone to the above-cited shortcomings in the
phase of imaging data acquisition. Impression distortions and related cast imprecisions
for EOS, intraoral conditions, and the movements of the patients or erroneous device
movements during IOS, can affect the accuracy of STL data [20,34] along with causing an
imprecise connection with the scanning pins for both techniques. Furthermore, the quality
of the 3D planning software algorithms for matching DICOM and STL files affects the
absolute reliability of the s-CAI using optical scanners [35]. Regarding in vitro surveys,
Stefanelli et al. reported a minimal discrepancy between a new type of IOS with improved
scan bodies and the EOS [37]; and Franchina et al. did not find a significant difference
between the outcomes from radiographic, EOS, and IOS methods of accuracy evaluation as
compared to free-hand implantology, s-CAI, and d-CAI methods„ as accomplished by a
relevant expert in each [31]. A notable discrepancy among the outcomes of scanning and
radiologic evaluation methods emerged in the literature [19,20,34,37]. Since a gold standard
has not yet been stated, it was declared that cross-validation using both direct and indirect
methods should be recommended [7,11,16]. The present trial adopted and compared the
results from three assessment methods to eliminate the evaluation bias highlighted by
several papers.

A recent literature review on clinical studies revealed that a pre-and postoperative
comparison of CT images, a scanned post-surgical model, and intraoral optical scanning
were adopted for accuracy evaluation in eight, two, and four studies, respectively [35].

The average values between the expert and the novice operators for the three methods
were 0.2 mm, 0.3 mm, and 0.6◦ for the Ed, Ad, and Ang parameters, confirming the apex
orientation and the implant inclination as the most critical points. Skjerven et al. reported
in vivo studies showing a significant difference between the deviation measurements for
coronal and apex points with pre-and postoperative CBCT and pre-op CBCT and post-
op IOS [19].

In particular, the overall mean angular deviation value from the three methods, i.e.,
1.04◦ and 1.64◦ for the expert and the novice operators respectively, were both lower than
those reported by a similar study in vitro: i.e., 3.23 ± 1.00◦, as an average of radiological
and optical scanning analysis. In addition, a lower deviation resulted when comparing
our angular results by method n.1: i.e., 1.05 ± 0.53◦ and 1.78 ± 1.12◦ for experienced
and novice operators, respectively, with the 2.60 ±1.25◦, and the 3.96 ± 1.64◦ results of
Cushen & Turkyilmaz, who adopted only the CBCT pre-and post- superimposition data as
analysis [28]. In any case, an exhaustive comparison within the different trials is challenging
due to many variables related to data importing, matching, and the elaboration processes,
even in the same method adopted.
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5. Conclusions

The present trial confirmed, by all three analysis methods, that there was an im-
pressive level of accuracy for novice and skilled implantologists with s-CAI, which was
undoubtedly superior to the free-hand approach. The starting experience and the im-
provement in precision over time was significantly relevant to implementing the implant
placement reliability.
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