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Abstract: One of the most common mitigations against network-borne security threats is the de-
ployment of firewalls, i.e., systems that can observe traffic and apply rules to let it through if it is
benign or drop packets that are recognized as malicious. Cheap and open-source (a feature that is
greatly appreciated in the security world) software solutions are available but may be too slow for
high-rate channels. Hardware appliances are efficient but opaque and they are often very expensive.
In this paper, an open-hardware approach is proposed for the design of a firewall, implemented on
off-the-shelf components such as an FPGA (the Xilinx KC705 development board), and it is tested
using controlled Ethernet traffic created with a packet generator as well as with real internet traffic.
The proposed system can filter packets based on a set of rules that can use the whitelist or blacklist
approach. It generates a set of statistics, such as the number of received/transmitted packets and the
amount of received/transmitted data, which can be used to detect potential anomalies in the network
traffic. The firewall has been experimentally validated in the case of a network data throughput
of 1 Gb/s, and preliminary simulations have shown that the system can be upgraded with minor
modifications to work at 10 Gb/s. Test results have shown that the proposed firewall features a
latency of 627 ns and a maximum data throughput of 0.982 Gb/s.

Keywords: network security; firewall; FPGA; Ethernet; packet classification; embedded systems

1. Introduction

Network activity has increased significantly in the last two decades. From wired
communication, networking data has evolved towards wireless communication thanks to
the widespread diffusion of smart mobile devices [1]. Web applications have continued
to increase in number and cover a large number of applications, such as healthcare [2],
smart mobility [3], e-commerce [4] and social networks [5]. Similarly, in recent years,
the interconnection of sensors and actuators with high-performance computing devices
and wireless communication has led to the deployment of cyber-physical systems in
the paradigm of the Internet-of-Things [6-8]. The high volume of exchanged data traffic
has resulted in increased security threats due to cyber-attacks that exploit the system’s
vulnerabilities for unauthorized access to the system, stealing personal information and/or
creating damage to the system [9,10].

Several techniques have been adopted to mitigate the risks of cyber-attacks, such as
authentication procedures to prevent unauthorized access to the system [11,12], crypto-
graphic data obfuscation to make the information useless to malicious users listening to
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private communications [13,14], as well as firewalls [15,16] and packet sniffers [17,18] for
the control and monitoring of network traffic. In the case of identity authentication and data
obfuscation, the procedure is carried out by using passwords and cryptographic keys that
are usually stored in a non-volatile memory. This poses significant security threats since
the non-volatile memory can be hacked to disclose confidential information. A technique
to mitigate this issue is to replace the non-volatile memory with a physical unclonable
function (PUF), a device that generates a unique fingerprint by exploiting the random
variations in its parameters generated during the production process [19-21].

Firewalls and packet sniffers are the basic building blocks for intrusion detection/
prevention systems (IDSs, IPSs). They are used to control and monitor the network traffic
and mitigate the security risks resulting from malicious data that exploit the network to
reach and compromise vulnerable systems. Firewalls are devices working in active mode,
featuring two full duplex ports, which can block the passage of network data if security
threats are detected. Packet sniffers, on the other hand, are devices working in passive
mode, analyzing the network traffic and sending an alarm message to a remote server if
security threats are detected. Firewalls and packet sniffers are usually implemented as
software running on a PC. Many software firewalls have been proposed in the literature for
the GNU/Linux operating system, exploiting the Iptables kernel feature (now superseded
by nftables) to set the rules for the discrimination between safe and potentially dangerous
data [22-24]. Similarly, many packet sniffers implemented in software exist, where the
most popular are Wireshark [25] and TCPdump [26]. Firewalls and packet sniffers imple-
mented in software can reliably detect network security issues as long as the network data
throughput is not too high. On the contrary, when the network data throughput exceeds a
certain threshold, the software implementation can lose effectiveness, mainly due to the
CPU being unable to keep up with the full network data speed.

In the case of high network data throughput, a hardware implementation is preferable.
The hardware implementation of firewalls and packet sniffers is usually realized using
Application Specific Integrated Circuits (ASICs) since this approach provides the best per-
formance and the minimization of power consumption. However, the ASIC implementation
of firewalls and packet sniffers also has significant drawbacks, such as high non-recurring
engineering costs and long times for the system design. As a consequence, ASIC-based
commercial firewalls are usually expensive and their design is a highly protected intellec-
tual property, hindering the possibility of users knowing what a security-critical device,
placed in their network, is doing. From this point of view, a Field Programmable Gate
Array (FPGA) implementation has significant advantages in terms of faster design, lower
costs, in particular for the realization of a small number of prototypes, and openness.

The objective of our research is the development of a hardware firewall on an FPGA to
check the safety of Ethernet traffic among universities and research centers. The protection
of scientific data is an essential aspect of ensuring data security since cyber-attacks and data
breaches are increasing in number in higher education institutions and universities [27].
The designed firewall should be able to support high data rates (at least 1 Gb/s) and must
feature a high configurability, where the single user is able to define the features of the data
that must be allowed or blocked. In the current stage of development, our research group
has focused on the design of a stateless firewall, but future works on this research project
will be aimed at the integration of stateful packet inspection and/or machine-learning
algorithms for security threat detection.

In this paper, a hardware firewall based on an FPGA is presented. The firewall is
implemented on a Xilinx KC705 development board that integrates the Kintex-7 XC7K325T-
2FFG900C FPGA. 1t is designed to work at a maximum data throughput of 1 Gb/s, but
preliminary simulations have shown that the system performance can be extended to a
higher data throughput of 10 Gb/s. The system features a highly configurable set of rules to
discriminate between safe and potentially dangerous data that can be defined according to
a whitelist or blacklist approach. It also calculates a set of statistics (such as the number of
received/transmitted packets, the packet length, etc.) that can be downloaded to a PC using
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the USB-UART interface for further data analysis. Experimental results have shown that the
designed firewall can achieve a data throughput of 0.982 Gb/s with a latency of 627 ns, and
the percent of packet loss due to memory resource exhaustion is negligible (3.29-107°%).
The results of the paper represent the continuation of the research line presented in [17]
and [18], where a packet sniffer was designed on an FPGA for network data throughputs
of 1 Gb/s and 10 Gb/s, respectively.

The paper is organized as follows. In Section 2, a short review of the related works
of hardware firewalls implemented on an FPGA is presented. In Section 3, the design
of the proposed hardware firewall and its main features are presented. In Section 4,
the experimental results achieved with the proposed firewall are presented along with
preliminary simulations to extend the device data throughput to 10 Gb/s. In Section 5, the
performance of the designed firewall is compared with other firewalls from the literature.
Finally, concluding remarks are presented in Section 6.

2. Related Work

Different firewalls have been implemented in hardware on FPGAs and the results
have been presented in the literature. The most common type of firewall is the one often
referred to as the stateless firewall. This device does not store the status of the network
connection, but every packet is analyzed as it is, by comparing against a set of rules the
information contained in the header of the network and transport layers.

Mohammed and Ueno, in 2018, proposed a network firewall based on an FPGA to
monitor Ethernet traffic [28]. The system was implemented on the NetFPGA-1G hardware
accelerator that integrates a Xilinx Kintex-7 325T FPGA. The verification of the firewall
rules was implemented using a content addressable memory (CAM) for high-speed data
search. The firewall was designed with both software and hardware components and
its performance was tested on a network with four different Ethernet ports. The results
showed that the firewall latency was 402 ps and the maximum data throughput was about
800 Mb/s, over two times the data throughput achieved with a Linux-Iptables software
firewall.

Lin et al., in 2017, presented the design of an Ethernet firewall based on an FPGA [29].
The proposed system was implemented on an Altera EP4CE115F29 FPGA, exploiting a
microcontroller (NXP Semiconductor MK60DN512VLQ10) to test the firewall rules based
on a whitelist approach and two external devices (Marvell Technology 88E1111) to handle
the physical layer of the Ethernet protocol. Tests were carried out with two PCs exchanging
Ethernet data through the firewall, and the results showed that a maximum data throughput
of 950 Mb/s and a latency of 61.266 pus could be achieved.

Maloji Keni and Mande, in 2018, presented the design and implementation of a
hardware firewall using FPGA [30]. The proposed firewall, implemented on a Xilinx
Spartan 6 FPGA development board, features logic to compare the packet IP addresses
with a set of addresses stored on non-volatile memory to decide if the packet must be
transmitted or discarded. The authors reported that the proposed hardware firewall is
faster than a conventional software firewall. However, the system was tested only with
packets generated on the same FPGA board and with a fixed size of 512 bits.

Ajami and Dinh, in 2011, proposed a hardware network firewall on an FPGA [31].
The proposed system was implemented on an Altera Stratix II EP2S60F672C5 FPGA and
was designed using a NIOS II soft-core 32-bit microprocessor implemented in the FPGA
programmable logic, an Ethernet module LAN91C111 (Microchip Technology) to handle
the physical and medium access control layers of the Ethernet protocol, two RAM modules
to store the firewall rules and a CAM for low packet processing latency. The system was
tested by interfacing the firewall with two PCs used to generate packets. The measured
packet processing time was 1.24 us for ARP packets and 1.76 ps for ICMP packets.

Antonov et al., in 2016, presented an FPGA-based firewall for enhancing the security
of IP networks [32]. The proposed firewall architecture features packet filtering algorithms
realized with circuits implemented in the FPGA programmable logic, two cores of an
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ARM Cortex A9 microprocessor, 1 GB of dynamic RAM (DDR3) and an SD card reader to
store the microprocessor OS and statistical data generated by the firewall. The proposed
architecture was simulated for both Xilinx and Altera FPGAs, and a maximum working
clock frequency of 300 MHz was estimated.

Ricart-Sanchez et al., in 2019, presented a fully functional FPGA firewall for the
detection of cyber-attacks in 5G networks [33]. The firewall was implemented on a P4-
NetFPGA development board and was designed using a pipeline to minimize the latency.
Tests were carried out by connecting the firewall between two PCs, and the results showed
how the firewall latency was only marginally affected by the number of firewall rules. The
system was designed for a 10 Gb/s network but a maximum data throughput of 3.67 Gb/s
was reported. The percent of packet loss was reported to be about 2.5% in the worst-case
scenario.

Salopek and Mikuc, in 2023, proposed a hybrid hardware/software firewall based on
an FPGA for the mitigation of distributed denial of service (DDoS) attacks [34]. The system
was implemented on a NetFPGA SUME development board that features a Xilinx Virtex-7
690T FPGA, four 10 Gb/s SFP+ interfaces, static and dynamic RAM and other peripherals.
The packet processing is implemented in hardware with the FPGA programmable logic and
the packet data are forwarded to a software filter after some metadata have been appended.
The results showed how the proposed architecture that distributes the workload between
hardware and software components can achieve a very good performance and is effective
in the mitigation of DDoS attacks.

A more advanced type of firewall is the one referred to as a stateful firewall, which
checks the network packets, tracking the state of connections based on knowledge of the
protocols used in the network connection.

Bianchi et al., in 2016, proposed Open Packet Processor, a programmable architecture
for platform-independent stateful in-network processing [35]. The system was imple-
mented on the development board NetFPGA SUME, with a clock of 156.25 MHz and a
64-bit data path from the Ethernet ports, corresponding to a 10 Gb/s data throughput for
each port. The authors reported a data throughput between 107 and 8-107 packets/s.

Pontarelli et al., in 2019, presented FlowBlaze, a firewall based on Extended Finite
State Machines (EFSMs) that can support a wide range of complex network functions and
can make stateful packet inspection [36]. The proposed device was implemented on the
NetFPGA SUME SmartNIC, an x8 Gen3 PCle adapter card containing a Xilinx Virtex-7 690T
FPGA and four SFP+ transceivers providing four 10 Gb/s Ethernet links. Experimental
measurements of the FlowBlaze performance showed that the device is characterized by a
latency of a few microseconds and a maximum data throughput of 14.88-10° packets/s in
the case of packet sizes of 64 bytes, but the authors state that, in principle, a maximum data
throughput of 40 Gb/s is possible.

Research activities were recently carried out on the exploitation of machine-learning
algorithms to detect potential security threats in network communication.

Tran et al., in 2017, designed a heterogeneous anomaly-based intrusion detection
system (HA-IDS) which is built on an FPGA and a Graphics Processing Unit (GPU) [37].
The system uses the FPGA (Xilinx Virtex-5 XC5VTX240T) to collect the network data and
extract the packets’ information, while the GPU (Gigabyte GeForce GTX 1080) is used to
implement a back-propagation neural network to detect anomalies in the network data.
Experimental results from studies carried out on a 2 GB dataset (consisting of regular
packets as well as DDoS attack packets) show that the system can achieve an accuracy of
80.42% with a data throughput of 200 Mb/s.

Le Jeune et al., in 2021, presented an intrusion detection system on an FPGA based on
deep learning [38]. The system was implemented on a PYNQ-Z2 development board with
a Xilinx ZYNQ XC7Z020-1CLG400C FPGA on board and achieved an accuracy of 99.41%
with a data throughput of 90 Mb/s.

Murovi¢ and Trost, in 2021, proposed a binary neural network (BNN) on an FPGA
to design an intrusion detection system [39]. Different single hidden layer BNNs were
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implemented on a Xilinx Kintex Ultrascale+ FPGA (XCKU3P) and trained with two different
datasets (NSL-KDD and UNSW-NB15). The results showed that the designed system can
achieve an accuracy between 77.77% and 98.96%, it is very efficient in resource usage (8606
to 17,990 lookup tables) and features a very low classification latency (from 16 ns to 19 ns).

A different type of firewall deals with the security of bus transactions of microprocessors-
based embedded systems from potential attackers. Since these systems perform computation-
ally intensive algorithms and manipulate confidential information such as passwords, the
minimization of detection latency is very important.

Lazaro et al., in 2022, presented a firewall based on the Advanced eXtensible Interface
(AXI) for System-on-Chip security [40]. The objective was to design a system to detect
attacks against microprocessors and the designed firewall was located on an AXI bus to
protect an AXI slave device from the attacks of a fraudulent AXI master, such as accessing
non-allowed registers or carrying out a denial of service (DoS) attack. The proposed AXI
firewall was implemented on a Xilinx Zync7 FPGA device. Experimental results showed
that the system can efficiently work at a maximum frequency of 166 MHz and, due to the
implementation of the AXI to AXI path with combinatorial logic, it can achieve a latency of
zero clock cycles.

Restuccia and Kastner, in 2022, proposed a novel switching method for multicompo-
nent communication architectures on FPGA systems on chips to enable safe and secure bus
access and minimize the impact on performance and resource usage [41]. The proposed
technique was implemented on the Zynq Ultrascale+ (ZCU102) and Zynq Z-7020 (PYNQ)
platforms and the results showed the feasibility of detecting a wide range of software
attacks with significant benefits in terms of low resource usage and processing latency
minimization.

3. The Proposed Firewall on an FPGA

The schematic of a firewall working principle is presented in Figure 1. Here the firewall
is protecting a Local Area Network (LAN), which interconnects several PCs in a limited
area from potentially dangerous data packets. The firewall features two different ports:
Port A, connected to a router that manages the network traffic between the PCs in the
LAN and the internet, and Port B, which transmits/receives the network traffic to/from
the internet. Both ports are full duplex; that is, each port can transmit and receive data.
When a network packet is received at Port A, the firewall analyzes the packet against a set
of rules and, if no potential security threats are detected, it forwards the packet to Port B
for transmission, or blocks it otherwise. Each firewall port features its set of rules that can
be defined according to a whitelist approach, where only the packets that follow the rules
are allowed to pass, or a blacklist approach, where only the packets that follow the rules
are blocked.

AL D

! = ‘ =

Router Firewall World Wide Web

LAN

Figure 1. Schematic of the working principle of a firewall.
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The proposed firewall is designed using the Verilog HDL [42] and is implemented on
a Xilinx KC705 development board [43] that integrates the Kintex-7 XC7K325T-2FFG900C
FPGA. The KC705 development board has been selected since it features interfaces for
Ethernet communication at both 1 Gb/s and 10 Gb/s, and the on-board FPGA device has
a good amount of hardware resources (326,080 logic cells, 840 DSP slices, about 2 MB of
SRAM, 16 GTX transceivers and 500 pins) to implement our project. The designed firewall
works at a maximum data throughput of 1 Gb/s, but preliminary simulations have shown
that its performance can be extended to a higher data throughput of 10 Gb/s. Both ports
of the firewall can be configured with a set of 256 rules, defined according to a whitelist
or blacklist approach. The set of rules for each port can be defined using ad-hoc software
developed in LabVIEW (National Instruments) [44] and uploaded to the FPGA memory
using the USB-UART interface. The developed software generates a text file with a set of
firewall rules: each rule is 176 characters on one line of the text file and sets a range for
the IP source address, the IP destination address, the source and destination ports and the
transport layer (i.e., Level 4) protocol. During the firewall initialization, the text file is read
and its content is transferred to the FPGA memory using the USB-UART interface. The
firewall can analyze packets that belong to the network layer (i.e., Level 3) protocols ARP
and IP, and, in the case of the IP protocol, can analyze packets that belong to the transport
layer (i.e., Level 4) protocols UDP, TCP and ICMP. It also calculates a set of statistics of
the network traffic at both ports. These statistics include the number of packets that are
transmitted to the output port, the number of packets that are blocked due to checksum
errors, the number of packets that are blocked due to firewall rules violation, the number
of packets dropped when the memory is full, the protocol of the received packets and the
amount of used memory. Such statistics can be downloaded to a PC using the USB-UART
interface for further data analysis.

The schematic of the proposed hardware firewall is presented in Figure 2, where
the different hardware blocks implemented in the FPGA programmable logic and their
interconnections are shown. Only the logic for the analysis of packets received at Port A
is shown, for simplicity. In the real system, such logic is also duplicated for the packets
received at Port B. The synchronization of the digital circuits is carried out using the
200 MHz LVDS crystal oscillator present on the KC705 development board. The 200 MHz
clock is used to generate two different clock signals using the Xilinx IP ‘Clock Wizard':
a 125 MHz clock used for the circuits devoted to the packets transmission/reception and
analysis (CLK_125MHz), and a 10 MHz clock used for the communication with a PC
through the USB-UART interface (CLK_10MHz).

The USB-UART communication is managed by the “UART controller’ module that
communicates with the PC using the “UART RX’ and "UART TX" modules (baud rate
115,200, 8-bit data, 1 stop bit, no parity bit). The communication of the “‘UART controller’
module with the circuits implemented in the FPGA programmable logic is realized with a
custom interface with an 8-bit data bus: UART_RX_DATA[7:0] that is valid when the signal
UART_RX_DV is set for the received data, and UART_TX_DATA[7:0] that is valid when the
signal UART_TX_DV is set for the transmitted data. The signal UART_TX_DONE informs
the ‘UART controller’ module when a data byte has been transmitted.
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Figure 2. Schematic of the designed hardware firewall on an FPGA.

Each firewall port features the following:

An‘AXI1G/2.5G Ethernet Subsystem’ IP module by Xilinx [45]. This module manages
the media access control (MAC) layer and the physical (PHY) layer of the Ethernet
protocol. It is interfaced on the KC705 board with an SFP/SFP+ connector that
transmits/receives the Ethernet data using fiber optic cables (differential signals RX_P,
RX_N for the received data and differential signals TX_P, TX_N for the transmitted
data). On the FPGA side, the packet data are transferred with an 8-bit data bus
using the AXI communication protocol. In the case of the receiving port, for example,
RX_DATA([7:0] stores the 8-bit data that are valid when the signal RX_DV is set, while
RX_LAST is set during the transfer of the last byte of the packet. RX_ERR is a signal
to indicate the presence of errors during the reception of the packet.

An ‘RX control’ module, designed using the Verilog HDL. This module is responsible
for receiving the packet data from the “AXI 1G/2.5G Ethernet Subsystem’ module,
storing the data in memory, and providing the packet data to the ‘Packet analysis’
module.

A “‘Data memory’ module that instantiates a dual-port SRAM using the block memory
inside the FPGA, i.e., with the Xilinx IP module ‘Block memory generator” [46]. This
memory has a size of 16 kB and features 16,384 words of 1 byte each. It is used to store
the received packet data before a decision is made on the compliance of the packet
with the firewall rules. Each port of the memory features an address bus (14-bit), a
data bus (8-bit), and a write enable (WE) signal that is set during a write operation.
A “Control memory’ module that instantiates a dual-port SRAM using the block mem-
ory inside the FPGA, i.e., with the Xilinx IP module ‘Block memory generator” [46].
This memory has a size of 5 kB and features 1024 words of 40 bits each. Each port of
the memory features an address bus (10-bit), a data bus (40-bit), and a write enable
(WE) signal that is set during a write operation. Each word of the Control memory
is composed of three fields and is associated with a specific packet whose data are
stored in the Data memory. The most significant bits store the STATUS BYTE (8-bit),
which defines the status of the packet: h0 for quarantined packets before a decision
on the compliance with the firewall rules is made; h37 for packets that comply with
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the firewall rules and can be transmitted; h2C for packets that do not comply with
the firewall rules and must be blocked; h21 for packets with a checksum error that
must be blocked. The other two fields are the PACKET START ADDRESS (16-bit),
which stores the Data memory address of the first byte of the packet, and the PACKET
LENGTH (16-bit), which stores the size of the packet in bytes.

5. A’Packet analysis’ module, designed using the Verilog HDL. This module receives
the packet data (FW_DATA[7:0]) from the ‘RX control’ module: the data are valid
when the signal FW_EN is set, while BYTE_NUMBER[15:0] indicates the position of
the current data inside the packet. The signal FW_OUT is set one clock cycle after
the reception of the last data byte. The ‘Packet analysis’ module is implemented as a
combinational circuit (zero clock cycles latency) and calculates a set of parameters,
such as the MAC source and destination addresses, the IP source and destination
addresses and the source and destination ports. The packet parameters are then used
by the ‘Check firewall rules’ module to decide on the compliance of the packet with
the firewall rules.

6. A ‘Check firewall rules’ module, designed using the Verilog HDL. This module
checks if the packet parameters comply with the firewall rules stored in the ‘Fire-
wall rules memory” and sends its decision to the ‘RX control’ module with the 2-bit
data FW_RESULT[1:0] (that indicate if the packet can be considered safe or not)
and the 3-bit data FW_PCK_TYPE[2:0] (that indicate the protocol of the processed
packet). Both FW_RESULT[1:0] and FW_PCK_TYPE[2:0] are valid when the signal
FW_COMPLETED is set.

7. A ‘Firewall rules memory’ module that instantiates a dual-port SRAM using the block
memory inside the FPGA, i.e., with the Xilinx IP module ‘Block memory genera-
tor’ [46]. This memory has a size of 7 kB and features 256 words of 224 bits each. Each
224-bit word stores a single firewall rule. Each port of the memory features an address
bus (8-bit), a data bus (224-bit) and a write enable (WE) signal that is set during a
write operation. The firewall rules are written in the memory during the initialization
by the “UART controller’ module and are read by the ‘Check firewall rules’ module
during the packet processing step.

8. A ‘TX control’ module, designed using the Verilog HDL. This module is interfaced
with the Data memory and Control memory and checks the status of the packet before
a decision is made if the packet must be transmitted to the output port or must be
blocked. The packets that are allowed to pass the firewall are sent to the "AXI 1G/2.5G
Ethernet Subsystem’” module using the same 8-bit AXI communication protocol of the
‘RX control’ module.

The operations of the packet processing in the firewall are presented in the flow-chart
of Figure 3, while the waveforms of the signals obtained with a simulation in the Vivado
design suite are presented in Figure 4. The packet processing steps in Figure 3 are not
carried out sequentially, but the operations are pipelined to minimize the firewall latency
(i.e., the delay between the packet reception at the input port and the packet transmission
at the output port) and maximize the data throughput.

The packet reception is carried out as long as the Data memory occupation (MEMgeq
in Figure 3) is lower than 12 kB, i.e., after the processing of one packet is completed the
value of MEM,¢q is checked (step R7 in Figure 3). When Data memory occupation exceeds
12 kB, the firewall stops receiving packets until the Data memory occupation falls below
5 kB (step R8 in Figure 3). The operations of packet reception and subsequent analysis, as
presented in Figure 3, can be summarized as follows:

1. When the Xilinx IP module ‘AXI 1G/2.5G Ethernet Subsystem” receives an Ethernet
frame from the fiber optic cable connected to the SFP/SFP+ connector, it handles
the physical layer of the Ethernet frame, checks the correctness of the frame check
sequence (FCS) field and transmits the packet (of length n bytes) to the FPGA logic
using AXI bus protocol. The latency associated with this operation (Step R1 in Figure 3)
can be estimated from the module datasheet as Tsgp 1o ax; = 200 ns [45].
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When the module ‘RX control’ receives the packet, it stores the packet data in the Data
memory from address i to address i + n — 1 (Step R2 in Figure 3) and updates the
content of Control memory, by setting the control word at address j with STATUS
BYTE = 0 h, PACKET START ADDRESS =i and PACKET LENGTH = n (Step R3 in
Figure 3). The value of Data memory occupation is then increased (Step R4 in Figure 3)
and the address of the Data memory and Control memory is updated (Step R5 in
Figure 3). Concurrently, it sends the packet data to the ‘Packet analysis’ module. When
all data for packet analysis are available, the signal FW_OUT is asserted. The latency
associated with these operations (i.e., the delay between the reception of the last byte
of the packet and the assertion of FW_OUT) is 1 clock cycle, thus Trx to rw_ouT = 8 ns.
The module ‘Packet analysis’ calculates the packet fields (Step Al in Figure 3) and
operates concurrently with the ‘RX control’ module. The module ‘Packet analysis’
is implemented with a combinational circuit. Thus, when the signal FW_OUT is
asserted, all the packet fields are valid and no latency is associated with this operation.
When the packet fields are valid, the ‘Check firewall rules” module checks the compli-
ance of the packet fields with the firewall rules (Step C1 in Figure 3) and generates the
response in the 2-bit register FW_RESULT[1:0] (O for a packet with checksum error,
1 for a packet that violates the firewall rules, 3 for a packet that can be transmitted)
and the 3-bit register FW_PCK_TYPE[2:0] that defines the protocol of the packet (0 for
ARP, 1 for TCP, 2 for UDP, 3 for ICMP, 4 for IPv6 and 5 for others). Then, the signal
FW_COMPLETED is asserted to inform the ‘RX control’ module that the results of the
packet analysis are available. The latency associated with this operation is 18 clock
cycles, thus Trw_ourt to Fw_compLETED = 144 ns.

When the signal FW_COMPLETED is asserted, the ‘RX control’ module updates the
value of the STATUS BYTE for the Control Word present at address j of the Control
memory, according to the value of the register FW_RESULT[1:0] (Step R6 in Figure 3).
The latency associated with this operation is of 1 clock cycle, thus Tcw yppare = 8 ns.
At this time, the “TX control’ module can decide if the packet can be transmitted or
must be blocked.

The operations of the transmission of the packets that comply with the firewall rules,

as presented in Figure 3, can be summarized as follows:

1.

The “TX control” module continuously reads the Control Word stored at address k of
the Control memory (Step T1 in Figure 3) and checks if the value of the STATUS BYTE
is different from 0 (Step T2 in Figure 3). If the value of the STATUS BYTE is 37h (i.e.,
the packet complies with the firewall rules), the packet is sent to the ‘AXI 1G/2.5G
Ethernet Subsystem’ module to be transmitted, or it is discarded, otherwise (Step T3
and T4 in Figure 3). Then, the signal TX_COMPLETED is set to inform the ‘RX control’
module that the packet was transmitted /discarded. The ‘RX control” module can
update the content of Control memory (Step R9 in Figure 3) and decrease the value of
Data memory occupation (Step R10 in Figure 3). Finally, the value of k is incremented
by the “TX control’ module (Step T5 in Figure 3). The latency associated with these
operations is of 7 clock cycles, thus TTx pecision = 56 ns.

The Xilinx IP module “AXI 1G/2.5G Ethernet Subsystem’ transmits the Ethernet
frame using the fiber optic cable connected to the SFP/SFP+ connector. The la-
tency associated with this operation can be estimated from the module datasheet as
T axrto sep = 211 ns [45].

The latency of the firewall, i.e., the delay introduced between the time an Ethernet

frame is received at the input port and the time the same Ethernet frame is transmitted at
the output port, can be estimated as follows:

TrirewaLL = Tsrp to ax1 + Trx to Fw_out + Tew_out to Fw_compLETED + Tew_uppate + Trx_pecision + Taxi to SEP (1)

where Tsrp o axr = 200 ns (as reported in the “AXI 1G/2.5G Ethernet Subsystem’ product
guide [45]), Trx to rw_out = 8 ns (since the delay between the last byte of a packet and the
assertion of the signal FW_OUT is of 1 clock cycle), Trw ourt to Fw_coMPLETED = 144 ns (since
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the delay introduced by the operation to check the compliance of a packet with the firewall
rules is of 18 clock cycles), Tew uppate = 8 nis (since the delay introduced by the update of
the Control memory by the ‘RX control’ module is of 1 clock cycle), TTx pecision = 56 ns
(since the delay introduced by the “TX control’ module to check the packet STATUS
BYTE and to send the packet to in the “AXI 1G/2.5G Ethernet Subsystem” module is of
7 clock cycles) and T axy o spp = 211 ns (as reported in the “AXI 1G/2.5G Ethernet Subsystem’
product guide [45]). Thus, TrirewarLL = 627 ns.

Read Control
Word on Control
memory at
address k (packet
of size m bytes)

Packet of size n
bytes is received

Packet data
stored on Data
memory starting
at address i

MEMysep <
5kB ?

Control Word
updated on

)
4 No Control BRAM

memory at
address |

Packet of size m
bytes stored on

MEMysep

MEMuysep + h

Data memory
starting at
address in the

Code Word is sent
to the 'AXI
1GI2.5G Ethernet
Subsystem’ to be
transmitted

Control Word
updated on
Control memory
at address k

Calculate packet
fields

e MEMyseo

MEMysgp - m

Control Word
updated on

Control memory
at address j

Figure 3. Flow chart of the steps for the packet processing in the firewall. The steps carried out by the
‘RX control’ module are presented in blue. The steps carried out by the ‘Packet analysis’ module are
presented in red. The steps carried out by the ‘Check firewall rules’ module are presented in yellow.
The steps carried out by the “TX control’ module are presented in green.
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Figure 4. Waveforms of the signals during the processing steps of an Ethernet packet.

The waveforms of the signals obtained with a simulation of the designed firewall
hardware are shown in Figure 4. In particular, in the considered time period, two Ethernet
frames are received at Port A, which include a TCP packet and a UDP packet. The packet
data (PORT_A_RX_DATA[7:0]) are received when the enable signal (PORT_A_RX_DV) is
set, and the last byte of the packet is transferred in the clock cycle when PORT_A_RX_LAST
is set. The two packets are stored in the Data memory at the addresses (DADDR_IN[13:0])
between 0 and 59 for the first packet, and at the addresses between 60 and 119 for the second
packet. The control word for the first packet is stored in the Control memory at the address
(CADDR_IN[9:0]) 0, while the second packet control word is stored at Control memory
Address 1. The received packets are analyzed and their most important identification fields
are determined: the MAC destination address (MAC_DEST[47:0]), the MAC source address
(MAC_SOURCE[47:0]), the network layer protocol (LEV3_PROTOCOL][15:0]), the IP source
address (IP_SOURCEJ31:0]), the IP destination address (IP_DEST[31:0]), the transport
layer protocol (LEV4_PROTOCOL[7:0]), the source port (SOURCE_PORT[15:0]) and the
destination port (DEST_PORT[15:0]). In particular, the first received packet can be identified
as a TCP packet since it is characterized by a network layer protocol of 0800h and a transport
layer protocol of 6, while the second received packet can be identified as a UDP packet
since it is characterized by a network layer protocol of 0800h and a transport layer protocol
of 17. Both received packets are checked against the firewall rules that are loaded in the
‘Firewall rules memory’ during the device initialization. The results of the rules verification
steps are valid when the signal FW_COMPLETED is set. In particular, for both packets,
FW_RESULT[1:0] = 3, and this means that the packets comply with the firewall rules and
can be transmitted to Port B. For both packets, it is also TX_PCK_LENGTH][15:0] = 60 and
this indicates that the packet size is 60 bytes. Figure 4 also shows the waveforms of the
signals during the transmission of the first packet at Port B. In particular, the first packet
is read from the Data memory (addresses DADDR_OUT[13:0] between 0 and 59) and
transferred to the “AXI 1G/2.5G Ethernet Subsystem’ module of Port B using the 8-bit AXI
protocol (PORT_B_TX_DATA[7:0] transferred when PORT_B_TX_DV = 1 with the signal
PORT_B_TX_LAST set during the last data transfer). The signal PORT_B_TX_READY is
set when the “AXI 1G/2.5G Ethernet Subsystem’ module is ready to receive data.
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4. Experimental Results

The performance of the proposed firewall was tested by experimental measurements.
In Section 4.1, the firewall performance is presented with two packet generators, used to
generate controlled network traffic, connected to the two ports of the firewall. In Section 4.2,
the firewall performance is presented under real operative conditions when the firewall
controls the network traffic between a PC and the Internet. In Section 4.3, preliminary
simulations are presented to show the feasibility of upgrading the proposed design to work
at a higher data throughput (10 Gb/s).

4.1. Firewall Performance under Controlled Network Traffic

In the first instance, Ethernet data were provided to the firewall using a packet gener-
ator, designed on another KC705 FPGA device, which can generate packets of type ARP,
TCP, UDP and ICMP of different sizes and with different data throughputs. A detailed
description of the packet generator was presented in [17].

The measurement setup is presented in Figure 5. Two packet generators are connected
to the two firewall ports implemented with a Quad SFP28 FPGA Mezzanine Card (FMC)
Ethernet module [47]. A PC is used to communicate with the two packet generators and the
firewall using the USB-UART interface. Initially, the two packet generators are configured
to generate packets of a selected protocol, size and data throughput. Then, the firewall
statistics (including the number of received /transmitted packets, the level of occupation of
data memory, etc.) are acquired at time intervals of 1 s.

Ethernetport A Ethernetport B

ﬁ W,

Packet generator A

!_‘

PC for devices control
and data acquisition

Figure 5. Experimental setup for the measurement of the firewall performance under conditions
where the network data are generated by an ad-hoc designed packet generator.

The firewall performance was evaluated in the case of UDP packets. First of all,
the packets were continuously generated (i.e., no delay between packets) to evaluate the
maximum data throughput for different sizes of the generated packets. Tests were carried
out for five different sizes of UDP packet: 100 bytes, 250 bytes, 500 bytes, 750 bytes and
1000 bytes. The results are reported in Figure 6. As can be seen, the data throughput
increases for packets of larger size. In the case of packets of 100 bytes in size, the data
throughput is 0.811 Gb/s, which is about 80% of the maximum data throughput of 1 Gb/s.
In the case of packets of 250, 500, 750 and 1000 bytes in size, the data throughput was
measured as 0.917 Gb/s, 0.959 Gb/s, 0.974 Gb/s and 0.982 Gb/s, respectively. The increase
in data throughput for packets of larger size can be easily explained by the fact that an
Ethernet frame contains a packet that is preceded by a preamble and start frame delimiter
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(8 bytes) and ends with a frame check sequence (4 bytes) used to detect data corruption.
Thus, in the case of packets of larger size, this overhead has less impact on the data
throughput.

| D100bytes m250 bytes 1500 bytes 750 bytes W 1000 bytes |

o
©
a

0.9

0.85

Data throughput (Gb/s)

o
o)

0.75

Figure 6. Data throughput of the proposed firewall for UDP packets of different sizes.

As discussed in Section 3, when an Ethernet frame is received at one port of the
firewall, its content is stored in the 16 kB data memory before a decision is made if the
Ethernet frame must be transmitted or discarded. Thus, the size of the used data memory
(i.e., used memory hereafter) was measured at time intervals of 1 s for UDP packets of
different sizes and different values of the inter-frame delay. The firewall was designed to
receive data as long as the used memory is lower than 12 kB, while, when this threshold
is exceeded, the firewall discards the received packets until the used memory decreases
below 5 kB. The results showed how, if the inter-frame delay is lower than 13 clock cycles,
the used memory increases with time and eventually reaches the critical threshold of 12 kB,
while for inter-frame delays of 13 clock cycles or higher, the firewall works continuously
without reaching the critical threshold. The measured used memory is plotted vs. time in
Figure 7 in the case of UDP packets of a size of 100 bytes and no inter-frame delay.
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Figure 7. Used data memory vs. time in the case of UDP packets of size 100 bytes and no inter-frame
delay.

As can be seen in Figure 7, the used memory increases with a constant rate A until the
critical threshold of 12 kB is reached, then the firewall stops receiving packets until the used
memory decreases below 5 kB. The used memory increase rate (A) was measured for UDP
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packets of different sizes and different values of the inter-frame delay. The experimental
results showed no significant correlation between A and the inter-frame delay. This can be
explained since the “AXI 1G/2.5G Ethernet Subsystem’ IP module introduces a delay of
12 clock cycles to process the Ethernet frame. The measured value of A as a function of the
packet size is reported in Figure 8 for both the average value and the standard deviation.

| D100bytes  m250 bytes 1500 bytes 1750 bytes M 1000 bytes |
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Figure 8. Measured value of the parameter A in the case of UDP packets of different sizes and no
inter-frame delay.

The measured A resulted in comparable values for the different sizes of packet, with
the case of a packet size of 750 bytes producing a slightly higher value. The average
value of A for the different packet sizes was calculated as 33.2 bytes/s. Thus, the used
memory increases from 5 kB to 12 kB in an average time of 215.8 s. When the used memory
threshold of 12 kB is reached, the firewall stops receiving packets, while the packets in the
data memory are transferred until the used memory decreases below 5 kB. At this time, the
firewall returns to being functional. Considering the worst-case scenario when all packets
in the data memory are transmitted and the firewall data throughput is 0.811 Gb/s (in the
case of 100-byte size), the time needed for the used memory to decrease under 5 kB can be
estimated as 70.71 ps. This means that the firewall is not operative for a negligible part of
the time (3.29-107°%).

4.2. Firewall Performance under Real Operative Conditions

After the firewall performance was evaluated in controlled conditions, where Ethernet
frames of selected protocol, size and data throughput were generated, the system was
tested in real operative conditions. The experimental setup in this case is presented in
Figure 9, where the proposed firewall is placed between a PC used to generate real network
traffic (Port A) and the Internet (Port B). Another PC was used to acquire the firewall
statistics at regular time intervals of 1 s using the USB-UART interface.

Under the new operative conditions, the proposed firewall was tested in the following
cases:

1.  Download/upload of a file (the results are reported in Section 4.2.1).
2. Access to websites with different restrictions on the firewall rules (the results are

reported in Section 4.2.2).
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Figure 9. Experimental setup for the measurement of the firewall performance under operative
conditions of real network traffic.

In all the reported cases, the network traffic was also monitored with the software
Wireshark (version 4.0.3) running on the PC connected to Port A as a reference to verify the
correctness of the data provided by the firewall statistics.

4.2.1. Download/Upload of a File

During this first test, the Arduino IDE (file size 197 MB) was downloaded from the
official website using the Linux command ‘wget’. The file was downloaded four times
in sequence by setting different limits for the download bandwidth (2.5 MB/s, 5 MB/s,
10 MB/s, 25 MB/s). The results are reported in Figure 10.
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Figure 10. Data throughput measured by the proposed firewall during a file download with the
Linux command ‘wget” and four different limits for the download bandwidth.

As can be seen, the data throughput from Port A to Port B (i.e., from the PC to the
website hosting the file) has values of 1.77 kB/s, 2.23 kB/s, 13.07 kB/s and 58.54 kB/s
during the four download operations with a bandwidth limit of 2.5 MB/s, 5 MB/s,
10 MB/s and 25 MB/s, respectively. This can be explained by the fact that, during a
download operation, data transferred from the PC to the website hosting the file represent
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only control packets that are sent to the website to negotiate the file download. The down-
load data are then sent from the website to the PC (from Port B to Port A). In this case, the
measured data throughput is 2.76 MB/s, 5.57 MB/s, 10.91 MB/s and 27.9 MB/s during
the four download operations with a bandwidth limit of 2.5 MB/s, 5 MB/s, 10 MB/s and
25 MB/s, respectively. The total downloaded data in each of the four download operations
are equal to the file size (197 MB).

A second test was carried out using FileZilla, an open-source multi-platform software
that can be used to transfer files using the FTP protocol [48]. In this case, the same file of
197 MB in size was first uploaded to a FileZilla server and then downloaded to the PC.
The measured data throughput at the two ports of the firewall are plotted vs. time and
presented in Figure 11. During the upload phase, lasting 36 s, the average data throughput
from the PC to the Filezilla server (i.e., from Port A to Port B) is 5.34 MB/s while the average
data throughput from the FileZilla server to the PC (i.e., from Port B to Port A) is 80.88 kB/s.
During the download phase, lasting 166 s, the average data throughput from the PC to the
Filezilla server (i.e., from Port A to Port B) is 13.75 kB/s while the average data throughput
from the FileZilla server to the PC (i.e., from Port B to Port A) is 1.19 MB/s.

8 —
’ — PortA -> PortB — PorB -> PortA

~

o2}

[&)]
—

w

N

Data throughput (MB/s)
S

|
|

o

0 50 100 150 200 250 300
Time (seconds)

Figure 11. Data throughput measured by the proposed firewall during a file upload /download using
the open-source software FileZilla (version 3.66.1).

4.2.2. Access to Websites with Different Restrictions on the Firewall Rules

During this test, the PC tried to access three different websites, characterized by
three different IP addresses: 146.75.61.50 for website #1, 13.226.175.71 for website #2 and
88.221.111.115 for website #3. The firewall was programmed with a blacklist approach to
block data traffic to the IP address 13.226.175.71 of website #2. Access to website #1 was
carried out from 0 to 65 s, access to website #2 was carried out from 75 to 125 s and access
to website #3 was carried out from 130 to 185 s. The measured data throughput of TCP and
UDP packets are presented in Figure 12 for the network traffic from Port A to Port B (i.e.,
from the PC to the Internet) and in Figure 13 for the network traffic from Port B to Port A
(i.e., from the Internet to the PC).

In the case of websites #1 and #3, which have no restrictions based on the firewall
rules, control data are sent from the PC to the website and the website content is transferred
back to the PC. These websites were correctly visualized. In the case of website #2, which is
present on the firewall blacklist and, thus, must be blocked, some control data are sent to
the Port A of the firewall, but these data are blocked and no response from the website is
detected. The website #2 was not visualized on the PC.
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Figure 12. Data throughput of TCP and UDP packets from Port A to Port B during the access to
different websites.
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Figure 13. Data throughput of TCP and UDP packets from Port B to Port A during the access to
different websites.

4.3. Upgraded Design for Data Throughput of 10 Gb/s

Simulations were carried out to evaluate the feasibility of upgrading the proposed
firewall design to work at the higher data throughput of 10 Gb/s. In the case of this higher
data throughput, the hardware designed in the FPGA programmable logic was interfaced
with the Ethernet SFP/SFP+ connector using the Xilinx IP module ‘AXI 10G/25G Ethernet
Subsystem’ that replaced the “AXI 1G/2.5G Ethernet Subsystem’ module used in the 1 Gb/s
firewall. Two different clock signals were generated from the 200 MHz KC705 oscillator
using the Xilinx IP ‘Clock Wizard”: a 156.25 MHz clock used for the circuits devoted to the
packets’ transmission/reception and analysis (CLK_156.25MHz), and a 10 MHz clock used
for the communication with a PC through the USB-UART interface (CLK_10MHz).

The signal waveforms during a simulation are reported in Figure 14, where four
different packets (of 60 bytes in size) were received at Port A and processed: a UDP packet,
a TCP packet and two ARP packets. The ‘AXI 10G/25G Ethernet Subsystem” module
transfers the received packet to the designed hardware in the FPGA programmable logic
using a 64-bit AXI communication protocol. The 64-bit data bus PORT_A_RX_DATA[63:0] is
valid when the signal PORT_A_RX_DV is set. During the transfer of the last 64-bit word of
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data, the signal PORT_A_RX_LAST is set and the 8-bit control bus PORT_A_RX_KEEP[7:0]
defines how many bytes of the 64-bit data bus PORT_A_RX_DATA[63:0] are valid.
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Figure 14. Waveforms of the signals during the packets processing steps in the case of the firewall for
the higher data throughput of 10 Gb/s.

The ‘Packet analysis’ module is implemented using a combinational circuit working on
a 64-bit word (FW_DATA[63:0]) for each clock cycle and calculates the same packet identifi-
cation fields of the 1 Gb/s firewall with a latency of zero clock cycles: the MAC destination
address (MAC_DEST[47:0]), the MAC source address (MAC_SOURCE[47:0]), the network
layer protocol (LEV3_PROTOCOL[15:0]), the IP source address (IP_SOURCE[31:0]), the IP
destination address (IP_DEST[31:0]), the transport layer protocol (LEV4_PROTOCOL[7:0]),
the source port (SOURCE_PORT([15:0]) and the destination port (DEST_PORT[15:0]).

When the signal FW_OUT is set, the ‘Check firewall rules’ module exploits the packet
identification fields calculated by the ‘Packet analysis’ module to check if the received
packet complies with the firewall rules. In the case of the 10 Gb/s data throughput,
however, a severe constraint is present on the maximum number of clock cycles that can be
used to check the compliance of the packet with the firewall rules. Considering a packet size
of 64 bytes as a case study, the number of clock cycles available between two consecutive
packets is 64 in the case of the 1 Gb/s firewall and 8 in the case of the 10 Gb/s firewall. Thus,
the maximum number of rules for each firewall port was decreased from 256 (in the case of
the 1 Gb/s firewall) to 32 (in the case of the 10 Gb/s firewall). The packets were checked
against the firewall rules, and the results in Figure 14 show how, among the four received
packets, the UDP packet, the TCP packet and the second ARP packet complied with the
firewall rules (FW_RESULT([1:0] = 3) and were transferred to the ‘AXI 10G/25G Ethernet
Subsystem’” module of Port B to be transmitted, while the first ARP packet presented an
error (FW_RESULT[1:0] = 0) and was discarded.

Overall, these preliminary simulations show promising results on the feasibility of
upgrading the designed firewall hardware on an FPGA to work at a data throughput of
10 Gb/s. Future activities on this research project will implement the upgraded design
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on the KC705 development board, and experimental measurements will be carried out to
evaluate the system performance.

5. Comparison with the State of the Art

In this section, the features and the performance of the designed firewall hardware on
an FPGA are compared with similar systems from the literature. In particular, a comparison
is made among the firewalls presented in Section 2 that belong to the same category of
stateless firewalls that analyze the packets using a set of rules without storing the status
of the network connection. The main features of the considered firewalls are presented
in Table 1.

Table 1. Comparison of the performance for the designed firewall with other firewalls from the

literature.

FPGA Device Supported Protocols Data Throughput Latency Reference
Xilinx Kintex-7 325T ARP, TCP, UDP, ICMP 0.8Gb/s 402 us [28]
Altera EP4CE115F29 ARP, TCP, UDP, ICMP 0.95Gb/s 61.266 us [29]

Xilinx Spartan 6 TCP, UDP (512 bit) NA NA [30]
Altera Stratix II
EP2S60F672C5 ARP, TCP, UDP, ICMP NA 1.76 us [31]
Xilinx and Altera devices NA NA NA [32]
Xilinx Virtex-7 690T TCP, UDP, TXLAN, GTP 3.67Gb/s NA [33]
Xilinx Virtex-7 690T ARP, TCP, UDP, ICMP NA NA [34]
Xilinx Kintex-7 325T ARP, TCP, UDP, ICMP 0.982 Gb/s 627 ns This work

The proposed design was implemented on a KC705 development board that mounts
the Kintex-7 XC7K325T-2FFG900C FPGA. It can classify packets belonging to the protocols
ARP, TCP, UDP and ICMP. For each port of the firewall, up to 256 rules can be defined to
discriminate between safe and potentially dangerous packets according to a whitelist or
blacklist approach. Before a decision is made on the compliance of the packets with the
firewall rules, the packet data are stored in a 16 kB memory on the FPGA, and this allows
the firewall to be operative almost 100% of the time. A set of statistics, such as the number
of received packets, the number of allowed packets, the number of dropped packets and
the memory occupation, are calculated in real time and can be downloaded to a PC using
the USB-UART interface to detect potential anomalies in the network traffic. Experimental
measurements have shown that the designed firewall features a very low latency (627 ns)
and a data throughput of 0.982 Gb/s. Preliminary simulations have shown promising
results that the design can be upgraded to work at a maximum data throughput of 10 Gb/s
with minor modifications.

Regarding the supported network protocols, the proposed firewall can classify packets
that belong to the protocols ARP, TCP, UDP and ICMP, just like most of the compared
systems [28,29,31,34]. The system presented in Ref. [30] can only analyze packets belonging
to the protocols TCP and UDP, and the experiments were only carried out on packets of a
fixed size (512-bit). The performance of the system presented in Ref. [32] is not reported
since this firewall was evaluated only by simulations and was not implemented on an FPGA
device. The firewall presented in Ref. [33] was designed for the detection of cyber-attacks
in 5G networks and thus also implements additional protocols for this type of network
(TXLAN and GTP).

Regarding the data throughput, the firewall presented in Ref. [33] achieves the best
performance (3.67 Gb/s), while all the other systems presented in Table 1 feature a data
throughput lower than the proposed firewall (0.982 Gb/s). However, based on the promis-
ing simulations presented in Section 4.3, we are confident that our system can be improved
with a higher data throughput. Moreover, the firewall of Ref. [33] is characterized by a
packet loss rate of about 2.5%, while our system is not operative for a negligible part of the
time (3.29-107°%).
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Regarding the packet latency, the proposed firewall features the lowest value (627 ns)
among the systems presented in Table 1.

Overall, the presented firewall hardware on an FPGA features a very good perfor-
mance that makes it suitable as a configurable intrusion prevention system to guarantee
the security of exchanged data among universities and research centers. Nevertheless,
there is room for improvement, and the next steps in this research line will be aimed at
improving the system’s performance. In particular, the simulated system for the higher
data throughput of 10 Gb/s will be implemented on an FPGA and its performance will be
evaluated in a real network scenario. Moreover, the network data analysis will be improved
by introducing stateful packet inspection by storing the status of the network connection
and/or by the use of machine-learning algorithms.

6. Conclusions

A hardware firewall implemented on an FPGA for the security of network data
transmission using the Ethernet protocol was presented in this work. The firewall was
experimentally validated in the case of a data throughput of 1 Gb/s, and preliminary simu-
lations have shown that the proposed design can be upgraded with minor modifications to
work at a data throughput of 10 Gb/s. The device can process network packets of the types
ARP, UDP, TCP and ICMP with a latency of 627 ns and a data throughput in the range
from 0.811 Gb/s to 0.982 Gb/s for a packet size in the range from 100 bytes to 1000 bytes. It
is user configurable using a whitelist or blacklist approach, with up to 256 rules for each
port that are used to discriminate between safe and potentially dangerous data packets. A
set of statistics, such as the number of received /transmitted packets and the amount of
received/transmitted data, is calculated and can be used to detect possible anomalies in
the network traffic. Overall, the proposed firewall based on an FPGA is a cost-effective
solution that is highly competitive with hardware firewalls based on ASICs and can be
used to mitigate security threats of malicious data within the network, yielding users full
observability of the device behavior. Future steps of this research project will be the im-
plementation of the upgraded 10 Gb/s firewall design on an FPGA to test its performance
under real operative conditions and /or the implementation of a stateful packet inspection.
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