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Abstract

The universal typical-signal estimators of entropy and cross entropy based on the asymptotics

of recurrence and waiting times play an important role in information theory. Building on their

construction, we introduce and study universal typical-signal estimators of entropy production in

the context of nonequilibrium statistical mechanics of one-sided shifts over finite alphabets.

MSC2020: Primary 82C05, 37B10; Secondary 37B20, 37M25, 92D20.

1 Introduction

The performance studies of the celebrated Lempel–Ziv coding algorithm [LZ77, LZ78] have led to some

deep insights into the specific entropy and relative entropy of stationary measures on shift spaces.

Notable among those is the characterization of the specific entropy of a stochastic source in terms of

the exponential asymptotics of recurrence times of a typical signal, and the related characterization of

the specific cross entropy in terms of waiting times [WZ89, OW93]. Entropic estimators of this type

have found diverse practical applications in information theory and related fields; see e.g. [KASW98,

GKB08, Ve19]. While the specific entropy and relative entropy are fundamental notions in statistical

mechanics, large deviation theory and multifractal formalism (see e.g. [OP88, vEFS93, CO00, Pf02, Ge,

Cl14]), the aforementioned information-theoretic insights seem to have found only very few theoretical

applications in these fields [ACRV04, CR05].

This note is the first in a series of works dedicated to refinements of the mathematical theory

of entropic estimators that originated in information theory, and to their theoretical and practical

applications. The goal of the present note is to illustrate this research program on one specific

problem in statistical mechanics: a typical-signal characterization of entropy production of stationary

measures on shift spaces. Entropy production is a fundamental notion in nonequilibrium statistical

mechanics and we will review it briefly in Section 3. For the most part, we will focus in this note on the

technically simplest case of ψ-mixing systems. In full generality, our results are stated and proved in

Section 6 and the Appendix, and are further discussed in [CDEJR]. Although these extensions reach

further and are technically more involved, conceptually, they follow closely the set of ideas introduced

in the ψ-mixing case.

The present note is organized as follows. The basic entropic notions are reviewed in Section 2. En-

tropy production is reviewed in Section 3, where we also state our result under ψ-mixing, Theorem 3.4.

In Section 4, we give a telegraphic overview of entropic estimators based on recurrence and waiting
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times. Theorem 3.4 is proven in Section 5. In Section 6, we state and prove several generalizations

of Theorem 3.4 which will be further discussed in [CDEJR]. In Section 7, we describe basic examples

to which Theorem 3.4 and its generalizations apply. Finally, in Section 8, we briefly discuss some

technical aspects of the proof, and comment on related works that we have learned about in the final

stage of completion of this work. In [CR05], the same estimator of entropy production was introduced

and studied in the context of Gibbs measures for potentials with summable variations. The theoretical

results of [CR05] have been used in [SGM21, SG21] in numerical computations of entropy production

of DNA sequences.
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2 Entropy, relative entropy and cross entropy

Throughout the paper, A is a finite set, referred to as an alphabet. Elements of A are called letters.

Elements of An are called words and we use interchangeably the notation a = (a1, a2, . . . , an) and

a = a1a2 · · · an.

Let Ω be the set AN of sequences with values in A. Here and in what follows, the set N of natural

numbers does not contain 0. We denote a generic element of Ω by x = (xk)k∈N. We use xn1 for the

n-prefix of x, i.e. the word xn1 := x1x2 · · ·xn. Similarly, xk+m
k := xkxk+1 · · ·xk+m−1. To each a ∈ An

we associate the basic cylinder

[a] := {x ∈ Ω : xn1 = a}.

More generally, to any A ⊆ An we associate the subset [A] = {x ∈ Ω : xn1 ∈ A} of Ω, which we also

call a cylinder and denote by A as well.

We equip A with the discrete topology and Ω with the corresponding product topology. The set

of all Borel probability measures on Ω is denoted by P and is equipped with the topology of weak

convergence. The shift map is defined by σ : (xk)k∈N 7→ (xk+1)k∈N, and is a continuous surjection

on Ω. The set of shift-invariant elements of P is denoted by Pinv, and the set of ergodic elements

of Pinv by Perg.

The specific entropy s(P) of P ∈ Pinv is defined by the limit

s(P) := − lim
n→∞

1

n

∑
a∈An

Pn(a) logPn(a), (1)

where the logarithm is taken with base e and Pn is the n-th marginal of P, i.e. the probability measure

on An defined by

Pn(a) = P([a]).
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for a ∈ An. The limit (1) always exists and lies in [0, log |A|] by Fekete’s lemma for subadditive

sequences. The entropy map Pinv 3 P 7→ s(P) is affine and upper-semicontinuous.

Two other entropic quantities are at the heart of the present article. They both involve two shift

invariant measures. The cross entropy of P ∈ Pinv with respect to Q ∈ Pinv is defined by

scross(P|Q) := − lim
n→∞

1

n

∑
a∈An

Pn(a) logQn(a)

whenever the limit exists (or the sequence properly diverges as n → ∞), in which case the relative

entropy of P with respect to Q is defined as

srel(P|Q) := scross(P|Q)− s(P).

By an elementary convexity argument, scross(P|Q) ≥ srel(P|Q) ≥ 0 whenever well defined. It is known

that the cross entropy may fail to exist; see e.g. [vEFS93, §A.5.2] or Exercise 1.c in [Shi, §II.1.e.].

Relative entropy is also referred to as the Kullback–Leibler divergence and plays a fundamental role

in the theory of hypothesis testing. The celebrated Stein lemma gives an operational interpretation of

relative entropy in this context; see [DeZe, §3.4], [BJPP18, §2.3] for additional information, and [Jak,

§4.3] for pedagogical introduction and historical perspective to this topic.

3 Entropy production

Our main interest is in estimating the mean entropy production associated to P ∈ Pinv. It is denoted

by ep(P) and defined as

ep(P) := srel(P|P̂)

whenever this relative entropy exists, where P̂ ∈ Pinv is the reversal of the measure P. This reversal

depends on the choice of an involution θ : A → A and is defined by the marginals

P̂n(a) = Pn(â),

where the reversal â of the finite word a = a1a2 · · · an ∈ An is

â := θ(an)θ(an−1) · · · θ(a1).

The choice of involution is often dictated by the context. A first example of such an involution is of

course the identity, denoted id. If one is interested in the time reversal of a physical systems, some

variables (e.g. spin) should naturally change sign under time reversal, while some others should not,

and the presence of θ allows one to take this into account. Another important example coming from

biology is the unique involution θCh on the alphabet {C, G, A, T} such that θCh(C) = G and θCh(A) = T,

which is relevant for the study of Chargaff symmetries in DNA sequences; see [RKC68, ACDE18] and

Remark 8.6. When the choice of θ is ambiguous, we use the notation ep(P; θ) to express the explicit

dependence.

Given the general interpretation of relative entropy, ep(P) is key to the hypothesis-testing problem

for the pair (P, P̂), sometimes called “hypothesis testing of the arrow of time” when the indices along

sequences are interpreted as time variables. In other words, entropy production is a measure of

irreversibility of the source giving the outcomes x1, x2, . . . , xn, . . . For example, for a Markov measure

P coming from a stationary Markov chain (π, P ) and with θ = id, one computes

ep(P) =
∑
a,b∈A

πaPa,b − πbPb,a
2

log
πaPa,b
πbPb,a

,

and notices that ep(P) vanishes if and only if the detailed balance condition πaPa,b = πbPb,a holds.

For further discussions of entropy production from this general “hypothesis-testing perspective”, we

refer the reader to [JOPS12, BJPP18, CJPS18, CJPS19, BCJP21]. For the physics perspective, see

the foundational works [ECM93, GC95a, GC95b, Ma99, LS99] and the reviews [Ru99, JPR11].
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Computing entropy production using the definition of relative entropy requires knowledge of all

marginals of P, information which is often not accessible in practice: think of sequences of measure-

ments coming from a system with some unknown parameters, or of DNA sequences. In this context,

motivated by universal lossless data compression algorithms, it is natural to look for a sequence of

universal estimators of ep(P) which can be computed as a function of a sample sequence x only. The

key to their construction are the recurrence time functions Rn and R̂n below.

Definition 3.1. For n ∈ N and x ∈ Ω,

Rn(x) := inf
{
k ≥ 1 : xn+k+n−1

n+k = xn1
}
,

and

R̂n(x) := inf
{
k ≥ 1 : xn+k+n−1

n+k = x̂n1

}
.

Remark 3.2. We have chosen a definition of the recurrence time function Rn that does not allow

for overlaps with the original prefix, as Ornstein and Weiss did in [OW93]. One could alternatively

consider, as does Kontoyiannis in [Ko98, Kon], a definition which does allow for overlaps, i.e.

R′n(x) := inf{k ≥ 1 : x1+k+n−1
1+k = xn1}.

The first choice is more convenient for some of our computations. Because there exists mn(x) ≤ n

such that Rn(x) = R′n(σmn(x)−1(x))− (n−mn(x)), one easily shows that none of the results discussed

in this paper is affected by replacing Rn with R′n.

With the convention that inf ∅ =∞, both Rn and R̂n take values in N∪{∞}. Taking the logarithm

with the convention log∞ =∞ gives that both logRn and log R̂n take values in [0,∞]. The main idea

behind the construction of universal entropy production estimator is to compare how much sooner

the n-prefix reappears compared to its reversal by looking at the exponential rate of growth of the

ratio R̂n/Rn as n → ∞. If the process is reversible (e.g. an independent and identically distributed

process or a mixing Markov chain satisfying detailed balance), then one expects this ratio to typically

not grow exponentially fast with n. On the other hand, if there is a clear direction of time in the

underlying process which is sufficiently regular (e.g. a mixing Markov chain violating detailed balance),

then one expects the reversed prefix to typically appear much later than the original prefix reappears,

by a factor which grows exponentially fast with n.

Example 3.3. Consider A = {0, 1}, the identity involution on A, and a sequence

x = 01001101010011010011101001001010 . . .

With n = 4, computing R4(x) amounts to finding the first reoccurrence of the prefix x4
1 = 0100 which

does not overlap; here R4(x) = 5,

x = 010011010︸ ︷︷ ︸
5

10011010011101001001010 . . .

On the other hand, computing R̂4(x) amounts to finding the first occurrence of the reversal of that

prefix, i.e. 0010, which does not overlap with the original prefix; here R̂4(x) = 20,

x = 010011010100110100111010︸ ︷︷ ︸
20

0̂1001010 . . .

The reversed prefix takes 4 times as long as the original prefix to appear down the sequence.

The result at the heart of this note is Theorem 3.4 below, which gives a technically simple and

practically important case in which 1
n log R̂n/Rn does almost surely converge to ep(P). The hypotheses

are formulated in terms of the ψ-mixing coefficients recalled below; for generalizations see Section 6.

We emphasize the universality aspect of (2): the sequence of estimators log R̂n/Rn is defined deter-

ministically without reference to any random source and the P-almost sure validity of the convergence
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for a large class of measures P is at the essence of this universality. As stated, Theorem 3.4 covers

many important examples: mixing Markov and multi-step (a.k.a. multi-level) Markov measures, mix-

ing hidden Markov models (with finite hidden alphabets), Gibbs measures in the sense of Bowen, and

mixing unravelings of quantum instruments; see Section 7. The generalizations discussed in Section 6

dispense with mixing altogether.

Theorem 3.4. If P ∈ Pinv is ψ-mixing with ψ∗P(0) <∞, then

lim
n→∞

1

n
log

R̂n(x)

Rn(x)
= ep(P) (2)

for P-almost all x.

Remark 3.5. We do not require that Pn � P̂n for all n. If this relation fails for some n, then both

sides in (2) are equal to ∞; see Remark 8.2.

We recall definition of the ψ-mixing coefficients of a σ-invariant measure P:

ψ∗P(`) := sup

{
P([a] ∩ σ−n−`[b])

P([a])P([b])
: a ∈ suppPn, n ∈ N, b ∈ suppPm,m ∈ N

}
and

ψ′P(`) := inf

{
P([a] ∩ σ−n−`[b])

P([a])P([b])
: a ∈ suppPn, n ∈ N, b ∈ suppPm,m ∈ N

}
.

These coefficients are respectively nonincreasing and nondecreasing in `. The measure P is said to be

ψ-mixing if ψ∗P(`)→ 1 and ψ′P(`)→ 1 as `→∞. Note that P is ψ-mixing if and only if P̂ is ψ-mixing.

For an excellent review of strong mixing notions, see [Br05].1

The reader might notice that the proof of Theorem 3.4 — provided in Section 5 and discussed in

Section 8 — uses only that ψ∗P(0) < ∞ and that ψ′P(`) > 0 for some ` ∈ N. However, the following

theorem of Bradley2 shows that assuming that P is ψ-mixing does not represent an additional restric-

tion. In the same article [Br83], Bradley provides an example of a ψ-mixing measure P for which

ψ∗P(0) =∞.

Theorem 3.6 (Bradley, 1983). Let P ∈ Pinv. If there exists `∗, `′ ∈ N such that ψ∗P(`∗) < ∞ and

ψ′P(`′) > 0, then P is ψ-mixing.

As discussed in the next section, the ψ-mixing condition is commonly used for the waiting-time

characterization of entropy and cross entropy. The requirement that ψ∗P(0) < ∞ yields the following

upper-decoupling property: there exists a constant C such that

Pn+m(ab) ≤ CPn(a)Pm(b) (3)

1Some remarks are in order to ease comparisons with the setup of Bradley [Br83, Br05]. First, note that the

coefficients do not change if we replace [a] with [A], A ⊆ An and [b] with [B], B ⊆ Am: for example, if P([a]∩σ−n−`[b]) ≤
ψ∗P(`)P([a])P([b]) for all a and b, then summing over a ∈ A and b ∈ B gives P([A] ∩ σ−n−`([B])) ≤ ψ∗P(`)P([A])P([B]).

Second, becausem is arbitrary, we have a generating semi-algebra at hand and a standard approximation argument shows

that we can replace the requirement that B ⊆ Am for some m ∈ N with the requirement that B be Borel measurable.

Finally, since we are only interested in σ-invariant measures on AN — which are naturally in one-to-one correspondence

with σ-invariant measures on AZ —, the definitions then translate to Bradley’s definitions on AZ exploiting σ-invariance

and yet another approximation procedure by sets now in the semi-algebra built by shifting by n cylinders naturally

associated to sets of the form A ⊆ An for some n.
2The original result, Theorem 1 in [Br83], requires the measure P to be mixing in the sense of ergodic theory.

However, later in the same paper it is remarked that this extra assumption is superfluous to derive that ψ′(`′) > 0 for

some `′ implies ψ′(`) → 1 as ` → ∞. As noted by Bradley in his later review [Br05, §4.1], the fact that ψ′(`) → 0 in

turn implies φ-mixing — and thus mixing in the sense of ergodic theory — can be combined with the original result to

obtain the variant of the result stated here. According to Bradley in this same review, this version of the result was

included in later works at the suggestion of Denker. It is also worth noting that the proof of (any version of) the result

relies heavily on the earlier work [Br80] on φ-mixing.
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for all n,m ∈ N, a ∈ An, and b ∈ Am. Since ψ∗P(0) = ψ∗
P̂
(0), the bound (3) also holds for P̂. The

upper-decoupling property of P̂ and Fekete’s lemma for subadditive sequences give that the limit

scross(P|P̂) := − lim
n→∞

1

n

∑
a∈An

Pn(a) log P̂n(a)

exists; see also Remark 8.2. In particular, the (possibly infinite) entropy production ep(P) appearing

in Theorem 3.4 is well defined. Furthermore, Kingman’s subadditive ergodic theorem gives that

lim
n→∞

− 1

n
log P̂n(xn1 ) = scross(P|P̂) (4)

for P-almost all x. Such subadditivity arguments, largely absent in the information-theoretic literature,

will also play important role in [CDEJR].

The results involving return times are often reformulated in terms of the so-called “match lengths”.

The proof of the following corollary follows a standard strategy based on the observation that Lm(x) ≤
n if and only if Rn(x) > m and that L̂m(x) ≤ n if and only if R̂n(x) > m.

Corollary 3.7. If P ∈ Pinv is ψ-mixing with ψ∗P(0) <∞, then the match lengths

Lm(x) := sup{n ∈ N : xn+r+n
n+r = xn1 for some 1 ≤ r ≤ m}

and

L̂m(x) := sup{n ∈ N : xn+r+n
n+r = x̂n1 for some 1 ≤ r ≤ m}

satisfy

lim
m→∞

(
logm

L̂m(x)
− logm

Lm(x)

)
= ep(P) (5)

for P-almost all x ∈ Ω.

4 Recurrence and waiting times

The recurrence time functions Rn are extensively studied in information theory. We call the Wyner–

Ziv–Ornstein–Weiss theorem the P-almost sure convergence

logRn
n

→ hP, (6)

where hP : Ω → [0,∞] is the entropy function of the Shannon–McMillan–Breiman theorem. If P is

ergodic, then hP is P-almost surely equal to the specific entropy s(P). The terminology reflects the

contributions of Wyner and Ziv [WZ89] and of Ornstein and Weiss [OW93]. A particularly elegant

proof of (6) which significantly influenced our work was given by Kontoyiannis [Ko98, Kon].

Given the basic Wyner–Ziv–Ornstein–Weiss theorem, the proof of (2) reduces to showing that

log R̂n
n

→ scross(P|P̂) (7)

in the P-almost sure sense. In turn, the proof of (7) makes use of another important family of functions

in information theory, the waiting-time functions, whose domain consists of pairs (x, y) of elements

of Ω.

Definition 4.1. For n ∈ N and (x, y) ∈ Ω× Ω,

Wn(x, y) := inf{k ≥ 1 : yk+n−1
k = xn1}.

In other words, Wn(x, y) is the first time the prefix xn1 of x appears in y. Note that Rn(x) =

Wn(x, σn(x)). Just like the recurrence time functions, the waiting-time functions take values in

N ∪ {∞}.
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Example 4.2. Consider A = {0, 1} and the sequences

x = 01001101010011010011101001001010 . . . ,

y = 11010100010010100110101001001010 . . .

With n = 4, computing W4(x, y) amounts to finding the first occurrence of the prefix x4
1 = 0100 in y;

here W4(x, y) = 5 as seen in

x = 01001101010011010011101001001010 . . . ,

y = 11010︸ ︷︷ ︸
5

100010010100110101001001010 . . .

For our purposes, the relevance of Wn arises through the (P×Q)-almost sure convergence

logWn

n
→ scross(P|Q), (8)

which is known to hold under suitable mixing assumptions. In this note, we will make use of the

following basic result of Kontoyiannis [Ko98, §4]; see also [Kon, §4.2.2].

Theorem 4.3 (Kontoyiannis, 1998). Suppose that P,Q ∈ Perg with Pn � Qn for all n ∈ N. If Q is

ψ-mixing with ψ∗Q(0) <∞, then

lim
n→∞

logWn(x, y)

n
= scross(P|Q)

for (P×Q)-almost all pairs (x, y).

In [Ko98, §4] this result is given under the additional assumption that Q is a Markov measure.

This assumption, however, is used there only to ensure that the limit

scross(P|Q) = − lim
n→∞

1

n

∑
a∈An

Pn(a) logQn(a) (9)

exists and that

lim
n→∞

− 1

n
logQn(xn1 ) = scross(P|Q) (10)

for Q-almost all x. Hence, it is not needed under the assumption ψ∗Q(0) < ∞, in which case (9)

follows from Fekete’s lemma and (10) follows from Kingman’s subadditive ergodic theorem. In a

similar spirit, the assumption that Pn � Qn for all n ∈ N can be dropped; see Remark 8.1. The proof

of Theorem 4.3 is discussed in Remark 8.4. The assumptions of Theorem 4.3 can be considerably

relaxed; see Section 6 and [CDEJR, §3].

5 Proof of Theorem 3.4

We split the proof into three steps, assuming in accordance with Remark 3.5 that Pn � P̂n for all

n ∈ N; see Remark 8.2.

Step 1: Reduction. By the Wyner–Ziv–Ornstein–Weiss theorem, proving Theorem 3.4 reduces to

showing that

lim
n→∞

1

n
log R̂n(x) = scross(P|P̂)

for P-almost all x. In view of (4), it suffices to prove that

lim inf
n→∞

(
1

n
log R̂n(x) +

1

n
log P̂n(xn1 )

)
≥ 0, (11)

lim sup
n→∞

(
1

n
log R̂n(x) +

1

n
log P̂n(xn1 )

)
≤ 0, (12)

7



for P-almost all x. For ε > 0, we set

Bn,ε :=
{
x : R̂n(x) ≤ e− log P̂n(xn1 )−nε

}
and En,ε :=

{
x : R̂n(x) ≥ e− log P̂n(xn1 )+nε

}
. (13)

By the Borel–Cantelli lemma, (11) and (12) follow if, for every ε > 0,

∞∑
n=1

P(Bn,ε) <∞ and

∞∑
n=1

P(En,ε) <∞. (14)

The next two steps are devoted to the proof of (14).

Step 2: The first estimate. Let ε > 0 be arbitrary. Note that

P(Bn,ε) =
∑

a∈supp Pn

be− log P̂n(a)−nεc∑
j=1

P
({
x : R̂n(x) = j, xn1 = a

})
,

where suppPn is the set of all a ∈ An such that Pn(a) > 0. Since R̂n(x) = j and xn1 = a imply

that x2n+j−1
1 is of the form aζâ for some ζ ∈ Aj−1, we can estimate

P
({
x : R̂n(x) = j, xn1 = a

})
≤

∑
ζ∈Aj−1

Pn+j−1+n(aζ â)

≤ C2
∑

ζ∈Aj−1

Pj−1(ζ)Pn(a)Pn(â)

= C2Pn(a)P̂n(a),

(15)

where we used twice the upper-decoupling property (3) and consistency of the marginals. Hence,

P(Bn,ε) ≤ C2
∑

a∈supp Pn

be− log P̂n(a)−nεc∑
j=1

Pn(a)P̂n(a)

≤ C2
∑

a∈supp Pn

e− log P̂n(a)−nεPn(a)P̂n(a)

= C2e−nε.

The last upper bound on the right-hand side is clearly summable in n, as desired for the first

summability condition in (14).

Step 3: The second estimate. Let ε > 0 be arbitrary. We write

P(En,ε) =
∑

a∈supp Pn

P
({
x : R̂n(x) ≥ e− log P̂n(a)+nε, xn1 = a

})
.

Let n be large enough that e
1
2nε > 2. For a ∈ suppPn, choose m(a) so that

e− log P̂n(a)+ 1
2nε ≤ m(a)− n < e− log P̂n(a)+nε. (16)

Omitting the dependence of m on a, we write

P(En,ε) ≤
∑

a∈supp Pn

∑
b∈Am

P
({
x : R̂n(x) > m− n and xn+m

1 = ab
})

=
∑

a∈supp Pn

∑
b∈Am

P
({
x : xn+m

1 = ab and bk+n−1
k 6= â for 1 ≤ k ≤ m− n

})
≤ C

∑
a∈supp Pn

∑
b∈Am

Pn × Pm
({

(a, b) : bk+n−1
k 6= â for 1 ≤ k ≤ m− n

})
,

(17)
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where the inequality follows from the upper-decoupling property (3). Now, using twice that the

operation ·̂ is an involution, and using the definition of P̂ in terms of this involution, we write∑
a∈supp Pn

∑
b∈Am

Pn × Pm
({

(a, b) : bk+n−1
k 6= â for 1 ≤ k ≤ m− n

})
=

∑
a∈supp Pn

∑
b∈Am

Pn × Pm
({

(a, b) : b̂k+n−1
k 6= a for 1 ≤ k ≤ m− n

})
=

∑
a∈supp Pn

∑
b∈Am

Pn × Pm
({

(a, b̂) : bk+n−1
k 6= a for 1 ≤ k ≤ m− n

})
=

∑
a∈supp Pn

∑
b∈Am

Pn × P̂m
({

(a, b) : bk+n−1
k 6= a for 1 ≤ k ≤ m− n

})
.

The last probability on the right-hand side can be reinterpreted in terms of the waiting times of

Section 4: ∑
a∈supp Pn

∑
b∈Am

Pn × P̂m
({

(a, b) : bk+n−1
k 6= a for 1 ≤ k ≤ m− n

})
=

∑
a∈supp Pn

∑
b∈Am

P× P̂ ({(x, y) : Wn(x, y) > m− n, xn1 = a, ym1 = b})

≤ P× P̂
({

(x, y) : Wn(x, y) > e− log P̂n(xn1 )+ 1
2nε
})

.

The proof of Theorem 4.3 then gives

∞∑
n=1

P× P̂
({

(x, y) : Wn(x, y) > e− log P̂n(xn1 )+ 1
2nε
})

<∞,

and hence the second summability condition in (14); see Remark 8.4.

6 Generalizations

A careful analysis of the proof of Theorem 3.4 in Section 5 and of the accompanying Remarks 8.3

and 8.4 in Section 8 suggests a clear path to generalizations of Theorem 3.4 beyond the ψ-mixing case.

The following theorem is our first result in this direction.

Theorem 6.1. Let P ∈ Perg. Suppose that the following hypotheses hold with o(n)-sequences (cn)n∈N
and (τn)n∈N of nonnegative integers:

i. the upper-decoupling inequalities

P([a] ∩ σ−n−τn [b]) ≤ ecnPn(a)Pm(b)

and

P̂([a] ∩ σ−n−τn [b]) ≤ ecn P̂n(a)P̂m(b)

hold for all a ∈ An, n ∈ N, b ∈ Am, m ∈ N;

ii. for all ε > 0, the Kontoyiannis-type estimate∑
n∈N

ecn(P× P̂)
({

(x, y) : Wn(x, y)P̂n(xn1 ) > enε
})

<∞

holds.

Then,

lim
n→∞

1

n
log

R̂n(x)

Rn(x)
= ep(P)

for P-almost all x.
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Furthermore, Hypothesis i can be relaxed to accommodate an additional error term in the spirit of

Bryc and Dembo’s work on large deviations [BD96], but the validity of (4) must then be postulated

separately. Hypothesis ii can also be relaxed in the same spirit. Pursuing these ideas leads to the

following result.

Theorem 6.2. Let P ∈ Pinv. Suppose that, for all K ∈ N large enough, there exist o(n)-sequences

(cn,K)n∈N and (τn,K)n∈N of nonnegative integers such that the following hypotheses hold:

i’. the upper-decoupling inequality

P([a] ∩ σ−n−τn,K ([B])) ≤ ecn,KPn(a)Pm(B) + e−Kn

holds for all a ∈ A, n ∈ N, B ⊆ Am, m ∈ N;

i”. the limit

hP̂(x) = lim
n→∞

− log P̂n(xn1 )

n

exists for P-almost all x;

ii’. for all ε > 0, the Kontoyiannis-type estimate∑
n∈N

ecn,K (P× P̂)
({

(x, y) : Wn(x, y)P̂n(xn1 ) > enε and P̂n(xn1 ) ≥ e−nK
})

<∞

holds.

Then,

lim
n→∞

1

n
log R̂n(x) = hP̂(x)

for P-almost all x.

Remark 6.3. Combined with the Wyner–Ziv–Ornstein–Weiss theorem, this result yields that

lim
n→∞

1

n
log

R̂n(x)

Rn(x)
= hP̂(x)− hP(x)

for P-almost all x under the same conditions. If in addition P ∈ Perg, then

lim
n→∞

1

n
log

R̂n(x)

Rn(x)
= ep(P)

for P-almost all x.

Remark 6.4. If Hypothesis i’ of Theorem 6.2 is dropped, the proof still gives that

lim inf
n→∞

− log P̂n(xn1 )

n
≤ lim inf

n→∞

1

n
log R̂n(x)

≤ lim sup
n→∞

1

n
log R̂n(x) ≤ lim sup

n→∞

− log P̂n(xn1 )

n

for P-almost all x.

The proofs of Theorems 6.1 and 6.2 are sketched in the Appendix. The companion paper [CDEJR]

is devoted to the role of decoupling inequalities in establishing Hypothesis ii or Hypotheses i” and ii’ —

both of which are sufficient in order to adapt Kontoyiannis’ proof of the convergence of waiting times.

We state here a special case of a result in this direction.
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Theorem 6.5. Let P ∈ Pinv. Suppose that, for all K ∈ N large enough, there exist o(n)-sequences

(cn,K)n∈N and (τn,K)n∈N of nonnegative integers such that for each a ∈ An and B ⊆ Am there exists

` ≤ τn,K for which

P([a] ∩ σ−n−`([B])) ≥ e−cn,KPn(a)Pm(B)− e−Kn.

Then, Hypothesis ii’ of Theorem 6.2 holds for all K ∈ N. If, in addition, the sequences (cn)n∈N and

(τn)n∈N can be chosen independently of K, then Hypothesis ii of Theorem 6.1 holds.

Theorem 6.5 is accompanied with suitable generalizations of Kontoyiannis’ Theorem 4.3, and it is

in fact these generalizations that are the main results of [CDEJR]. They offer a different technical

and conceptual perspective on the waiting-time characterization of cross entropies that are rooted

in the works [Ko98, Kon] and are centered around replacing mixing assumptions with decoupling

assumptions. As an illustration, these results allow to extend the waiting-time characterization of

cross entropies to hidden Markov models that are only ergodic, a result which was inaccessible with

previous approaches unless P = Q.

7 Examples

As stated, Theorem 3.4 covers the following basic examples.

Example 1. Markov measures. Let P ∈ Pinv be a stationary Markov measure generated by the

Markov chain (π, P ). For our purposes, there is no loss of generality in assuming that all entries

of the invariant probability vector π are strictly positive. The marginals of P are given by the

formula

Pn(a) = πa1pa1,a2 · · · pan−1,an .

The coefficient ψ∗P(0) can be bounded by the inverse of the smallest entry of π. The measure P
is ψ-mixing if and only if the transition matrix P is irreducible and aperiodic — or equivalently

if, for some N ∈ N, all the entries of the matrix PN are all strictly positive. By enlarging the

alphabet, multi-step Markov measures can be reduced to Markov measures, and so the above

applies to them as well.

Example 2. Hidden Markov measures. For our purposes, it is convenient to work in the positive-

matrix product (PMP) representation of hidden Markov measures. For a discussion of this point

of view, see [BCJP21, §2.2]. PMP measures are generated by pairs (π, {Pa}a∈A) where π is a

(d × 1) probability vector with strictly positive entries, and Pa is, for each a, a (d × d) matrix

with nonnegative entries such that P :=
∑
a∈A Pa is a stochastic matrix satisfying πP = π. The

marginals of the PMP measure P generated by (π, {Pa})a∈A are given by the formula

Pn(a) = πPa1 · · ·Pan1,

where 1 is the (1×d) vector with all entries equal to 1. Obviously, P ∈ Pinv. The coefficient ψ∗P(0)

can be bounded by the square of the inverse of the smallest entry of π. Moreover, if P is

irreducible and aperiodic, then P is ψ-mixing.3

Example 3. Unravelings of quantum instruments. Let H be a finite-dimensional Hilbert space

and B(H) the C∗-algebra of all linear maps A : H → H. We denote by 1 the identity map

in B(H). A quantum instrument on H is a pair (ρ, {Φa}a∈A), where ρ ∈ B(H) satisfies ρ > 0

and tr(ρ) = 1, and Φa : B(H) → B(H), a ∈ A, are completely positive linear maps such

that Φ :=
∑
a∈A Φa satisfies Φ(1) = 1 and Φ∗(ρ) = ρ.4 The unraveling of (ρ, {Φ}a∈A) is the

probability measure P ∈ Pinv defined by the marginals

Pn(a) = tr (ρ(Φa1 ◦ · · · ◦ Φan [1])) .

3Unlike in the Markov case, this is not a necessary requirement.
4The adjoint Φ∗ is defined with respect to the inner product 〈A,B〉 = tr(A∗B) on B(H).
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For references and detailed discussion of this class of measures from the quantum mechanical

perspective, including the study of entropy production, we refer the reader to [BJPP18, BCJP21].

Although the unravelings can be traced back to the early days of quantum mechanics and have

been extensively studied ever since, they have been rediscovered in [Ku89] in the unrelated

context of fractal analysis; see [JÖP17] for more recent work on this subject and additional

references. The coefficient ψ∗P(0) is finite by Lemma 3.4 in [BJPP18]. The map Φ is called

primitive if, for some N ∈ N, the map ΦN is positivity improving. If this is the case, one easily

shows that ψ′P(N) > 0 and the measure P is ψ-mixing by Bradley’s theorem. In the context of

this class of examples, Theorem 3.4 is an important complement to the works [BJPP18, BCJP21].

Example 4. Gibbs measures. The measure P ∈ P is called a fully supported Gibbs measure in the

sense of Bowen if there exists a continuous function F : Ω→ R, commonly called a (normalized)

potential, and a constant C > 0 such that

C−1e−SnF (x) ≤ Pn(xn1 ) ≤ Ce−SnF (x) (18)

for all x ∈ Ω and all n ∈ N, where SnF (x) :=
∑n−1
j=0 F (σj(x)). Gibbs measures play an

important role in statistical mechanics and in the theory of dynamical systems. Note that the

Gibbs condition (18) implies that

C−2Pn(xn1 )Pm(xn+m
n+1 ) ≤ Pn+m(xn+m

1 ) ≤ C2Pn(xn1 )Pm(xn+m
n+1 ). (19)

for all x ∈ Ω and all n,m ∈ N. In particular,

0 < ψ′P(0) ≤ ψ∗P(0) <∞,

and Bradley’s Theorem 3.6 yields that every fully supported Gibbs measure is ψ-mixing. This

reasoning extends from the case with full support to the case where the support is a topologically

mixing subshift of finite type; see [Wa05, §2].

Obviously, any Markov or multi-step Markov measure is a hidden Markov measure. Any hidden

Markov measure is an unraveling of a quantum instruments; see [BCJP21, §2.1]. The relation between

Gibbs measures and measures described in Examples 2 and 3 is poorly understood.

In the context of Examples 1, 2 and 3, Theorems 6.1 and 6.5 allow to extend the conclusion of

Theorem 3.4 to the cases where the stochastic matrix P and the map Φ are only irreducible.5 Further

generalizations involve countably infinite alphabets and the setting of [BD96]; see [CDEJR] for details.

8 Remarks

Remark 8.1. Absolute continuity in Theorem 4.3. Let P ∈ Perg, Q ∈ Pinv. Suppose that

there exists n0 and a ∈ An0 such that Qn0
(a) = 0 and Pn0

(a) > 0. Then, for P-almost all x, there

exists N(x) such that σN(x)(x) ∈ [a] and

Q
({
y : 1

N+n0
logWN+n0(x, y) <∞

})
≤
∞∑
k=1

Q(σ−k[xN+n0
1 ])

≤
∞∑
k=1

Qn0
[a]

= 0

for all N ≥ N(x). Since the above holds for P-almost all x, it follows that

(P×Q)

({
(x, y) : lim inf

n→∞

logWn(x, y)

n
<∞

})
=

∫
Q
({

y : lim inf
n→∞

logWn(x, y)

n
<∞

})
dP(x)

= 0.

5In the Markov case, irreducibility is equivalent to the ergodicity of P.
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On the other hand, if there exists n0 and a ∈ An0 with Qn0
(a) = 0 and Pn0

(a) > 0, then scross(Pn|Qn) =

∞ for all n ≥ n0 and scross(P|Q) =∞ as well.

In Kontoyiannis’ Theorem 4.3 it is assumed that Pn � Qn for all n ∈ N. If this assumption fails,

then the above discussion gives that scross(P|Q) =∞ and

lim
n→∞

logWn(x, y)

n
=∞

for (P×Q)-almost all pairs (x, y), and so Theorem 4.3 remains valid.

Remark 8.2. Absolute continuity in Theorem 3.4. Related considerations apply to Theorem 3.4.

Suppose that Pn � P̂n fails for some n. Then, ep(P) = srel(P|P̂) = +∞ and

lim
n→∞

1

n
log R̂n(x) =∞ (20)

for P-almost all x. Thus in this case Theorem 3.4 holds with both sides in (2) equal to ∞.

To prove that (20) holds for P-almost all x, note first that (4) holds as a consequence of Kingman’s

subadditive ergodic theorem which allows for random variables to take values in [0,∞]. Set

Ω0 := {x : Pn(xn1 ) > 0 and P̂n(xn1 ) = 0 for some n ∈ N}.

The estimate (15) gives that, for P-almost all x ∈ Ω0, we have R̂n(x) =∞ for all n large enough. The

proof of Step 1 gives that

lim inf
n→∞

1

n
log R̂n(x) ≥ lim

n→∞
− 1

n
logPn(xn1 ) =∞

for P-almost all x ∈ Ω \ Ω0. Hence, (20) holds for P-almost all x. Note that this argument does not

make use of return times.

Remark 8.3. Upper decoupling. The only consequence of the assumption ψ∗P(0) < ∞ that was

used in the proof of Theorem 3.4 is the upper-decoupling inequality (3). This inequality ensured the

existence of the cross entropy scross(P|P̂) and the almost sure convergence expressed by (4). It was

also used in the crucial way in the proof of (11) and (12) in Steps 2 and 3. Thus, it should not come

as a surprise that the key arguments go through with ψ∗P(0) <∞ replaced with ψ∗P(`∗) <∞ for some

`∗ ∈ N— which is built in the definition of ψ-mixing —, provided that one adapts Fekete’s lemma and

Kingman’s theorem to the corresponding upper-decoupling inequality.

It is this focus on the role of decoupling that allows the generalizations beyond the concepts of

mixing discussed in Section 6: decoupling properties are postulated in a form that does not involve

mixing coefficients. The entire theory is then technically considerably more involved, but, on the

positive side, these generalizations allow to reach regimes of applicability of the waiting-time charac-

terization of cross entropy that were previously inaccessible [CDEJR].

Remark 8.4. Waiting times, cross entropy and mixing. The two basic ingredients of Kon-

toyiannis’ proofs of (8) can be summarized as follows: for all ε > 0, the sets

Bn,ε :=
{

(x, y) : Wn(x, y) ≤ e− log Qn(xn1 )−nε
}

and En,ε :=
{

(x, y) : Wn(x, y) ≥ e− log Qn(xn1 )+nε
}

satisfy
∞∑
n=1

P×Q(Bn,ε) <∞ (21)

and
∞∑
n=1

P×Q(En,ε) <∞, (22)

respectively. The proofs are then complemented by a separate set of arguments (and assumptions)

that ensure the existence of scross(P|Q) and that limn→∞− 1
n logQn(xn1 ) = scross(P|Q) for P-almost
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all x; recall the discussion surrounding (4) and (9)–(10). It turns out that the proof of (21) is very

general and involves no mixing assumption. The known proofs of (22) are deeper and critically depend

on suitable mixing assumptions. This is reflected in the arguments of Steps 2 and 3. However, the

waiting-time results entered only in Step 3 through the validity of (22) — which in turn is the central

ingredient in the proofs of waiting-time characterization of the cross entropy. This observation plays

a key role in generalizations of Theorem 3.4 discussed in Section 6.

Under ψ-mixing, a proof of (22) in the style of Kontoyiannis [Ko98, §2] goes as follows. Let ` ∈ N
be such that ψ′Q(`) > 0. For n ∈ N and a ∈ An such that Pn(a) > 0, we have

P×Q({(x, y) : Wn(x, y) > t} ∩ [a]× Ω) = Pn(a)Q
({
y : yk+n−1

k 6= a for all k ≤ t
})

≤ Pn(a)Q
({
y : y

j(n+`)+n
j(n+`)+1 6= a for all 0 ≤ j < J

})
for some natural number J depending on t and n in such a way that J(n+ `) ≥ t. Let

Aj =
{
y : y

j′(n+`)+n
j′(n+`)+1 6= a for all 0 ≤ j′ < j

}
and note that, if Q(Aj) = 0 for some j ≤ J , then the right-hand side of the last estimate vanishes and

we need not go further. Assuming that Q(Aj) > 0, we further estimate

P×Q({(x, y) : Wn(x, y) > t} ∩ [a]× Ω) ≤ Pn(a)Q(A1)

J−1∏
j=1

Q(Aj+1)

Q(Aj)

= Pn(a)(1−Qn(a))

J−1∏
j=1

(
1− Q(Aj ∩ σ−j(n+`)[a])

Q(Aj)

)
.

Since Aj ∈ Fjn+(j−1)`, we may use ψ-mixing coefficients to write

Q(Aj ∩ σ−j(n+`)[a])

Q(Aj)
≥ ψ′Q(`)Q(σ−j(n+`)) = ψ′Q(`)Qn(a). (23)

Because we use ψ′Q(`) as a lower bound, we may assume that ψ′Q(`) < 1. Now,

P×Q({(x, y) : Wn(x, y) > t} ∩ [a]× Ω) ≤ Pn(a)(1−Qn(a))(1− ψ′Q(`)Qn(a))J−1

≤ Pn(a)(1− ψ′Q(`))−1(1− ψ′Q(`)Qn(a))J .

Using the above estimate with t = enεQn(a)−1 and an appropriate J , we find

P×Q({(x, y) : Wn(x, y)Qn(xn1 ) > enε} ∩ [a]× Ω) ≤ Pn(a)(1− ψ′Q(`))−1(ψ′Q(`))−1(n+ `)e−nε

for n large enough. We have used the basic inequalities (1− q)1/q ≤ e−1 and e−s ≤ s−1 for q ∈ (0, 1)

and s > 0 respectively. Summing over a ∈ suppPn yields

P×Q(En,ε) ≤ (1− ψ′Q(`))−1(ψ′Q(`))−1(n+ `)e−nε,

and (22) follows.

Remark 8.5. Work of Chazottes and Redig. When this paper was in the final stage of prepara-

tion, we have learned of the work [CR05] where Theorem 3.4 was proven under the assumption that P
is a Gibbs measure with potential F of summable variations. The proof there follows a completely

different strategy and relies on fine upper bounds in the exponential approximation of hitting times

for ψ-mixing processes obtained previously in [Ab04, AV09]; see Key-lemmas 1 and 2 in [CR05, §5]. In

the same work, these bounds were further used in study of fluctuations (central limit theorem, large

deviation principle) of a related class of entropy production estimators.

The technical and conceptual approach advocated here and in the follow-up work [CDEJR] is rooted

in the program [JPS], with the goal of deriving robust theories in terms of underlying assumptions
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that justify their wide range of practical applications. Our proof of Theorem 3.4 is in a very different

spirit from that of Theorem 1(1) of [CR05]. It emphasizes the decoupling aspect of ψ-mixing that is

implicit in the proof of Kontoyiannis [Ko98, §2], and which — once recognized — allows for far-reaching

generalizations. Such generalizations cannot be derived on the basis of the fine estimates established

in [Ab04, AV09], which are expected to hold only under strong mixing assumptions. For further

discussions of this point of view, we refer the reader to [CDEJR] and [CJPS19].

Remark 8.6. The choice of involution in DNA. After the publication of [CR05], estimators of

entropy production in DNA sequences have been numerically computed using recurrence times and

longest match lengths [SGM21, SG21]. To our knowledge, all such computations in the literature

correspond to the case where the involution θ is equal to the identity on {C, G, A, T}. With such θ the

entropy production measures only the directional irreversibility of the sequence. However, in view of

conjectures on the so-called “extended Chargaff symmetry” [ACDE18], it is interesting to consider

the notion of entropy production that arises from the choice of involution θCh already described in

Section 3: θCh(C) = G and θCh(T) = A. Whereas the original symmetry of [RKC68] can be cast as the

equality P1(a) = P1(θch(a)) = P̂1(a) for all a ∈ {C, G, A, T}, the extended Chargaff symmetry refers to

the stronger conjectured identity P = P̂ at the level of the full measures. To investigate numerically

the validity of this second identity, we estimate ep(P; θCh) using Corollary 3.7 in Figure 1. For the

sake of completeness, we compare our results with the analogous estimates for ep(P; id).
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Figure 1: In Chromosome 1 of Homo sapiens, the estimator of ep(P; θ) of Corollary 3.7 can be

computed in two important cases: with θ = id (orange crosses) and with θ = θCh (blue points).

Averages over 1 000 realizations obtained by choosing uniformly a random initial point in the first half

of the sequence are presented together with their estimated standard error of the mean as the window

size m ranges from 100 to 100 000 000. With our choice of the natural logarithm, the 0.1-unit ticks on

the vertical axis correspond to approximately 0.144 bit per character. The sequence used is from the

Genome Reference Consortium Human Build 38, Patch Release 14; see [GRCh38] and [S+17].

A Appendix

Proof of Theorem 6.1. One follows the steps of the proof of Theorem 3.4 in Section 5, with the follow-

ing changes. In Step 1, the P-almost sure validity of (4) now relies on Hypothesis i and adaptations

of Fekete’s lemma and Kingman’s theorem to the corresponding generalized subadditivity condition

which are discussed in [Ra]. The set En,ε is defined in the same way, but one takes

Bn,ε :=
{
x : R̂n(x) ≤ e− log P̂n−τn (xn1 )−nε

}
.
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In Step 2, one starts with

P(Bn,ε) =
∑

a∈supp Pn

be− log P̂n−τn (a
n−τn
1 )−nεc∑

j=1

P
({
x : R̂n(x) = j, xn1 = a

})
,

for n large enough, and estimates

P(Bn,ε) ≤
∑

a∈supp Pn

be− log P̂n−τn (a
n−τn
1 )−nεc∑

j=1

∑
ζ∈Aj−1

Pn+j−1+n(aζ â)

≤
∑

a∈supp Pn−τn

∑
b,b′∈Aτn

be− log P̂n−τn (a)−nεc∑
j=1

∑
ζ∈Aj−1

Pn+j−1+n(abζ b′â)

≤ e2cn−τn
∑

a∈supp Pn−τn

be− log P̂n−τn (a)−nεc∑
j=1

∑
ζ∈Aj−1

Pj−1(ζ)Pn−τn(a)P̂n−τn(a)

≤ e2cn−τn
∑

a∈supp Pn−τn

e− log P̂n−τn (a)−nεPn−τn(a)P̂n−τn(a)

= e2cn−τn−nε.

(24)

The final estimate and the assumption that cn and τn are o(n) give the desired summability condition.

In Step 3, one first chooses, for n large enough, a natural number m(a) so that

e− log P̂n(a)+ 1
2nε ≤ m(a)− n ≤ m(a)− n+ τn < e− log P̂n(a)+nε, (25)

and replaces (17) with the estimates

P(En,ε) ≤
∑

a∈supp Pn

∑
b′∈Aτn

∑
b∈Am

P
({
x : R̂n(x) > m− n+ τn and xn+τn+m

1 = ab′b
})

≤
∑

a∈supp Pn

∑
b′∈Aτn

∑
b∈Am

P
({
x : xn+τn+m

1 = ab′b and bk+n−1
k 6= â for 1 ≤ k ≤ m− n

})
≤ ecn

∑
a∈supp Pn

∑
b∈Am

Pn × Pm
({

(a, b) : bk+n−1
k 6= â for 1 ≤ k ≤ m− n

})
.

At this point one proceeds in exactly the same way as in Section 5 to derive the estimate

P(En,ε) ≤ ecnP× P̂
({

(x, y) : Wn(x, y) > e− log P̂n(xn1 )+ 1
2nε
})

,

which, combined with Hypothesis ii, yields the desired summability.

Proof of Theorem 6.2. One again follows the same strategy. In Step 1, the P-almost sure validity

of (4) now relies on Hypothesis i”. In Step 2, the sets Bn,ε are the same as in (13) and one starts with

the identity

P(Bn,ε) =
∑

a∈supp Pn

be− log P̂n(a)−nεc∑
j=1

P({x : R̂n(x) = j} ∩ [a]),

which gives

P(Bn,ε) ≤
∑

a∈supp Pn

be− log P̂n(a)−nεc∑
j=1

P([a
n−τn,K
1 ] ∩ {x : R̂n(aσn(x) = j})

=
∑

a∈supp Pn

P

σ−τn,K [a
n−τn,K
1 ] ∩

be− log P̂n(a)−nεc⋃
j=1

σ−τn,K{x : R̂n(aσn(x)) = j}
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as soon as n is large enough that n − τn,K ≥ 1 (this is possible because τn,K is o(n)). Since each

of the be− log P̂n(a)−nεc sets of the form σ−τn,K{x : R̂n(aσn(x)) = j} is also necessarily of the form

σ−n−τn,K (B) for some B ∈ Ffin and has probability bounded above by P̂n(a), Hypothesis i’ gives that

P(Bn,ε) ≤
∑

a∈supp Pn

(
ecn,KPn−τn,K (a

n−τn,K
1 )e− log P̂n(a)−nεP̂n(a) + e−nK

)
≤ ecn,K+τn,K log |A|−nε + en log |A|−nK ,

where we used suppPn ⊆ suppPn−τn,K ×Aτn,K to get the second inequality. If K > log |A|, the last

estimate gives the desired summability since both cn,K and τn,K are o(n). We now turn to Step 3.

With En,ε as in (13) and

Gn,K := {x : P̂([xn1 ]) ≥ e−nK},

it suffices to show that for all ε > 0 and all K ∈ N large enough, the summability condition

∞∑
n=1

P(En,ε ∩Gn,K) <∞ (26)

holds.6 The identity

P(En,ε ∩Gn,K) =
∑
a∈An

P
({
x ∈ Gn,K : R̂n(x) ≥ e− log P̂n(a)+nε

}
∩ [a]

)
gives

P(En,ε ∩Gn,K) ≤
∑

a∈supp Pn
P̂n(a)≥e−nK

P

[a] ∩
be− log P̂n(a)+nεc−1⋂

k=1

σ−n−k+1([â]C)

 . (27)

Setting

Cn,K,ε(a) := be− log P̂n(a)+nεc − τn,K − 1,

and using an obvious inclusion, σ-invariance, and then Hypothesis i’, one derives

P

[a] ∩
be− log P̂n(a)+nεc−1⋂

k=1

σ−n−k+1([â]C)

 ≤ P

[a] ∩
be− log P̂n(a)+nεc−1⋂

k=τn,K+1

σ−n−k+1([â]C)


≤ ecn,KP([a])P

Cn,K,ε(a)⋂
k=1

σ−k+1([â]C)

+ e−Kn.

(28)

The identities

P
({
y : yk+n−1

k 6= â, 1 ≤ k ≤ Cn,K,ε(a)
})

= PCn,K,ε+n
({
b : bk+n−1

k 6= â, 1 ≤ k ≤ Cn,K,ε(a)
})

= PCn,K,ε+n
({
b̂ : bk+n−1

k 6= a, 1 ≤ k ≤ Cn,K,ε(a)
})

= P̂Cn,K,ε+n
({
b : bk+n−1

k 6= a, 1 ≤ k ≤ Cn,k,ε(a)
})
,

and

P([a])P̂Cn,K,ε(a)+n

({
b : bk+n−1

k 6= a, 1 ≤ k ≤ Cn,K,ε(a)
})

= (P× P̂) ({(x, y) : Wn(x, y) > Cn,K,ε(x
n
1 )} ∩ ([a]× Ω)) ,

6On the set where 1
n

log P̂n(xn1 ) → −∞ as n → ∞ the inequality lim sup 1
n

log R̂n(x) ≤ hP̂(x) is vacuously true

(recall Hypothesis i”).
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further give

P(Bn,ε ∩Gn,K)

≤
∑

a∈supp Pn
P̂n(a)≥e−nK

ecn,K (P× P̂) ({(x, y) : Wn(x, y) > Cn,K,ε(x
n
1 )} ∩ ([a]× Ω)) + e−nK

≤ ecn,K (P× P̂)
({

(x, y) : P̂([xn1 ]) ≥ e−nK and Wn(x, y) > Cn,K,ε(x
n
1 )
})

+ en log |A|−nK .

(29)

Note that for n large enough,

Cn,K,ε(x
n
1 ) > e− log P̂([xn1 ])+ 1

2nε (30)

for all xn1 ∈ An. Taking K > log |A|, the estimates (29)–(30) and Hypothesis ii’ give the summability

condition (26).

References

[Ab04] Abadi, M.: Sharp error terms and necessary conditions for exponential hitting times in mixing

processes. Ann. Probab. 32, 243–264 (2004).

[ACRV04] Abadi, M., Chazottes, J.-R., Redig, F., and Verbitskiy, E.: Exponential distribution for the

occurrence of rare patterns in Gibbsian random fields. Commun. Math. Phys. 246 269–294 (2004).

[AV09] Abadi, M., and Vergne, N.: Sharp error terms for return time statistics under mixing conditions.

J. Theor. Probab. 22, 18–37 (2009).

[ACDE18] Cristadoro, G., Degli Esposti, M., and Altmann, E.G.: The common origin of symmetry and

structure in genetic sequences. Sci. Rep. 8, 15817 (2018).

[Br80] Bradley, R.C.: On the φ-mixing condition for stationary random sequences. Duke Math. J. 47,

421–433 (1980).

[Br83] Bradley, R.C.: On the ψ-mixing condition for stationary random sequences. Trans. Amer. Math.

Soc. 276, 55–66 (1983).

[Br05] Bradley, R.C.: Basic properties of strong mixing conditions. A survey and some open questions.

Probab. Surveys, 2, 107–144 (2005).
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