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The role of the dynamic pressure in the
behaviour of an oscillating gas bubble
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(*Author to whom the correspondence should be addressed: francesca.brini@unibo.it.)
(Dated: October 25, 2024)

The paper contains a preliminary study on the role that dynamic pressure might play in the dynamics of a gas
bubble oscillating in a liquid. To this aim we introduce a mathematical model, proposed under the homobaricity
hypothesis and deduced from the 14-moment theory of rational extended thermodynamics through significant
simplifications, that makes the equations easily integrable over long time intervals. In the presence of a gas with
high bulk viscosity, relevant effects can be observed in different physical conditions: isothermal or adiabatic
regimes, small amplitude oscillations, non-linear oscillations, resonances and sonoluminescence. To make the
study more realistic, we always refer to carbon dioxide gas, which on the one hand could present high values of
bulk viscosity and on the other hand is known for its peculiar behaviours in the framework of cavitation and gas
bubbles.

I. INTRODUCTION

For more than a century, the phenomena associated with
gas bubbles in a liquid have fascinated researchers from sev-
eral fields, so much so that an enormous amount of literature
is available on the various aspects associated with cavitation,
non-linear oscillations of such bubbles in the presence of an
acoustic pressure, sonoluminescence (i.e. the appearance of a
light flash during the oscillations of one or more bubbles un-
der suitable physical conditions)[1–10]. If the studies initially
concerned natural effects and phenomena linked to cavitation
– think for example of Lord Rayleigh’s initial work on the
damage caused by cavitation on ship propellers [1]– recently
the focus was shifted to applications in medicine, sonochem-
istry and engineering, exploiting the bizarre behaviours of gas
bubbles (sometimes tiny in size and other times very large).
Unfortunately, it is impossible here to offer a complete picture
of the literature or at least to enumerate the very notable ap-
plications in the medical field that are under study and seem
of great significance for future developments. As examples,
we recall among the others the possible improvements of ul-
trasound imaging [11, 12], the action of ablation, denaturation
or emulsification of ill or damaged tissues[11, 13] when high
intensity focused ultrasound are employed, the overcoming of
the blood-brain barrier[14]. Even in the engineering field it is
impossible to take into account all the growing applications of
cavitation (here are just a few references [15–18]).

At the basis of the description of bubble dynamics there
are many assumptions introduced in order to make the an-
alytical study or, more frequently, the numerical integration
of the model feasible. First of all, in many contexts bubbles
are ideally described as spherical: this hypothesis is reason-
able when a spherical symmetry of the physical conditions is
present, when the bubble is immersed in a liquid that is not
too viscous, when it is far from other possible bubbles and
from vessel’s walls, when its dimensions are sufficiently small
and the amplitude of the acoustic forcing not too high. Un-
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der these hypotheses it is possible to make use of equations
that describe the oscillation of the bubble radius R, among
these we recall, for example, the Rayleigh Plesset [19] and
the Keller Miksis[20] ones. The laws that rule R obviously
depend both on the nature of the liquid in which the bubble is
immersed and on the dynamics of the gas. Since bubbles are
often objects with dimensions of the order of a few or a few
tens of micrometers, it is not easy to have precise experimental
data on the physical quantities that characterize the thermody-
namic behaviour of the gas contained in them: temperature,
mass density and pressure are usually not known with preci-
sion inside the bubble. For this reason, the aspects related to
gas modelling are particularly delicate: only the overall be-
haviour of the bubble or the presence of oscillations with dif-
ferent frequencies can be easily observed by images or analy-
sis of the sound signal. For the sake of simplicity, the pressure
of the gas in the interface with the liquid is frequently mod-
elled as inversely proportional to a power of the radius of the
bubble itself, introducing an exponent proportional to the so-
called polytropic index (this index is set equal to 1 in the case
of an isothermal phenomenon, while it coincides with the spe-
cific heat ratio in the adiabatic case)[5, 7, 9, 21, 22]. Through
this simplification of the problem the radius equation is self-
consistent and can be integrated on its own. Another approach
is to provide a more accurate description of the phenomena
that take place inside the bubble by coupling the Rayleigh
Plesset or the Keller Miksis equation to a set of partial dif-
ferential equations (PDEs) or ordinary differential equations
(ODEs) that take into account the details[23–26]. This sec-
ond strategy provides more precise results, but it is also much
more expensive from the point of view of numerical calcula-
tion. Even in this case, however, some simplifications are nec-
essary: many authors refer to the hyperbolic conservation laws
for an Euler gas to describe the gas dynamics[25], ignoring the
effects associated with heat conductivity and viscosity; others
use the parabolic model of Navier-Stokes Fourier (NSF) ap-
proximations, but neglect the effects of viscosity[23, 24, 26].
Subsequently, it was verified that the wide temperature vari-
ation observable in regimes such as sonoluminescence neces-
sarily requires not neglecting the thermal effects and the heat
exchange between the gas and the liquid[6, 10, 26, 27]. In all
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cases the presence of gas bulk viscosity and dynamic pressure
is not contemplated. This fact is not surprising: on the one
hand, Stokes’ hypothesis has led several authors in the past
to consider the effects linked to dynamic pressure irrelevant,
on the other hand the difficulties linked to the measurement
of bulk viscosity and the very few experimental data available
(often contrasting with each other) make researchers wary of
this quantity. Recently, however, it has been shown how dy-
namic pressure can play a leading role in phenomena related
to polyatomic gases: think for instance of shock waves and
shock structures also in gas mixtures[28–30], stationary heat
conduction[31, 32], dispersion relation of sound[33] and noz-
zle flow[34]. Moreover, it is worth underlining that the effects
of bulk viscosity in fluid dynamics have been the subject of
study in situations like turbulent flows[35], hypersonic bound-
ary layers[36] and Rayleigh Taylor instability[37]. In addition
to the growing interest in the phenomena related to bulk vis-
cosity, possible high values of this quantity are reported in the
literature for some gases such as carbon dioxide (CO2). Given
the ever-increasing number of articles dealing with micro- or
nano-bubbles of CO2 and other polyatomic gases in geophys-
ical, environmental, industrial, engineering, medical fields (to
quote just few references[38–43]), it is natural to wonder if
bulk viscosity and dynamic pressure could affect bubble dy-
namics. To our knowledge there is currently no answer to this
question in the literature.

In this preliminary work we try to verify whether there is an
effect of dynamic pressure on the behaviour of oscillating bub-
bles immersed in a liquid and what it can be. For this purpose
it is mandatory to refer to a gas model that takes into account
the presence of this quantity. We have already shown[44] how
in the adiabatic limit the Navier approximation for the dy-
namic pressure could predict excessive effects on the radius
of the bubble, resulting equivalent to a significant variation
of the liquid viscosity (such an effect was already shown to
be inconsistent with available experimental data[9, 23]). For
this reason in what follows we refer to the theory of Rational
Extended Thermodynamics (RET).

RET was introduced to describe behaviour of a gas in con-
ditions far from thermodynamic equilibrium and in the past it
has proven to be able to predict phenomena that classical ther-
modynamics is unable to describe accurately (shock waves
and shock structures, light scattering, dispersion of sound,
etc.)[45, 46]. Its peculiarity (from which the name also de-
rives) consists in extending the number of field variables con-
sidered independent, adding to the usual mass density, mo-
mentum and equilibrium pressure (or temperature) also the
heat flux, the dynamic pressure etc. It is therefore natural to
ask whether a RET theory is able to predict further phenomena
inside the bubble and whether these phenomena give signifi-
cant effects or can be observable indirectly in an experiment.

As already mentioned, in [44] we investigated whether the
dynamic pressure could influence the behaviour of the gas
bubble immersed in a liquid and subjected to a periodic forc-
ing, showing that on very short time scales a high bulk vis-
cosity can have a stabilizing effect, reducing the possibility
of shock wave formation. In [44] we have also observed that
the deviatoric part of the stress tensor is usually negligible.

For this reason, in what follows we will neglect the effect of
deviatoric part of the stress tensor and shear viscosity. The
balance laws that we will employ for the gas dynamics are
therefore obtained from the 14-moment RET for a polyatomic
gas, imposing the deviatoric part of the stress tensor to be zero.
They will be compared with other sets of equations known in
the literature, in the case of a gas with a high bulk viscos-
ity. We will then proceed to the construction of the homo-
baric model. In fact, the idea that the gas pressure is spatially
homogeneous is commonly accepted by the scientific com-
munity [2, 7, 9, 10, 24, 47], at least when there is no violent
shrinkage[8, 48].

Moreover, the equations will be further simplified to obtain
a system of easily treatable ODEs in the case of long time
numerical integrations.

In this regard, it should be recalled that a RET description
of the bubble gas provides for the presence of different time
scales associated with the inverse of the angular frequency,
ω , of the acoustic forcing, with the time taken by a signal to
move from the centre to the boundary of the bubble, with the
relaxation times of heat flux and dynamic pressure. It will
be precisely the different ratios between these time scales that
give rise to peculiar effects and decide which are the most
relevant aspects observable at a macroscopic level.

The article is structured as follows. After the introduction
contained in section I, we move on to a brief presentation of
the physics of the problem and of the state of the art about
the bubble dynamics. Sections III and IV provide the main in-
formation on the RET theories and introduces the main ideas
of the model construction. The validity of the homobaric as-
sumption is tested in section V, where the concept of gener-
alized polytropic index is also introduced. This section in-
cludes a comparison between the results obtained from the
RET model and what is already known in the literature. In
section VI, the homobaric model is derived, tested and vali-
dated. Section VII contains the preliminary numerical results
also on long integration times, obtained thanks to a further hy-
pothesis on the polynomial trend of temperature and heat flux.
Finally, the conclusions can be found in the last section.

II. THE BEHAVIOUR OF A GAS BUBBLE IN A LIQUID

A gas bubble in a liquid is among the simplest examples
of multiphase systems. It is usually generated by mechanical,
optical or acoustic devices. The bubble can be an ephemeral
entity that dissolves in a very short time, as in the case of un-
stable bubbles due to their too small or too large size. Under
appropriate physical conditions, however, it is also possible to
obtain bubbles that remain suspended in an acoustic trap[49]
for very long intervals (compared to the time scales involved)
and that can be studied by high speed imaging and acoustical
techniques [8, 9]. Frequently the scenario that presents itself
is not that of a single or isolated bubble, but of a multi-bubble
fluid. However, it is important to start from the study of the
single bubble, seen as a very simple but complete prototype.
The presence of a periodic acoustic signal gives rise to a peri-
odic pressure wave in the liquid associated with cavitation and
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oscillation of existing bubbles. Being able to model with de-
tail and precision all the phenomena associated with this type
of effect is a very important but complicated challenge, for the
reasons we have already listed in the introduction.

Depending on the environment in which they are sus-
pended, the technique with which they were generated and
the stresses to which they are subjected, bubbles can take
very different shapes. Of all the shapes, the spherical one is
the most stable and studied, given the mathematical simplic-
ity with which it is possible to represent it. In that case, in
fact, it is sufficient to predict the behaviour of the radius as
time varies to have a complete picture of the bubble dynam-
ics. Over the decades, many models have been introduced and
improved in order to understand and mathematically describe
all the peculiar effects associated with bubbles.

A first model, commonly called Rayleigh-Plesset equation,
was introduced by Rayleigh[1] and then improved by Plesset
[19, 50]: we write it (neglecting the vapour effect) as

RR̈+
3
2

Ṙ2 =
1

ρL

[
pg(R, t)− p0 − pa(t)−

2σL

R
− 4µLṘ

R

]
,

(1)
if ρL denotes the liquid mass density, p0 the ambient pressure,
pg(r, t) the pressure of the gas inside the bubble depending on
the radial coordinate r, pa(t) represents the acoustic driving
pressure (for example pa = Pa0 sin(ωt)), while σL and µL in-
dicate respectively the surface tension and the liquid viscosity.
In this case the liquid is assumed to be incompressible.

A few years later, Gilmore[51] proposed a new equation for
R that takes into account the sound radiation of the bubbles in
the liquid. In the 1980s Keller and Miksis[20] incorporated
in the model both the effects analysed by Gilmore and a de-
lay. This last equation is not simple to handle and it is of-
ten linearized with respect to the parameter 1/cL (where cL is
the sound speed of the liquid) giving rise to the expression
that from now on we will call approximated Keller Miksis
equation[9]:(

1− Ṙ
cL

)
RR̈+

3
2

(
1− Ṙ

3cL

)
Ṙ2 =

=

(
1+

Ṙ
cL

)
1

ρL
pl +

R
ρLcL

d pl

dt
,

with pl =

[
pg(R, t)− p0 − pa(t)−

2σL

R
− 4µLṘ

R

]
.

(2)

Since then other equations have been proposed, among them
we mention for example the model[2] of the 90s up to the very
recent work in [52].

In what follows we will focus on (1) and (2). These are
ordinary differential equations that show the same mathemat-
ical structure as a damped and forced nonlinear oscillator,
and therefore they also present the same phenomena: small
amplitude oscillations, transients, asymptotic solutions, res-
onances, highly non-linear behaviours, deterministic chaos
[3, 9, 21, 23]. In particular, given the non-linearity, it will not
be possible to determine analytical solutions for these ODEs,
unless the bubble is a gas-free cavity. In this regard, as already
announced in the introduction, one faces the problem of clos-
ing equation (1) or (2), since knowledge of the gas pressure is

required in order to proceed with the integration. To obtain a
simple model, pg can be assigned as a power of R or the sys-
tem that rules the gas dynamics can be coupled to the law for
the radius.

To carry out explicit calculations in the next sections we
will always assume that the liquid around the bubble is water.
For convenience we recall here the main physical parameters
of H2O at room temperature required by the models (including
thermal conductivity kL):

ρL = 103 Kg/m3, cL = 1481 m/s, σL = 0.0728 N,

µL = 10−3 Pa s, kL = 0.598 W/(K m), p0 = 105 Pa;
(3)

we will prescribe the same values at 300 K temperature as
well.

III. A QUICK LOOK TO THE THEORIES OF RATIONAL
EXTENDED THERMODYNAMICS

As already mentioned, RET was introduced by Müller,
Ruggeri and others [45] with the aim of describing non-
equilibrium physical phenomena through a system of balance
laws that can be written in hyperbolic symmetric form with
convex entropy. The hyperbolic nature of the equations al-
lows to overcome the age-old paradox of infinite speed typi-
cal of parabolic systems[45] and turns out to be particularly
useful in the case of very rapid changes or in the presence
of multiple time scales. More than 10 years ago, the theory,
first introduced for monatomic gases, was developed for poly-
atomic ones, by Arima, Taniguchi, Ruggeri and Sugiyama
[46, 53]. To write the equations of a RET theory different
approaches may be followed: one can either work at a phe-
nomenological level by requiring the validity of the funda-
mental principles (Galilean invariance, entropy etc.)[45, 53],
or derive the equations from the Boltzmann equation through
the method of moments[45, 46], constructing infinite hierar-
chies of moments which are then truncated and closed. In the
case of a polyatomic gas the number of hierarchies must be at
least two[46, 54] and the distribution function f = f (t,z,c, I),
which appears as unknown in Boltzmann equation, must nec-
essarily take into account a scalar variable I that represents the
internal molecular modes. In addition, f depends on the usual
variables: microscopic velocity c = (c1,c2,c3), time t and
Cartesian spatial coordinates z=(z1,z2,z3)[55]. The densities
(F and G) and the fluxes (Fl and Gl) of the two hierarchies[46]
are defined respectively in following way

F = (F,Fs1 ,Fs1s2 ,Fs1s2s3 ,Fs1s2s3s4 , . . .)
T ,

Fl = (Fl ,Fls1 ,Fls1s2 ,Fls1s2s3 ,Fls1s2s3s4 , . . .)
T ,

Gss = (Gss,Gsss1 ,Gsss1s2 ,Gsss1s2s3 ,Gsss1s2s3s4 , . . .)
T ,

Gl
ss = (Glss,Glsss1 ,Glsss1s2 ,Glsss1s2s3 ,Glsss1s2s3s4 , . . .)

T ,

if all the integer indexes l, s and sk with k ∈ N\{0} vary from
1 to 3 and the convention holds that a repeated index is as-
sumed to be summed on all the values it can take on. The
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moments are in turn defined starting from the integration of
the distribution function as (n,k ∈ N\{0})

F = m
∫∫∫

R3

∫
∞

0
f ϕ(I)dIdc,

Fs1s2...sn = m
∫∫∫

R3

∫
∞

0
f cs1cs2 . . .csnϕ(I)dIdc,

Gss = m
∫∫∫

R3

∫
∞

0
f
(
c2 +2I/m

)
ϕ(I)dIdc,

Gsss1s2...sk = m
∫∫∫

R3

∫
∞

0
f (c2 +2I/m)cs1cs2 . . .csk ϕ(I)dIdc,

where m is the molecular mass of the gas, ϕ(I) denotes the
weighting measure which is fixed based on the equilibrium
caloric equation of state of the polyatomic gas. Thus, the
structure of the two infinite hierarchies deduced from the
Boltzmann equation can be summarized as[46]

∂tF+∂zl F
l = P, ∂tGss +∂zl G

l
ss = Q,

if ∂t = ∂/∂ t and ∂zl = ∂/∂ zl . Moreover, P and Q are the
production terms of the balance laws deduced from the colli-
sional terms of the Boltzamnn equation through the moment
method, so that

P = (0,0s1 ,Ps1s2 ,Ps1s2s3 , . . .)
T

Q = (0,Qsss1 ,Qsss1s2 ,Qsss1s2s3 , . . .)
T ,

where the vanishing components correspond to the conserva-
tion laws of mass, momentum and energy.

By truncating the hierarchies at a fixed number of moments,
the problem of how to express the last flux and the production
terms as a function of the independent field variables arises.
For this purpose, the Maximum Entropy Principle is com-
monly used[45, 46]. One of the most well-known and used
polyatomic gas models for applications is the 14 moment one,
usually indicated as ET14,P (where the subscript P indicates
the fact that the gas is polyatomic)[46, 53]. In this case the
14 independent field variables include the mass density of the
gas ρ , the macroscopic velocity v, the equilibrium pressure
p, the dynamic pressure Π, the deviatoric part of the stress
tensor σ⟨i j⟩ (i, j = 1,2,3) and the heat flux q = (q1,q2,q3).
The theory is obtained by truncating F = (F,Fs1 ,Fs1s2) and
Gss = (Gss,Gsss1). Thanks to the Maximum Entropy Princi-
ple, one deduces a system of equations in perfect agreement
with that obtained on a phenomenological level[46]. It should
also be reminded that in the limit of a polyatomic gas that be-
comes monatomic the theory tends towards the well-known
Grad’s system of 13 equations[46].

For the sake of simplicity, from now on we will assume the
gas to be ideal and polytropic, that is to say

p =
kBρT

m
, e = cV T =

kBDT
2m

, (4)

where kB represents the Boltzmann constant, e indicates the
specific internal energy, cV denotes the specific heat at con-
stant volume, D is the number of molecular degrees of free-
dom of the gas (D = 3 in a monoatomic gas and D > 3

for a polyatomic one). In this case it was proven[46] that
ϕ(I) = I(D−5)/2. After several mathematical steps and some
additional assumptions to simplify the calculations and over-
come convergence problems[46], one obtains the 14-moment
system approximated in a neighbourhood of an equilibrium
state through an expansion in the non-equilibrium fields. In
the case of a linear expansion, the equations can be written in
Cartesian coordinates as[46]

∂tρ +∂zl (ρvl) = 0,
∂t(ρv j)+∂zl (ρvivl +(p+Π)δil −σ⟨il⟩) = 0,

∂t(ρv2 +2cV ρT )+∂zl [(ρv2vl +2(cV ρT + p+Π)vk−
−2σ⟨il⟩vl +2qk] = 0,

∂t(ρviv j +(p+Π)δi j −σ⟨i j⟩)+∂zl [ρviv jvl+

+(p+Π)(viδ jl + v jδil + vlδi j)−σ⟨i j⟩vl −σ⟨il⟩v j

−σ⟨ jl⟩vi +
2

D+2
(qiδ jl +q jδil +qlδi j)] =

=−
Πδi j

τΠ

+
σ⟨i j⟩
τσ

,

(5)

∂t(ρv2vi +2(cV ρT + p+Π)vi −2σ⟨il⟩vl +2qi)+

+∂zl [ρv2vivl +2cvρT vivl +(p+Π)(v2
δil +4vivl)−

−σ⟨il⟩v
2 −2σ⟨i j⟩vlv j −2σ⟨l j⟩viv j +

4
D+2

q jv jδil+

+
2(D+4)

D+2
(qivl +qlvi)+

p
ρ
((D+2)p+(D+4)Π)δil−

− p
ρ
(D+4)σ⟨il⟩] =−2qi

τq
−2
(

Πδil

τΠ

−
σ⟨il⟩
τσ

)
,

where the first three equations correspond to the conserva-
tion laws for mass, momentum and energy of a polytropic
ideal gas, while the remaining balance laws contain relax-
ations terms. The relaxation times τσ , τq and τΠ are asso-
ciated with non equilibrium variables: deviatoric part of the
stress tensor, dynamic pressure and heat flux. The set (5) turns
out to be of hyperbolic type at least in a region of the phase
space called hyperbolicity region, which contains the equilib-
rium state [56].

Since in this work the attention is focused on dynamic pres-
sure, it is useful here to recall its physical meaning and the role
it plays in the study of gas dynamics. As demonstrated with
a comparison between different kinetic approaches in[57], to
which we refer for more details, the onset of the dynamic pres-
sure can be roughly described in two equivalent ways: firstly,
it is linked to the energy exchange between the translational
and the internal degrees of freedom of the molecule in a non-
equilibrium state (hence the idea that it is not observable in
a monatomic gas, where internal modes are not present); sec-
ondly, the dynamic pressure can be expressed as the difference
of pressure between equilibrium and non-equilibrium states.

A quantity of this kind comes into play in the dynamics of
bubbles, thought of as devices that periodically restore non-
equilibrium conditions during oscillation without allowing a
complete relaxation of the system, at least for bubbles that are
not too large and for sufficiently small oscillation periods.
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As already repeated, in the case of RET the dynamic pres-
sure constitutes an independent field variable like pressure or
mass density, but already in the classical thermodynamics of
continuous media the stress tensor is usually decomposed into
the isotropic and the deviatoric part as

ti j =−(p+Π)δi j +σ⟨i j⟩, i, j = 1,2,3,

where δi j is the Kronecker symbol, p the equilibrium or ther-
modynamic pressure, while Π is precisely −1/3 of the trace
of the viscous tensor, σi j. The sum p+Π is commonly called
total pressure. Under the conditions of Navier-Stokes approx-
imation, it is possible to derive a constitutive relation for the
dynamic pressure[46, 57, 58], similar to that of σ⟨i j⟩, that is:

ΠNS =−µb
∂vl

∂ zl
,

which in the isothermal or adiabatic limit in spherical symme-
try gives Π =−3µbṘ/R, overestimating its contribution in the
case of high values of bulk viscosity[44].

IV. SIMPLIFIED EQUATIONS FOR A GAS BUBBLE
DEDUCED FROM RET

While on the one hand ET14,P equations constitute an ex-
cellent starting point to describe the aspects of gas dynamics
that we wish to investigate (heat flux and dynamic pressure
in particular), on the other hand they represent a complicated
set of balance laws if a bounded domain variable in time is
taken into account. In[44, 59] we have already highlighted
the advantages of using this model for very short time inter-
vals. However, the oscillating gas bubble scenario is much
more varied and complex and many phenomena require very
time-consuming integrations.

The first step towards reducing and simplifying the system
is to focus on the deviatoric part of the stress tensor. This
quantity is always neglected in bubble literature and is bound
to vanish in adiabatic conditions[44]. Even in the Navier-
Stokes approximation, it is clear that the deviatoric part of the
stress tensor is zero for a perfectly spherical symmetry and for
radial components of heat flux and velocity linear in the radial
coordinate r, but this is not true for Π. If, on the contrary, we
face a non-linear dependence of velocity and heat flux on r,
but the homobaricity conditions hold, the structure of ET14,P
implies that σ⟨i j⟩ is at least some orders of magnitude lower
than dynamic pressure and heat flux.

Therefore, from now on we will neglect in sytem (5) the
deviatoric part of the stress tensor and its corresponding equa-
tion. After deducing the homobaric model in section VI, it
would be possible to verify a posteriori the reasonableness of
this assumption, proving it to be correct within the range of
validity of the homobaric hypothesis.

Introducing the material derivative (d/dt = ∂t + v ·∇) and
assuming σ⟨i j⟩ to be negligible, the field equations (5) reduce

to

dρ

dt
+ρ∇ ·v = 0,

ρ
dv
dt

+∇(p+Π) = 0,

D
2

d p
dt

+

(
D+2

2
p+Π

)
∇ ·v+∇ ·q = 0,

dΠ

dt
+

(
2(D−3)

3D
p+

5D−6
3D

Π

)
∇ ·v+

+
4(D−3)

3D(D+2)
∇ ·q =− 1

τΠ

Π,

dq
dt

+
D+4
D+2

(q∇ ·v+q ·∇v)+
2

D+2
(∇⊗v)q−

− p
ρ

∇p+
p

2ρT
∇T +

p−Π

ρ
∇(p+Π) =− 1

τq
q.

(6)

Referring to[46, 53], the relaxation times are phenomenologi-
cally defined as

τΠ =
3Dµb

2(D−3)p
, τq =

2kgm
(D+2)kB p

, (7)

if µb and kg denotes the bulk viscosity and the heat conduc-
tivity of the gas. While kg has been widely studied in the
literature and there is complete agreement on its values, bulk
viscosity is currently little-studied with respect to shear vis-
cosity, µs[60]; moreover, very different values are reported
for the same substance and for the same physical conditions.
This fact is particularly true for gases like CO2. Let us recall,
for example, that for CO2 gas at room temperature the ratio
between the bulk and the shear viscosity (rµ = µb/µs) has
been the subject of extensive scientific discussion and values
ranging from about 1 to 4000 are reported in literature[29, 61–
63]. The reason behind these apparently surprising results is
the variety of experimental techniques employed, that is, in
particular, absorption and dispersion of sound waves (at MHz
frequencies) and Rayleigh-Brillouin scattering (at GHz fre-
quencies). In fact, for polyatomic gases, as CO2, the primary
cause of bulk viscosity is the finite rate of energy exchange
between translational and internal (rotational and vibrational)
degrees of freedoms. Since it is well known that the relax-
ation time of vibrational energy is much longer than that of
rotational energy (e.g. for CO2 one has 6×103 ns versus 0.30
ns) [64], when µb is measured at MHz frequencies both rota-
tional and vibrational degrees of freedom are active, while at
GHz frequencies only the rotational ones remain, given that
the vibrational degrees are frozen[65].

It is convenient to write the previous equations in spheri-
cal coordinates under the following two hypotheses: 1) all the
field variables depend only on the radial coordinate r (where,
as usual, r = 0 corresponds to the centre of the bubble) and not
on the angles, so that it is guaranteed that the shape remains
spherical as time varies; 2) the perfect radial symmetry im-
plies that heat flux and velocity have only a radial component.
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So, the system (6) reduces to

∂tρ +
1
r2 ∂r(r2

ρv) = 0,

∂tv+ v∂rv+
1
ρ

∂r(p+Π) = 0,

∂t p+
1
r2 ∂r(r2 pv)+

2
D
(p+Π)

1
r2 ∂r(r2v)+

2
D

1
r2 ∂r(r2q) = 0,

∂tΠ+
1
r2 ∂r(r2

Πv)+
2(D−3)(p+Π)

3Dr2 ∂r(r2v)+

+
4(D−3)

3D(D+2)r2 ∂r(r2q) =− Π

τΠ

,

∂tq+
1
r2 ∂r(r2qv)+

2q
(D+2)r2 ∂r(r2v)+

D+6
D+2

q∂rv+

+
p

ρT

[
(D+2)(p+Π)+2Π

2

]
∂rT − Π

ρ
∂r(p+Π)+

+
p
ρ

∂rΠ =− q
τq
,

(8)

where for the sake of brevity v and q from now on represent
the radial component of velocity and heat flux.

In the next sections, to present some particular cases and
construct exemplary figures, we will refer specifically to CO2
gas. We hereby indicate the main physical parameters[66] re-
quired by the simulations at T = 300 K:

m = 7×10−26 Kg, kg = 16.8×10−3 W/(K m),

µs = 15×10−6 Pa s, rµ ∈ [1,2000], D = 7.
(9)

Regarding the value assigned to the D parameter it should
be reminded that identifying the degrees of freedom of a gas
molecule could sometimes be a delicate matter. In fact, it is
necessary to consider the temperature dependence of the de-
grees of freedom [66, 67], especially with regard to vibrational
ones, that must be multiplied by two, since a vibrational mode
involves both potential and kinetic energy. In particular, for
CO2 at T = 300K one has the number of 6.83[66]. In a non-
polytropic gas model this value varies as temperatures vary.
Since we limit our analysis to a polytropic approximation of
the gas, we have chosen the integer value of D equal to 7, de-
ferring to subsequent studies a more realistic description of
the dependence of specific heats on temperature. CO2 gas is
also known to present peculiarities in the phenomena of cavi-
tation and sonoluminescence[68, 69], thus representing an ex-
cellent candidate for the in-depth study of the role of dynamic
pressure.

As already stated in the introduction, four different time
scales implicitly appear in this system of equations: the two
relaxation times τq e τΠ, the oscillation time of the bubble
radius proportional to tω = ω−1 and finally the propagation
time of a signal from the boundary to the centre of the bubble
at equilibrium, that is proportional to t0 = R0/

√
kBT0/m, if

T0 denotes the initial temperature of the gas and R0 the equi-
librium radius. To introduce dimensionless field variables it is
advisable to refer to the time scale associated with the acoustic

pressure, tω , and to the spatial scale given by R0, so that

t = ω
−1t̂, r = R0r̂, ρ = ρ0ρ̂, v = R0ω v̂,

T = T0T̂ , p = pE
g p̂, Π = pE

g Π̂, q = pE
g R0ω q̂,

(10)

if ρ0 is the initial mass density of the gas and pE
g = kBρ0T0/m

denotes the initial equilibrium total pressure (in the absence
of a driving pressure). Thus, equation (8)2 becomes

r2
t (∂t̂ v̂+ v̂∂r̂ v̂)+

1
ρ̂

∂r̂(p̂+ Π̂) = 0, if r2
t =

R2
0ω2ρ0

pE
g

, (11)

and it is clear that if the ratio r2
t = t2

0/t2
ω is sufficiently small,

the total pressure p + Π is approximately homogeneous in
space (homobaric assumption).

V. THE VALIDITY OF THE HOMOBARIC HYPOTHESIS
AND THE GENERALIZED POLYTROPIC INDEX

In this section the validity of the homobaric hypothesis for
equations (8) is further investigated in the framework of small
amplitude oscillations. Reference is made to the techniques
used in [23] by Prosperetti: our aim is to test the model and to
understand under which conditions the dynamic pressure has
to be taken into account.

Starting from the observation that the bubble radius equa-
tion corresponds in the first instance to the equation of a
damped and forced harmonic oscillator, it is natural to as-
sume that the asymptotic behavior of the field variables is
of the oscillatory type with a frequency equal to that of the
periodic forcing. Furthermore, from (1) and (2) it is clear
that the pressure inside the bubble at equilibrium must be
pE

g = p0 +2σL/R0 = p0(1+w) (see [23]). Thus, approximat-
ing the bubble radius as R = R0(1+X1) and the gas pressure
as pg = pE

g + p0 pg1(r, t), and referring to the complex repre-
sentation, equation (2) reduces to

R2
0Ẍ1 = (1+ i

ωR0

cL
)

1
ρL

[p0 pg1(R0, t)− p0ε
′eiωt+

+
2σL

R0
X1 −4µLẊ1],

(12)

where it is assumed that the acoustic forcing is Pa(t) =
p0ε ′ exp(iωt) and that |X1| ≪ 1, |Ẋ1| ≪ 1, |Ẍ1| ≪ 1. After a
suitable transient time the effect of the periodic driving will
prevail over the elastic force and the damping one, so that
Ẋ1 = iωX1, Ẍ1 =−ω2X1 and if α = p0/(R2

0ρL) it holds

X1 = α
pg1 − ε ′eiωt

∆
,

∆ =−ω
2(1+ i

ωR0

cL
)−1 +4i

µLω

R2
0ρL

− 2σL

R3
0ρL

.
(13)

In correspondence with small bubble oscillations in the neigh-
bourhood of the equilibrium position R = R0, small oscilla-
tions of all the field variables will also be observed. In this
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way, for quantities that do not vanish at equilibrium, we can
write the following linearization

p = p0(1+w+ p1), ρ = ρ0(1+ρ1),

T = T0(1+T1), TL = T0(1+θL),
(14)

where TL denotes the temperature of the liquid. Furthermore,
for quantities that are zero at equilibrium we introduce the
following dimensionless variables

Π = p0Π1, v = p0V1/(ωR0ρ0), q = p2
0Q1/(ωR0ρ0).

(15)
According to what has already been observed, to these as-
sumptions the following hypothesis is added

∂tρ1 = iωρ1, ∂tT1 = iωT1, ∂tθL = iωθL,

∂tΠ1 = iωΠ1, ∂tV1 = iωV1, ∂tQ1 = iωQ1.
(16)

Equations (8) are then approximated as

iωρ1 +
p0

ωR0ρ0

1
r2 ∂r(r2V1) = 0,

iV1 +R0∂r(p1 +Π1) = 0,

iω p1 +
p0(1+w)(D+2)

DωR0ρ0r2 ∂r(r2V1)+

+
2p0

DωR0ρ0

1
r2 ∂r(r2Q1) = 0,

iωΠ1 +
2(D−3)p0(1+w)

3DωR0ρ0r2 ∂r(r2V1)+

+
4(D−3)p0

3D(D+2)ωR0ρ0r2 ∂r(r2Q1) =−Π1

τΠ

,

iQ1 +
(D+2)(1+w)2R0

2
∂rT1+

(1+w)R0∂rΠ1 =− Q1

ωτq
.

(17)

System (17) is coupled to the spherical coordinate equation
for the liquid temperature in the Fourier approximation. If qL
denotes the heat flux in the liquid in the radial direction, we
have

∂tθL =− kL

ρLcv,L

1
r2 ∂r

(
r2

∂rθL
)
, qL =−kLT0∂rθL, (18)

where kL is the thermal conductivity of the liquid and cv,L
its specific heat at constant volume. In the presence of dy-
namic pressure, it must hold that pg = p+Π and therefore
pg1 = p1 +Π1. Furthermore, the ideality of the gas, implies
the linear relationship T1 = −ρ1 + p1/(1+w). After several

calculations one gets that

ρ1 =− p0

ω2ρ0

1
r2 ∂r

(
r2

∂r pg1
)
, V1 = iR0∂r pg1,

Π1 =
2(D−3)

5D−3i(D+2)τ̂−1
Π

pg1 = JΠ pg1,

Q1 =
i(D+2)p0R0(1+w)2(2∂ 2

rr pg1 + r∂ 3
rrr pg1)

2ω2(1− iτ̂−1
q )ρ0r

−

−
i(D+2)R0(1+w)(−ω2r2ρ0 +2p0(1+w))∂r pg1

2ω2(1− iτ̂−1
q )r2ρ0

−

− iDR0(1+w)∂rΠ1

2(1− iτ̂−1
q )

(19)

if τ̂Π = τΠω and τ̂q = τqω . Making a change of variables
(y = r/R0), the equation for the total pressure, becomes

∂
4
yyyy(ypg1)+a2∂

2
yy(ypg1)+a0(ypg1) = 0,

a0 =
3D(i+ τ̂

−1
Π

)(1− iτ̂−1
q )r4

t

(5iD+3τ̂
−1
Π

(D+2))
,

a2 =
−JΠDr2

t

(D+2)
+(2− iτ̂−1

q )r2
t .

(20)

Although there are differences in the coefficients, the structure
of this equation remains the same as that obtained with the
NSF approximations [23].

The following usual boundary conditions are then required:

V1|r=0 = 0, v|r=R0 = Ẋ1R0, (T1 −θL)|r=R0 = 0,

θL|r=∞ = 0,
(

p2
0Q1

ωR0ρ0
− kLT0∂rθL

)∣∣∣
r=R0

= 0.
(21)

Excluding the presence of singularities in the function pg1(r, t)
for r → 0 and in that of θL for r → ∞, we obtain the explicit
solution of the previous equations which presents the same
structure as in the case of NSF model:

pg1 = ε
′eiωt

[
B1

sinh(β1y)
ysinh(β1)

+B2
sinh(β2y)
ysinh(β2)

]
,

θL = ε
′ B3e−β3(y−1)+iωt

y(1+w)
,

with β1,2 =
1
2
(−a2 ± (a2

2 −4a0)
1/2)1/2,

β3 = (1+ i)
(

ωR2
0ρLcv,L

2kL

)1/2

.

(22)

Constant quantities Bk (k = 1,2,3) are determined using the
remaining boundary conditions. In this way one obtains that

B1 =−α(1+w)[(1− JΠ)r2
t k̄L +β 2

2 k̄L − (1+w)W2]

HB

B2 =
α(1+w)[(1− JΠ)r2

t k̄L +β 2
1 k̄L − (1+w)W1]

HB
,

B3 =
2

∑
j=1

B j
(
1− JΠ + r−2

t β
2
j
)
,

(23)
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where for j = 1,2

k̄L = (β3 +1)r−2
t

kLωρ0T0

p2
0

, λ j = β j cothβ j −1,

Wj =
λ j(1+w)((DJΠ −2−D)−β 2

j (D+2)r−2
t )

2(i+ τ̂
−1
q )

,

HB = α(1+w)[(β 2
1 −β

2
2 )k̄L − (1+w)(W1 −W2)]+

+∆[−(β 2
1 λ2 −β

2
2 λ1)k̄Lr−2

t +

+(λ1 −λ2)k̄L(1− JΠ)− r−2
t (1+w)(λ1W2 −λ2W1)].

(24)

The validity of the homobaricity hypothesis implies that |β j|
is sufficiently "small" and this is possible if |a2| ≪ 1, this re-
quirement is compatible with the already mentioned r2

t < 1
condition. In many situations the behaviour of the gas pres-
sure on the bubble’s boundary is described in a simplified way
as the sum of two terms: a contribution that is inversely pro-
portional to a power of the radius R(t) through an exponent
that we could call generalized polytropic index, κ∗, and an
additional contribution of an effective viscosity so that

pg = p0(1+w)
(

R0

R(t)

)3κ∗

−4µ∗
Ṙ

R(t)
. (25)

This approach, already described in the introduction, has the
advantage of decoupling the Keller Miksis or the Rayleigh
Plesset equation from the PDE system for the gas dynamics.
By linearizing the previous relationship for small oscillations
it must then hold

pg1(R0, t)≃−3κ∗p0(1+w)X1 −4iµ∗ωX1, (26)

and it is easily deduced that

κ∗ =− 1
3(1+w)

ℜ

(
∆(B1 +B2)

α(B1 +B2 −1)

)
, (27)

where the symbol ℜ denotes the real part. Note that κ∗
also takes into account the presence of dynamic pressure:
that is why we use the adjective "generalized". However,
for a monatomic gas (D = 3), JΠ vanishes (see (19)) and κ∗
is reduced to the polytropic index κ commonly used in the
literature[7–9, 24].

Figures 1-3 present a comparison between the polytropic
index, κ , determined from the NFS equations[23] (ignoring
the dynamic pressure or assuming rµ to be small) and the gen-
eralized polytropic index, κ∗ (calculated here for large values
of µb).

The behaviour of the two indexes is analysed in Figure 1 as
the number of the molecular degrees of freedom of the poly-
tropic gas varies, for assigned ω = 107 Hz and by setting the
physical constants of the gas equal to those of CO2 (9) and
the liquid parameters coincident with (3). As we have already
observed in Section IV, the value of D for a CO2 gas molecule
is close to 7 at 300 K. In this first figure we have considered
other plausible values for a polyatomic gas, just to explore the
role that D plays on the polytropic index. However, in the fol-
lowing figures D = 7 will be prescribed instead. In Figure 2

10-6 10-4 10-2 100
0.9
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1.2
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1.4

1.5

1.6

FIG. 1. κ∗ and κ compared for different values of the molecular
degrees of freedom D.
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FIG. 2. κ∗ and κ compared for different values of the sound angular
frequency ω when D = 7.

differences between κ and κ∗ are observable when different
values of ω are assigned. Finally, Figure 3 studies the role of
the equilibrium radius, keeping the physical characteristics of
gas and liquid unchanged.

VI. A HOMOBARIC MODEL DEDUCED FROM THE
RATIONAL EXTENDED THERMODYNAMICS THEORY

To simplify the PDE system (8) coupled with the bubble
radius ODE, it is natural to exploit the homobaric hypothesis,
following a procedure employed for the Navier Stokes Fourier
model without Π, see for example [24]. From the previous
section it is also clear that in the range of validity of that hy-
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FIG. 3. κ∗ and κ compared for different values of the equilibrium
radius R0 when D = 7.

pothesis for the total pressure it is correct to consider both the
equilibrium pressure and the dynamic one individually homo-
geneous in space (see equations (19)). By assuming the pres-
ence of spherical symmetry, integrating the energy equation
(6)3 on a sphere and taking advantage of the divergence theo-
rem, we obtain

Dr
6

ṗ+
(

D+2
2

p+Π

)
v+q = 0, (28)

from which it follows that

v =
2

(D+2)p+2Π

[
−Dr

6
ṗ−q

]
, (29)

if ∂r p = 0 and ṗ = d p/dt. Moreover, when the sphere coin-
cides with the bubble (i.e. r = R), one gets the following ODE
(v|R = Ṙ)

ṗ =
6

DR

[
−
(

D+2
2

p+Π

)
Ṙ−q|R

]
. (30)

Through the same steps performed on the balance law of Π,
by integrating it on a sphere coincident with the bubble (r=R)
we obtain

Π̇+
4(D−3)

D(D+2)R
q|R +

2(D−3)p+(5D−6)Π
D

Ṙ
R
=− Π

τΠ

.

(31)
By considering (29) and the equations for energy and heat
flux in spherical coordinates (8)4,5, exploiting the ideality
of the gas and the homobaric hypothesis for which T ∂rρ +
ρ∂rT = 0, and finally introducing the usual change of vari-
ables (t,r) → (t,x) with x = r/R[24, 44], the following two

hyperbolic PDEs can be deduced:

∂tT −2
q−q|Rx

((D+2)p+2Π)R
∂xT +

2T
((D+2)p+2Π)R

∂xq =

=−6T (p+Π)Ṙ
DRp

− 4T (Dpq+3(p+Π)q|Rx)
Dp((D+2)p+2Π)Rx

,

∂tq+
p((D+2)p+(D+4)Π)

2RρT
∂xT+

+
2(−3(D+4)q+(D+2)q|Rx)
(D+2)((D+2)p+2Π)R

∂xq =

=
4q((D+4)q− (2D+9)q|Rx)
(D+2)((D+2)p+2Π)Rx

− q
τq

− 2(2D+9)Ṙq
(D+2)R

.

(32)

For the sake of simplicity, in the last equations all the terms
proportional to q2, qq|R, q|R∂xq and q∂xq can be neglected:
they turn out to be of a lower order of magnitude with respect
to the remaining terms, as we have verified comparing the re-
sults obtained with and without such quadratic terms. The
conservation law for the mass of the gas can be replaced, as in
[24], by the equivalent integral condition:

M0 =
∫∫∫

B
ρdV =

4πR3 p
kB

∫ 1

0
x2T−1dx, (33)

if M0 = 4πR3
0 p0/(3kBT0) denotes the initial gas total mass in-

side the bubble B. In this work we assume the conservation of
mass inside the bubble, postponing the question of the possi-
ble exchange of matter between the bubble and the surround-
ing liquid to subsequent studies.

A. Small amplitude oscillations

To make a first comparison between the simplified model
and equations (8), we start from the hypothesis of small ampli-
tude oscillations and follow the procedure already illustrated
in Section V. The aim is to determine the range of validity
of these new equations. Referring to (13), (14) and (15), the
previous equations are linearized under the assumption of an
asymptotic behaviour in time, so that they reduce to (due to
previous assumptions x ≃ y = r/R0)

p1 +
3(D+2)(1+w)

D
X1 −

6ir−2
t

D(1+w)
Q1|R = 0,

Π1 +
2(D−3)(1+w)

D
X1 −

4i(D−3)r−2
t

D(D+2)(1+w)
Q1|R = i

Π1

ωτΠ

,

T1 −
2p1

(D+2)(1+w)
− 2ir−2

t

(D+2)(1+w)2 ∂xQ1 =

=
4ir−2

t Q1

(D+2)(1+w)2x
,

Q1 −
i(D+2)(1+w)2

2
∂xT1 =

iQ1

ωτq
.

(34)
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Obtaining p1, Π1 and Q1 from (34)1,2,4 and substituting them
into the third relation, one gets

∂
2
yy(yT1)+(1− iτ̂−1

q )r2
t (yT1)+

2i(i+ τ̂−1
q )r2

t p1y
(D+2)(1+w)

= 0, (35)

whose solution (always focusing on the asymptotic behaviour
and imposing that limy→0 Q1(y) = 0) is

T1 =

[
2p1

(D+2)(1+w)
+C1

sinh(β4y)
ysinhβ4

]
,

β4 = rt

√
−1+ iτ̂−1

q .

(36)

The approximated equations (30), (31) and (32) were ob-
tained, requiring that the gas velocity at the boundary (r = R)
coincide with Ṙ. Thus, in order to determine C1, one has to
consider the remaining conditions regarding temperature and
heat flux at the interface gas-liquid (21). To this aim we refer
to the model for TL and qL presented in (18) and the integra-
tion constants C1 and B3 turn out to be

C1 =−
4(i+ τ̂−1

q )k̄L p1

(D+2)(1+w)(2(i+ τ̂
−1
q )k̄L +(D+2)λ4r−2

t (1+w)2)
,

B3 =C1(1+w)+
2p1

D+2
,

Q1|R =W4 p1(1+w), λ4 = β4 cothβ4 −1

W4 =
2k̄Lλ4

2(i+ τ̂
−1
q )k̄L +(D+2)λ4r−2

t (1+w)2
,

p1 =−3(D+2)(1+w)X1

D−6ir−2
t W4

, Π1 =
2i(D−3)

3(i+ τ̂
−1
Π

)(D+2)
p1.

(37)

In this way the generalized polytropic index for this homo-
baric simplified model turns out to be

κ
h
∗ ≃−ℜ

(
p1 +Π1

3(1+w)X1

)
= ℜ

(
5iD+3τ̂

−1
Π

(D+2)
3(i+ τ̂

−1
Π

)(D−6ir−2
t W4)

)
.

(38)
We remark that alternatively it would be reasonable to impose
a simplified condition regarding the interface: if the liquid
around the bubble is imagined as an infinite reservoir, the tem-
perature at r = R could be prescribed to be constantly equal to
T0. Ignoring, therefore, the relations for temperature and heat
flux of the liquid, we could impose that T (y = 1) = T0, i.e.
that in the regime of small oscillations T1(y = 1) = 0. Repeat-
ing all the calculations, we would obtain an expression for the
generalized index κ̄h

∗ formally identical to (38), but instead of
W4 we should insert W̄4 = λ4/(i+ τ̂−1

q ).
In Figures 4 and 5 the behaviour of κh

∗ is shown as the sound
angular frequency varies for a fixed equilibrium bubble radius
or as R0 varies for an assigned angular frequency. Two very
different values of the viscosity ratio are examined for a CO2
gas (9) and water liquid (3) at 300 K temperature. Note that
for rµ equal to 1 the effect of the bulk viscosity is completely
negligible and the results are in full agreement with the homo-
baric classical model[24]). In Fig. 4 (where R0 = 100 µm) it
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FIG. 4. The behaviour of κh
∗ as a function of ω when R0 is fixed to

be 100 µm, the bubble is filled with CO2 and immersed in water.
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FIG. 5. The behaviour of κh
∗ as a function of R0 when ω = 107 Hz,

the bubble is filled with CO2 and immersed in water.

can be seen how small values of the oscillation frequency cor-
respond to the same isothermal behaviour, regardless of the
value of µb, but as the frequency increases marked differences
become visible, and κh

∗ tends to its adiabatic asymptotic value.
As we will show in the next sections, this asymptotic value
corresponds to γ for "small" rµ while it tends to 5/3 when
rµ ≫ 1. Similar considerations hold in the case of Figure 5
(where ω = 107 Hz), however for high acoustic frequency,
even in an isothermal regime, bulk viscosity could make a dif-
ference in bubble dynamics.

Unfortunately, by testing the validity of the homobaric hy-
pothesis it is easily verified that the adiabatic values of the
polytropic index are usually not compatible with condition
r2

t ≪ 1. Figures 6-11 present the behaviour of κh
∗ as a func-
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FIG. 6. A comparison between κ∗(dotted line) e κh
∗ (continuous line)

as functions of r2
t , when R0 = 100 µm and different values of rµ are

taken into account.
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FIG. 7. A comparison between κ∗(dotted line) e κh
∗ (continuous line)

as functions of r2
t , when R0 = 10 µm and different values of rµ are

taken into account.

tion of r2
t for CO2 gas (9), varying the oscillation period for

fixed R0 (Fig. 6, 7, 8) or the equilibrium radius for a pre-
scribed acoustic angular frequency (Fig. 9, 10, 11). A com-
parison between κ∗ (dotted line) and κh

∗ (continuous line) is
also proposed. When r2

t > 1, that is to say when the homo-
baric hypothesis fails, the behaviour of κ∗ suddenly changes,
decreasing rapidly, in contrast to the polytropic index associ-
ated with the homobaric model, which continues to grow tend-
ing to its asymptotic value. In each figure the effect of the bulk
viscosity (or equivalently of τΠ) is analysed: it turns out that
differences in the generalized polytropic index for different
values of µb grow when the oscillation frequencies increase,
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FIG. 8. A comparison between κ∗(dotted line) e κh
∗ (continuous line)

as functions of r2
t , when R0 = 1 µm and different values of rµ are

taken into account.

FIG. 9. A comparison between κ∗(dotted line) e κh
∗ (continuous line)

as functions of r2
t , when ω = 106 Hz and different values of rµ are

taken into account.

becoming significantly relevant. We also stress that a compar-
ison is possible with what was obtained by Prosperetti[23, 24]
for the NSF model, omitting the contribution of the dynamic
pressure. In the figures the polytropic indexes obtained in
[23, 24] coincide qualitatively with the behaviour of κ∗ or κh

∗
corresponding to the lowest value of rµ . Finally, we remark
that if the heat flux equation (32)2 is replaced by the Fourier
relation the same results are obtained, at least at the plot pre-
cision.



12

10-6 10-4 10-2 100
0.9

1

1.1

1.2

1.3

1.4

1.5

1.6

1.7

FIG. 10. A comparison between κ∗(dotted line) e κh
∗ (continuous

line) as functions of r2
t , when ω = 107 Hz and different values of rµ

are taken into account.
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FIG. 11. A comparison between κ∗(dotted line) e κh
∗ (continuous

line) as functions of r2
t , when ω = 108 Hz and different values of rµ

are taken into account.

B. Dimensionless homobaric equations

The previous model can be rewritten using the dimension-
less variables introduced in (10). After making the behaviour
of the relaxation times, which we will express as τq = τ̃q p/pE

g
and τΠ = τ̃Π p/pE

g , more realistic, the homobaric equations are

simplified as

p̂′ =
6

DR̂

[
−
(
(D+2)

2
p̂+ Π̂

)
R̂′− q̂R

]
,

Π̂
′ =−2(D−3)p̂+(5D−6)Π̂

DR̂
R̂′− 4(D−3)

D(D+2)R̂
q̂R −

Π̂ p̂
τ̄Π

,[
(D+2)p̂+2Π̂

2T̂

](
∂t̂ T̂ +

v̂− xR̂′

R̂
∂xT̂
)
−

−
(

1+
Π̂

p̂

)
p̂′+

1
R̂

∂xq̂ =−2q̂
R̂x

,

∂t̂ q̂+ r−2
t

(D+2)p̂+(D+4)Π̂
2R̂

∂xT̂ =− q̂ p̂
τ̄q

− 2(2D+9)q̂R̂′

(D+2)R̂
,

v̂− R̂′x =−2
q̂− q̂Rx

(D+2)p̂+2Π̂
,

(39)

where the following notation is introduced: p̂′ = d p̂/dt̂, Π̂′ =
dΠ̂/dt̂, R̂′ = dR̂/dt̂, τ̄q = ωτ̃q, τ̄Π = ωτ̃Π. We stress that
the last equation contains the quantity r−2

t ≫ 1. Hence, in
many approximations we will reduce the heat flux equation to
Fourier’s, neglecting the remaining terms.

It is usefull to rewrite the approximated Keller Miksis equa-
tion (2) in dimensionless form:(

1− R̂′

ĉL
+

4µ̂Lr−2
t

ρ̂LĉLR̂

)
R̂R̂′′+

3
2

(
1− R̂′

3ĉL
− 8µ̂Lr−2

t

3ρ̂LĉLR̂

)
R̂′2 =

=

(
1+

R̂′

ĉL

)
r−2

t

ρ̂L
p̂l +

r−2
t R̂

ρ̂LĉL

(
p̂′g − p̂′a +

2σ̂LR̂′

R̂2

)
,

(40)

where

p̂l =
pl

PE
g
, p̂a =

pa

PE
g
, ρ̂L =

ρL

ρ0
, σ̂L =

σL

PE
g R0

, µ̂L =
µLω

PE
g

;

(41)

while, referring to the same dimensionless quantities, the
Rayleigh Plesset equation (1) becomes (if p̂0 = p0/PE

g )

R̂R̂′′+
3
2

R̂′2 =
r−2

t

ρ̂L

[
p̂g − p̂0 − p̂a −

2σ̂L

R̂
− 4µ̂LR̂′

R̂

]
. (42)

C. Isothermal regime

The isothermal regime is characterized by the hypothesis
that r−2

t τ̄q = ε−1 ≫ 1. Under this condition, two extreme
cases can occur for which it is simple to approximate equa-
tions (39): in case 1 τ̄Π = ε ≪ 1 (this case is very close
to what is already known in the literature), while in case 2
τ̄Π ≃ ε−1 ≫ 1. Let us therefore introduce a Taylor series ex-
pansion of the field variables in the parameter ε

p̂ = p̂(0)+ ε p̂(1)+O(ε2), Π̂ = Π̂(0)+ εΠ̂(1)+O(ε2),

T̂ = p̂(0)+ εT̂(1)+O(ε2), q̂ = q̂(0)+ ε q̂(1)+O(ε2),

v̂ = v̂(0)+ ε v̂(1)+O(ε2).

(43)
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1. Case 1

In case 1, the approximation of (39) at zeroth order gives
the following relations:

T̂(0) = 1, p̂(0) = R̂−3, Π̂(0) = 0,

q̂(0) =−R̂′R̂−3x, v̂(0) = R̂′x,
(44)

in complete agreement with what is known in the
literature[24]. At the next order of the Taylor expansion, how-
ever, differences can observed due to the presence of the dy-
namic pressure:

T̂(1) =
R̂′

(D+2)R̂2
(x2 −1), p̂(1) =− 2R̂′

5(D+2)R̂5
,

Π̂(1) =−2(D−3)
(D+2)

R̂′

R̂
, v̂(1) =− R̂′′R̂−2R̂′2

10R̂5
(x3 − x),

q̂(1) =−x3(R̂′′R̂−2R̂′2)

10R̂5
+

+
x((5D+6)R̂′′R̂+10(6(D−3)R̂4 −D)R̂′2)

30(D+2)R̂5
.

(45)

2. Case 2

Assuming that the relaxation time of the dynamic pressure
is larger than the oscillation period of the bubble, the Taylor
series expansion predicts a different behaviour of the total gas
pressure already at zeroth order:

T̂(0) = 1, p̂(0) = R̂−3, Π̂(0) = R̂− 5D
D+2 − R̂−3,

q̂(0) =−R̂′R̂− 5D
D+2 x, v̂(0) = R̂′x.

(46)

Hence, the total pressure of the gas, even for a constant
temperature inside the bubble, is supposed to depend on the
parameter D, and more precisely, on the ratio of the spe-
cific heats: p(0) + Π(0) = R̂−5/γ . Consequently, in isother-
mal regime, if the Rayleigh Plesset or the Keller Miksis equa-
tions are used in closed form, different behaviours can be ex-
pected depending on the ratio of the specific heats γ and on
the small/large value of µb. See, for example, Figure 12 that
shows the behaviour of R in case 1 and case 2 for different
values of D, if T0 = 300 K, CO2 is the gas (9) and H2O is the
liquid around the bubble (3), Pa0 = 105 Pa and the angular fre-
quency of the acoustic pressure is ω = 106 Hz. The results are
obtained referring to the approximated Keller Miksis equation
and inserting the sum of equilibrium and dynamic pressure at
zeroth order (pg = p(0) +Π(0)) as total gas pressure. There
is therefore no doubt that bulk viscosity can have observable
effects on the dynamics of the bubble if the equilibrium radius
of the bubble is sufficiently small and the oscillation angular
frequency sufficiently large. Referring to Fourier relation, in
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FIG. 12. The bubble’s radius in the isothermal regime in case 1 and
case 2 for different values of D when R0 = 1µm, Pa0 = 105 Pa, ω =
106 Hz.

case 2 the first-order Taylor expansion gives

T̂(1) =
R̂′(x2 −1)

2R̂
5D

D+2
, p̂(1) =− R̂′

5R̂
2(4D+3)

D+2

,

Π̂
′
(1) =−

5DΠ̂(1)R̂′

(D+2)R̂
+

4(4D2 −9D−9)R̂′2

15(D+2)2R̂
9D+8
D+2

−

− 2(D−3)R̂′′

15(D+2)R̂
8D+6
D+2

−
Π̂(0)

R̂3

q̂R(1) =−Π̂(1)R̂
′+

(12+6D−5D2)R̂′2

30(D+2)R̂
8D+6
D+2

+
DR̂′′

30R̂
7D+4
D+2

,

(47)

where for the sake of simplicity we have omitted the cumber-
some explicit expression of q̂(1).

D. Adiabatic regime

The adiabatic regime is characterized by the condition
τ̂qr−2

t = ε ≪ 1, so that it is reasonable to neglect the heat
flux in equations (39). This condition is typical of gas bubbles
with a large radius or when the bubble’s shrinkage happens
very quickly[8, 9]. In this framework two extreme cases will
be analyzed: in case 3 τ̂Π = ε (in this way the dynamic pres-
sure is also negligible and results close to those known in the
literature are obtained), while in case 4 τ̂Π = 1/ε (a condition
difficult to observe in the asymptotic behavior of the solutions,
since extremely high bulk viscosities would be required in the
range of validity of homobaricity). Before moving on to the
results obtained in these two cases, it is important to underline
that the adiabatic regime is thermodynamically unrealistic in
the presence of dissipation. It is, in fact, easy to verify that bal-
ance laws containing dissipative terms in the absence of heat
flux, coupled with the Rayleigh Plesset or the Keller Miksis
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equation would predict relevant asymptotic drift phenomena
of the oscillation radius, not compatible with the experimen-
tal data[8, 9]. This effect occurs for example if we refer to the
RET model with 6 moments ET6,P in which the only dissipa-
tive term is associated with the dynamic pressure, while the
heat flux is assumed to be negligible. On the other hand, it has
already been proven that the Euler model for a gas predicts
temperatures which in some regimes are not compatible with
experiments[26]. The previous considerations place the adia-
batic approximation as a simple, but incomplete and imprecise
tool for describing the thermodynamics of bubble oscillation.

1. Case 3

Introducing the Taylor’s expansion (43), in equations (39),
it is easily verified that the zeroth order is in complete agree-
ment with the results commonly presented in the literature[2,
4, 7, 9, 21, 23]:

q̂(0) = 0, Π̂(0) = 0, p̂(0) =
1

R̂
3(D+2)

D

,

T̂(0) =
1

R̂
6
D
, v̂(0) = R̂′x.

(48)

In this framework the solution turns out to be incompatible
with the boundary condition T |R = T0 in r = R. In fact, in the
case of a large bubble it is usually assumed that the gas be-
haves adiabatically, but there is a layer around the interface be-
tween liquid and gas in which heat exchange is observed[24].
The contribution of the dynamic pressure is present instead at
the first order:

Π(1) =−2(D−3)R̂′

DR̂
. (49)

2. Case 4

In this last case the contribution of µb produces effects al-
ready at the zeroth order of the Taylor expansion. Such effects,
as we have already mentioned, are often incompatible with
the homobaric hypothesis. It must be said, however, that they
could be realistic over short times: during the initial transient
time or in the final part of the bubble shrinkage in a regime
close to sonoluminescence. Imposing that the bubble is ini-
tially (t̂ = 0) at equilibrium, it implies that Π̂(0) = 0 when
R̂(0) = 1. Thus, the approximation (43) in (39) gives the fol-
lowing zeroth order terms:

q̂(0) = 0, v̂(0) = R̂′x, p̂(0) =
3

DR̂5
+

D−3
DR̂3

,

Π̂(0) =
D−3

D

(
1

R̂5
− 1

R̂3

)
, T̂(0) = 1+

3
D

(
1

R̂2
−1
)
.

(50)

It is evident that the total gas pressure at zeroth order does
not depend on the number of molecular degrees of freedom,
but its expression coincides with the adiabatic behaviour of a
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FIG. 13. The bubble’s radius in the adiabatic regime in case 3 and
case 4 for different values of D when R0 = 100 µm, Pa0 = 4× 104

Pa, ω = 104 Hz.

monatomic gas. This fact is in complete agreement with the
asymptotic behaviour of κh

∗ for high values of bulk viscosity.
This, however, goes beyond the range of validity of the homo-
baric hypothesis, if small amplitude oscillations are taken into
account. Nevertheless, in many studies the value of the poly-
tropic index is chosen equal to γ , ignoring the issue related to
homobaricity. Also for this reason, the possible role that dy-
namic pressure and bulk viscosity might play in a simulation
of the bubble dynamics is of great relevance. Finally, through
Laplace transforms and Tauberian theorems [24] it is verified
that during an initial time interval the behaviour of the gas
could always be expressed as adiabatic. Therefore, Π is rele-
vant even in the initial phases of the bubble’s oscillations. In
Figure 13 the behaviour of the radius R in the adiabatic regime
is compared under the conditions of cases 3 and 4 in the ze-
roth order Taylor expansion (pg = p(0)+Π(0)). Here we refer
to the approximated Keller Miksis equation, prescribing the
physical parameters as T0 = 300 K, Pa0 = 4×104 Pa, ω = 104

Hz, R0 = 100 µm, (3) and (9). Note how the γ dependence is
observable only for small values of τ̄Π, when the role of the
dynamic pressure can be neglected. Moreover, in the limit of
a polyatomic gas tending to a monatomic one the results of
case 3 and case 4 coincide (D → 3).

VII. FURTHER SIMPLIFICATION OF THE HOMOBARIC
MODEL AND NUMERICAL INTEGRATION

The numerical integration of equations (30), (31) and (32),
coupled to the ODE that rules the radius dynamics, could be
a hard task over long periods of time, in particular due to
the presence of two hyperbolic balance laws (32) equipped
with dissipative terms and time-dependent coefficients. On
the other hand, an analysis over time scales much larger than
the single oscillation period is often required. Inspired by the



15

results obtained in the case of isothermal regimes and by the
technique proposed by Zhou and Prosperetti [10], we intro-
duce at this point a further simplification of the homobaric
model by imposing that the behaviour of temperature and heat
flux is polynomial, in order to reduce the numerical approach
to the integration of a set of ODEs. Therefore, let us assume
that

T̂ = A1 +A2x2 +A3x4, q̂ = A4x+A5x3. (51)

Since the field variables are defined in a bounded interval (x ∈
[0,1]), boundary conditions must be imposed: q(x = 0) = 0
(already in agreement with (51)) and T (x = 1) = T0, that is to
say T̂ (x = 1) = 1 (that implies A3 = 1−A1 −A2).

Taking into account the approximations made and the im-
possibility of describing in detail the dynamics of the gas in-
side the bubble after the simplifications, it is reasonable to
focus on the average behaviour of temperature and heat flux
(coherently with the procedure introduced in [10] for a model
deduced from the NSF equations) and construct suitable equa-
tions for the temperature and heat flux averages calculated on
the dimensionless volume of the bubble. For this purpose, the
averaged values are defined as

⟨T̂ ⟩= 3
∫ 1

0
x2T̂ (x)dx, ⟨q̂⟩= 3

∫ 1

0
x2q̂(x)dx, (52)

and equations (39)3,4 become

∂t̂⟨T̂ ⟩+
6R̂′(p̂+ Π̂)⟨T̂ ⟩

Dp̂R̂
+

12(p̂+ Π̂)q̂R⟨T̂ ⟩
Dp̂((D+2)p̂+2Π̂)R̂

+

+
2⟨T̂ ∂xq̂⟩+4⟨q̂T̂ x−1⟩−2⟨(q̂− q̂Rx)∂xT̂ ⟩

(D+2)p̂+2Π̂)R̂
= 0,

∂t̂⟨q⟩+ r−2
t

(D+2)p̂+(D+4)Π̂
2R̂

⟨∂xT̂ ⟩=

=−⟨q̂⟩p̂
τ̄q

−2
(2D+9)⟨q̂⟩R̂′

(D+2)R̂
.

(53)

Furthermore, the values of the temperature at the centre of
the bubble (T̂c = T̂ (x = 0) = A1) and of the heat flux in the
liquid/gas interface q̂R = q̂(x = 1) = A4 +A5 should satisfy
dimensionless equations deduced from (39):

T̂ ′
c =−6T̂c

[
(p̂+ Π̂)R̂′+A4

Dp̂R̂
+

2A5(p̂+ Π̂)

Dp̂[(D+2)p̂+2Π̂]R̂

]
,

q̂′R =−r−2
t (2A2 +4A3)

(D+2)p̂+(D+4)Π̂
2R̂

−

− q̂R p̂
τ̄q

− 2(2D+9)R̂′q̂R

(D+2)R̂
.

(54)

With simple algebraic steps it is possible to obtain the simpli-
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FIG. 14. The R(t) oscillations after the transient time if R0 = 1 µm,
Pa0 = 8×104 Pa and ω = 1.24×107 Hz. Different values of rµ are
considered in the case of CO2 gas.

fied system of ODEs for A1,A2,A4,A5,

A′
1 =−6A1A4 +6R̂′A1(p̂+ Π̂)

Dp̂R̂
− 12A1A5(p̂+ Π̂)

Dp̂((D+2)p̂+2Π̂)R̂
,

A′
2 =−3(2A2 +5)A4

Dp̂R̂
− 2A2A5((23D+54)p̂+54Π̂)

9Dp̂((D+2)p̂+2Π̂)R̂
−

− 3(2A2 +5)R̂′(p̂+ Π̂)

Dp̂R̂
− 5A5((54+(43+20A1)D)p̂+54Π̂)

9Dp̂((D+2)p̂+2Π̂)R̂
,

A′
4 =−A4 p̂

τ̄q
− 2A4(2D+9)R̂′

(D+2)R̂
− A2r−2

t ((D+2)p̂+(D+4)Π̂)

R̂
,

A′
5 =−A5 p̂

τ̄q
− 2A5(2D+9)R̂′

(D+2)R̂
−

− 2(1−A1 −A2)r−2
t ((D+2)p̂+(D+4)Π̂)

R̂
.

(55)

In what follows, the numerical integration of the system
of ordinary differential equations has been performed with
©Matlab.

A. Long time behaviour

The approximate model that we built in the previous sec-
tions has the advantage of being easily integrated over a large
number of oscillation periods. This aspect is important when a
study of the bubble behaviour beyond the transient time is re-
quired. It should also be remarked that the presence of a strong
dissipation could reduce this transient. Here we present some
examples of numerical integration of (39)1,2 and (55) cou-
pled with the dimensionless Rayleigh-Plesset equation (42).
In particular, Figures 14-22 show the steady state oscillations
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FIG. 15. The Tc oscillations after the transient time under the same
assumptions of Fig. 14.
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FIG. 16. The Π oscillations after the transient time under the same
assumptions of Fig. 14.

of radius R, temperature Tc and dynamic pressure Π at the
centre of the bubble, as rµ varies and different initial physi-
cal conditions or different acoustic pressure are prescribed. A
CO2 gas, (9), bubble immersed in water, (3), is always taken
into consideration. In Figures 14-16 R, Tc and Π are presented
when R0 = 1 µm, Pa0 = 8×104 Pa, ω = 1.24×107 Hz, while
Figures 17, 18 and 19 show the oscillation of all the quantities
when ω = 2.12×107 Hz (a value close to the resonance one),
for the same initial bubble and the same pressure amplitude as
the previous case. Moving on to the case of an equilibrium ra-
dius of 10 µm (with Pa0 = 5×104 Pa, ω = 9.23×105 Hz), it
is clear from Figures 20, 21 and 22 that the dissipation effect
becomes less incisive unless we are in the presence of very
high bulk viscosity values. This observation is consistent with
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FIG. 17. The R(t) oscillations after the transient time if R0 and Pa0
are the same as in Fig. 14, while ω = 2.12×107 Hz. Different values
of rµ are considered in the case of CO2 gas.
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FIG. 18. The Tc oscillations after the transient time under the same
assumptions of Fig. 17.

the idea that in a larger bubble oscillating at a lower frequency
the dynamic pressure has time to relax before the oscillation
is complete.

Under homobaric conditions, as the radius of the bubble
increases the differences between the behaviours of the solu-
tions for different values of rµ become gradually less accen-
tuated until they are completely negligible. Simultaneously,
the thermodynamic regime of the bubble moves away from
the isothermal conditions typical of very small bubbles. The
phase differences in the oscillations that are observed as rµ

varies are a well-known effect of damping in a forced oscilla-
tor.
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FIG. 19. The Π oscillations after the transient time under the same
assumptions of Fig. 17.
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FIG. 20. The R(t) oscillations after the transient time if R0 = 10 µm,
Pa0 = 5× 104 Pa, ω = 9.23× 105 Hz. Different values of rµ are
considered in the case of CO2 gas.

B. The dynamic pressure behaviour

In the previous Figures 16, 19 and 22 we have already
shown the behaviour of the dynamic pressure in some ex-
amples of steady state oscillations for a moderate amplitude
of the acoustic signal. Here, we present some further exam-
ples with the aim of comparing the trends of dynamic pressure
and bubble radius oscillations. The equations for the gas are
coupled with the Rayleigh-Plesset equation and integrated fol-
lowing the procedure described in this section. In all cases we
consider two very different time intervals: the first transient
time (first row of pictures) and the case of the steady state
oscillations (second row of pictures). To explore the action
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FIG. 21. The Tc oscillations after the transient time under the same
assumptions of Fig. 20.

340 345 350 355 360 365 370 375
-0.1

0

0.1

0.2

0.3

0.4

0.5

FIG. 22. The Π oscillations after the transient time under the same
assumptions of Fig. 20.

of dynamic pressure and bulk viscosity and to determine if it
is significantly modified by the dimensions of the bubble at
equilibrium, we analyse three different situations: in Figure
23 R0 = 1 µm (we are therefore in the presence of a very
small bubble), an intermediate value equal to R0 = 10 µm
is taken into account in Figure 24, while the case R0 = 100
µm is shown in Figure 25. In all figures three values of rµ

are compared: 2, 200 e 2000 (first, second and third column
of pictures respectively). The highest values of the dynamic
pressure are observable in correspondence with sudden varia-
tions in the bubble radius: these variations are characteristic of
the shrinkage phases. Furthermore, the presence of bulk vis-
cosity can significantly reduce the duration of the initial tran-
sient and visibly modify the steady state oscillation of R. As



18

0 1 2 3 4 5 6 7 8 9 10
-0.25

-0.2

-0.15

-0.1

-0.05

0

0.05

0.1

0.15

0.2

0.25

0

0.5

1

1.5

2

2.5

3

0 1 2 3 4 5 6 7 8 9 10
-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

1.2

1.4

0.5

0.6

0.7

0.8

0.9

1

1.1

1.2

1.3

1.4

1.5

0 1 2 3 4 5 6 7 8 9 10
-0.5

0

0.5

1

1.5

2

2.5

3

0.6

0.7

0.8

0.9

1

1.1

1.2

1.3

1.4

1.5

43 43.5 44 44.5 45 45.5 46 46.5
-0.2

-0.15

-0.1

-0.05

0

0.05

0.1

0.15

0.2

0

0.5

1

1.5

2

2.5

43 43.5 44 44.5 45 45.5 46 46.5
-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

1.2

1.4

0.5

0.6

0.7

0.8

0.9

1

1.1

1.2

1.3

1.4

1.5

43 43.5 44 44.5 45 45.5 46 46.5

0

0.5

1

1.5

2

2.5

0.6

0.7

0.8

0.9

1

1.1

1.2

1.3

1.4

FIG. 23. The Π (continuous line) and the R (dashed line) oscillations as functions of the number of cycles when R0 = 1 µm, Pa0 = 1.4×105

Pa, ω = 1.89× 107 Hz. The first column of pictures presents the case of rµ = 2, in the second column rµ = 200, while in the last column
rµ = 2000. In the first row of figures the behaviour at the initial transient time is shown, while in the second row the steady state oscillations
are presented.
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FIG. 24. The Π (continuous line) and the R (dashed line) oscillations as functions of the number of cycles when R0 = 10 µm, Pa0 = 6×104

Pa, ω = 1.46× 106 Hz. The first column of pictures presents the case of rµ = 2, in the second column rµ = 200, while in the last column
rµ = 2000. In the first row of figures the behaviour at the initial transient time is shown, while in the second row the steady state oscillations
are presented.
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FIG. 25. The Π (continuous line) and the R (dashed line) oscillations as functions of the number of cycles when R0 = 100 µm, Pa0 = 3.7×104

Pa, ω = 1.53× 105 Hz. The first column of pictures presents the case of rµ = 2, in the second column rµ = 200, while in the last column
rµ = 2000. In the first row of figures the behaviour at the initial transient time is shown, while in the second row the steady state oscillations
are presented.

is known, in damped and forced oscillators relaxation terms
can also produce remarkable phase shifts, easily detectable in
Figures 23-25. As the equilibrium radius increases, the action
of the bulk viscosity becomes less and less incisive, unless
extremely high - and therefore unphysical- values of rµ are
prescribed.

C. Frequency response curves

Since the behaviour of the bubble radius is described by the
equation of a non-linear oscillator, it is natural to use common
oscillator study tools to better understand the characteristics
of the phenomenon and to quickly compare the effects that
different models of gas dynamics can predict. Among these
instruments, a special place in the literature is occupied by the
frequency response curve, which Lauterborn made the first
use of in the field of cavitation and oscillating bubbles [21].
From these studies it was possible to observe the presence
of hysteresis phenomena in correspondence with harmonic,
subharmonic and ultraharmonic resonances. Such phenomena
can be observed experimentally through an acoustic detector.
In particular, the presence of a resonance at a frequency equal
to half the harmonic resonance frequency appears to be one
of the characteristics used to reveal the presence of bubbles in
the liquid.

Here we will consider frequency response curves with the
purpose of comparing the homobaric model derived from RET
for different values of rµ , in order to show how a high bulk vis-

cosity can give rise to significant differences both in the values
of the resonance frequencies and in the intensity of the oscil-
lation. Like several authors in the literature, we will refer to
the simple Rayleigh Plesset model (1) [9, 21]. In this regard,
let us remind that the natural frequency of the linearized os-
cillator associated with (1) is easily determined as (Minnaert
was the first researcher to introduce this idea[70]) [9]:

νn =
1

2πR0

√
3κ p0

ρL
+(3κ −1)

2σL

ρLR0
, (56)

while from the theory of the forced and damped harmonic
oscillator the resonance frequency of the linearized oscillator
turns out to be

νris =
1

2πR0

√
3κ p0

ρL
+(3κ −1)

2σL

ρLR0
−

8µ2
L

ρ2
LR2

0
, (57)

where κ denotes the polytropic index. In the present work κ

should be replaced by the generalized polytropic index κ∗ or
by its homobaric approximation κh

∗ . A couple of examples
of frequency response curves are shown in figures 26 and 27,
where the symbol Rmax corresponds to the maximum value
of the bubble radius during its steady state oscillations. The
figures are obtained through the numerical integration of (42),
(39)1,2 and (55).
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FIG. 26. The frequency response curve for a CO2 gas bubble in water
when R0 = 1 µm and Pa0 = 1.3×104 Pa; different values of rµ are
considered.
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FIG. 27. The frequency response curve for a CO2 gas bubble in water
when R0 = 1 µm and Pa0 = 1.6×104 Pa; different values of rµ are
considered.

D. Nearly sonoluminescence regime

Sonoluminescence is a surprising and peculiar effect that
occurs during the oscillation of a bubble within a liquid under
special conditions of bubble size,and of frequency and ampli-
tude of the acoustic pressure. It has fascinated scientists for
decades since it was discovered by chance in 1934 by Frenzel
and Schultes[71]. The dynamic regime that is associated with
the emission of light is characterized by highly non-linear os-
cillations in which the bubble expands until it reaches a max-
imum radius RM equal to 10 times the equilibrium one. The
expansion is followed by a rapid and abrupt contraction in
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FIG. 28. The R(t) behaviour in a nearly sonoluminescence regime in
the case of CO2 for different values of rµ .
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FIG. 29. A zoom on the rebounds of figure 28.

which R(t) goes from values of the order of 10R0 to values
well below R0/2 [2, 5, 7–9]. In the final stages of this shrink-
age, the emission of a flash of light is observed. Rebounds
follow which gradually diminish, before the phenomenon re-
peats itself again. The physical-mathematical description of
this phenomenon is very complex and challenging, but for
the sake of simplicity also in this framework it is often left
to the approximated Keller Miksis or Rayleigh Plesset equa-
tion, made self standing by a pressure law as a power of the
radius [4, 7, 9].

Wu and Roberts[25] conducted a famous analysis of the
problem by coupling the set of conservation laws of an Euler
gas to one of these equations. Various models were then intro-
duced to take thermodynamic effects into account and predict
temperatures close to those deduced from experiments[4, 5,
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7, 8, 26, 48] It should be noted, however, that for a correct
and faithful modelling of the SL it would be appropriate to
introduce further details such as the dependence of the physi-
cal constants (for example heat conductivity and viscosity) on
the temperature, the non-ideality and non-polytropicity of the
gas, the presence of other gases. Moreover, the homobaricity
could decline as well[8, 48].

In this subsection we test the simplified homobaric equa-
tions derived in the Section VII only at a qualitative level and
under conditions close but not coinciding with those of sono-
luminescence. We leave the direct integration of equations (8)
to future studies, since the objective of the present analysis is
to verify whether the presence of Π could give rise to measur-
able effects in these extreme scenarios.

Figure 28 shows how relevant a high value of bulk viscosity
could be. The results are obtained for a driving pressure am-
plitude Pa0 = 1.2× 105 Pa and a driving frequency ν = 26.5
kHz, while the equilibrium radius of the bubble is assumed
to be R0 = 4.5 µm. The figure refers to the case of CO2 gas
and H2O liquid, (3) and (9), and is obtained by integrating
numerically the ODE system composed of equations (39)1,2
and (55) coupled with the approximated Keller Miksis equa-
tion (40). Differences are observable in the RM value, in the
duration of the contraction, and in the rebounds (see the zoom
of Fig. 29) which dampen more quickly after the first one.
We point out that for small values of rµ the behaviour of R co-
incides with that predicted by the homobaric model deduced
from NSF equations [10].

VIII. CONCLUSIONS

Those associated with the dynamics of gas bubbles in liq-
uids are highly non-linear and complex phenomena, that in-
volve multiple aspects of mathematics, physics and chemistry.
The ever-growing interest in their possible applications has
inspired many works over the years, in which researchers at-
tempted to establish what the indispensable ingredients were
for the construction of a mathematical model capable of reli-
able quantitative or at least qualitative predictions. In the past,
the possible role of dynamic pressure for gases with high bulk
viscosity has never been examined in the framework of cavi-
tation. In the present work we tried to discover whether this
quantity can significantly influence the behaviour of a spheri-
cal bubble, giving rise to observable phenomena in an exper-
iment. Once a homobaric model deduced from RET theories
was introduced, we analytically and numerically tested the

equations in different conditions, always keeping in mind the
comparison with what is known in the literature. The results
are clear and surprising: in the presence of small-sized bub-
bles subject to a driving frequency of the order of 1 MHz, the
presence of dynamic pressure can modify 1) the value of the
generalized polytropic index, 2) the oscillation amplitude of
the bubble and consequently temperature and heat flux, 3) the
resonance effects both in amplitude and in frequency, 4) the
maximum radius and the typical bounces of the sonolumines-
cence regime. These promising results are particularly inter-
esting in the case of CO2 for which large bulk viscosities are
known in the literature and which exhibits sonoluminescence-
inhibiting behaviour. In the future it will be important to con-
tinue these studies by making the model more realistic, start-
ing from the case of specific heats dependent on temperature
(non-polytropic gases[54]) and from the mass exchange ef-
fects in the gas-liquid interface. Unfortunately, to our knowl-
edge, only very few experimental data are currently available
on the oscillations of a CO2 bubble, but we hope that there
will soon be the possibility of a comparison between theory
and experiments in different regimes, both for a verification
of what has been obtained in this work and for an indirect
measurement of the bulk viscosity value. Moreover, for engi-
neering and medical applications, it is fundamental to move to
a multi-bubble scenario, considering on the one hand bubbly
liquids and on the other hand cavitation phenomena in soft tis-
sues typical of the biological and bioengineering framework:
we are already working on this point. In the future, knowledge
of the effects associated with high values of bulk viscosity will
be crucial for gaining better control over physical phenomena
and for choosing the gas to be used inside the bubbles opti-
mally.
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