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Abstract: Finding passages related to a sentence over a large collection of text documents is a
fundamental task for claim verification and open-domain question answering. For instance, a
common approach for verifying a claim is to extract short snippets of relevant text from a collection
of reference documents and provide them as input to a natural language inference machine that
determines whether the claim can be deduced or refuted. Available approaches struggle when several
pieces of evidence from different documents need to be combined to make an inference, as individual
documents often have a low relevance with the input and are therefore excluded. We propose GRAAL
(GRAph-based retrievAL), a novel graph-based approach that outlines the relevant evidence as a
subgraph of a large graph that summarizes the whole corpus. We assess the validity of this approach
by building a large graph that represents co-occurring entity mentions on a corpus of Wikipedia
pages and using this graph to identify candidate text relevant to a claim across multiple pages.
Our experiments on a subset of FEVER, a popular benchmark, show that the proposed approach is
effective in identifying short passages related to a claim from multiple documents.

Keywords: passage retrieval; claim verification; knowledge extraction

1. Introduction

Passage retrieval [1] is a fundamental task in claim verification [2] and open-domain
question answering [3] that consists of identifying passages that are related to a given
sentence, question, or claim in a large corpus. Although large modern language models
can embed a large amount of knowledge in their parameters, and hence do not need to
access an external explicit knowledge base [4], retrieval-based approaches are preferable
when a human-understandable explanation of results is desirable and when the knowledge
base needs to be revised or expanded [5]. These approaches rely on two main steps. A
passage retrieval task extracts a series of passages related to the input from the corpus.
Then, the extracted passages are given to a language model together with the input to
generate the output. Modern language models, such as Transformers [6], are effective in
reasoning with short text passages, but the size of the input that they can handle is limited
and their performance decreases as the size of the input increases. Therefore, the effective
retrieval of a small set of related phrases is critical for satisfactory performances.

In this paper, we focus on claim verification since this is a common task that requires
reasoning over a large knowledge base. However, we believe that a similar approach can
be helpful in other natural language processing (NLP) tasks such as open-domain question
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answering. With claim verification [2], we refer to the task of determining whether a claim
is supported or refuted (or neither) by a reference knowledge base. It is a fundamental
task in automated fact checking [7], with significant implications in the critical problem
of countering disinformation, which has a significant worldwide impact [8]. In addition
to automatic fact checking, this task is relevant in any situation where it is necessary to
check the consistency of statements against a knowledge base. For example, keeping
an updated knowledge base when new information is available requires checking the
consistency of the new data with previous knowledge. Integrating a supported statement
would introduce redundancy, while a contradicted statement would make the knowledge
base inconsistent. This is especially important in robotics, in a scenario where knowledge
is kept updated, e.g., through conversation with humans. New statements supported by
previous knowledge might increase confidence in codified facts while refuted statements
could indicate unreliability of the interlocutor or misunderstanding, or they might suggest
that the internal knowledge needs to be rectified.

A general framework for claim verification over a reference corpus has been proposed
by Thorne et al. [2]. Given a claim, first, a document retrieval component retrieves a series
of related documents. Then, a restricted set of sentences related to the claim (the evidence)
is selected from the retrieved documents (sentence selection step). Eventually, the proper
claim verification is performed by means of a classifier that determines whether the claim or
its denial can be inferred from the selected set of sentences and ranks the claim into one
of the labels supported, refuted, or not enough info. The recently proposed claim verification
tools are mainly based on this framework [9-16]. Other recent work focuses explicitly on
document retrieval claim verification and open-domain question answering [5,17].

The approaches described above achieve significant performances on average. How-
ever, they struggle when multiple pieces of evidence, some of which having little relevance
to the claim, are spread across multiple documents. For instance, the statement “The Beatles
were formed in England” can be inferred by the following two sentences: “The Beatles were
formed in Liverpool” and “Liverpool is a city and metropolitan borough in Merseyside,
England”. Considering Wikipedia as the reference corpus, such phrases appear in separate
documents, namely the page on “The Beatles” and the page on “Liverpool”. However, the
relevance of “Liverpool” would be considered negligible by a document retrieval tool as
the city is not mentioned in the statement. Without other knowledge, its relevance would
not be superior to any other city in England. In principle, the “Liverpool” page can be
identified by implicit or explicit background knowledge; however, such knowledge is often
unavailable or it might be considered unreliable. Although recent studies [5] consider the
distribution of related passages across documents, they do not provide a specific solution
to the above problem and thus their performances in retrieving fragmented evidence are
limited. For completeness, note that the example above might be solved by a disjunctive
query submitted against index-based structures [18-20]. However, in general, concepts
can be expressed by multiple verbal forms and hence term-based approaches would not
work. Moreover, they cannot determine which entities are in semantic relation with each
other, therefore lacking focused targeting of relevant text. On the other hand, using a
similar approach that involves semantics to solve the example would require the whole
knowledge to be formally represented in a complete graph and the use of a formal query
language, which lacks the flexibility and expressivity of natural language. In contrast, our
approach capitalizes on recent advances in machine learning models and is able to make
use of meaningful knowledge extracted from large corpora.

In a previous conference paper [21], we proposed a graph-based approach for re-
trieving fragmented evidence. We summarized the reference corpus into a large graph of
mentioned entities, interconnected by co-mentions, i.e., their use in the same sentence. The
idea is that exploring this graph can help to identify relevant concepts and correspond-
ing text passages. In the example above, the path through the mentions “The Beatles”,
“Liverpool”, and “England” outlines the evidence for the claim. In this paper, we make a
step further by considering co-mentions at the level of frames, i.e., utterances that express
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events or actions, in place of sentences. By considering frames, extracted by means of
Semantic Role Labeling, we are able to distinguish co-occurrences of entities that participate
in the same event or action from unrelated entities in the same sentence. This reduces the
connectivity between unrelated entities and, in the end, reduces the amount of unnecessary
text retrieved.

With respect to our previous work [21], our contribution can be summarized as follows:

*  We propose a novel fine-grained graph-based method for retrieving passages relevant
to a claim or question. Our method considers the associations among mentioned enti-
ties within a sentence at a finer level compared to previous approaches by examining
their semantic relationships.

e We perform extensive experimental analysis and demonstrate that our approach can
retrieve a significantly more compact set of passages while still maintaining good
performance in accurately targeting the relevant text.

*  We perform a qualitative analysis of the results and discuss some real examples, pro-
viding useful hints on the impact of our fine-grained graph structure on performance.

In the remainder, we first present some background notions (Section 3). We then
describe our graph-based approach for retrieving evidence across documents (Section 4)
and report the results of our experimental analysis (Section 5). We discuss related work
(Section 2) and eventually conclude the paper and outline future work (Section 6).

2. Related Work

Passage retrieval is a fundamental step for many modern systems of open-domain
question answering and claim verification. Recent approaches [1,5,22,23] aim at selecting
content relevant to a sentence by means of neural architecture. They employ two encoders
for embedding the documents and the query (e.g., a claim) into the same space and perform
a cosine similarity search to retrieve candidate documents. Eventually, the search is refined
by a cross-encoder classifier that combines each candidate document with the query and
decides if it is relevant. The search can be performed at a finer level of granularity by
considering short passages in place of complete documents. Although the described
retrieval approaches have been proved successful in solving NLP tasks, including claim
verification [5,23], they suffer when the evidence is fragmented across several documents,
each of them loosely related to the claim. Our approach aims at overcoming this limit by
interconnecting sentences of the reference corpus and providing a method for spotting all
fragments of candidate evidence at once.

More specific approaches for claim verification, a fundamental step in fact checking,
are reviewed in [24]. Recent methods can rely on large annotated datasets to train machine
learning models and achieve considerable results. Thorne et al. [2] provided FEVER,
the first large-scale dataset with evidence for claim verification over a reference corpus
consisting of 185,445 claims classified as supported, refuted, or not enough info and associated
to evidence from a corpus of 5.4 million Wikipedia pages. They described a pipeline that
comprises information retrieval and textual entailment components. Recently proposed
claim verification systems are mainly based on such a framework [9-16], where a retrieval
component extracts sentences related to the claim from the corpus (the evidence) and a
textual entailment component classifies the claim based on the retrieved evidence. The
retrieval component is usually decomposed into two sub-components: document retrieval,
which identifies related documents, and sentence selection, which extracts salient sentences
from the retrieved documents. The large size of FEVER enables training machine learning
models for the task and obtaining performances that overcome 70% overall accuracy.

The document retrieval step is often shared among different works. A commonly
used technique consists of retrieving a set of documents by keyword matching with the
document titles [10,13] or calling the MediaWikiAPI (https://www.mediawiki.org/wiki/
API, accessed on 7 May 2024) of noun phrases from the claim [9,12,15,16]. Some methods
also filter retrieved documents by a classifier based on NSMN [10,13,14], a variant of
ESIM [25], a deep learning architecture based on two bidirectional LSTM (long short-
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term memory) architectures. The claim and its noun phrases are compared with titles of
previously retrieved documents to decide its relevance and filter out irrelevant documents.
The sequence retrieval step is usually performed by a classifier that decides for every
sentence of the retrieved documents whether it is related or not to the claim. Some systems
employ ESIM [9,16], NSMN [13], or logistic regression [11] for this step. More recent
systems employ transformers, the last-generation language models, such as BERT [12,15]
and XLNet [10].

A limit of the described approaches concerns the document retrieval phase. It gives
no guarantee that available evidence for or against a claim is retrieved, since such evidence
might be contained in documents whose titles might be loosely related or even not related
at all to the claim.

With the purpose of finding a solution for the evidence collection across different
documents, in a previous conference work, we proposed GraphRetrieve [21], which builds
a summarization graph of the corpus for aiding in the evidence collection. In this paper, we
extend the work and improve the system by considering a finer-grain concept for defining
co-occurrences based on semantic role labeling. Other recent approaches explore the use
of graphs for collecting relevant evidence. FarFetched [26] builds a heterogeneous graph
that summarizes entities, sections, and articles and looks for paths that connect entities by
alternating entity nodes with section nodes. This approach captures the co-occurrence of
entity mentions in the same section even if they are unrelated. Our approach encompasses
a higher degree of granularity by considering co-mentions only if they belong to the same
frame, thus avoiding connecting unrelated entities that happen to be in the same section
and significantly reducing the set of candidate evidence passages. Kallipolitis et al. [27]
consider a graph that interconnects entities such as patients, encounters, observations, and
immunizations with the goal of predicting the risk of a patient’s fatality. Giarelis et al.
propose employing a “graph-of-docs” model to represent documents and their words to
enhance text categorization [28] and feature selection [29]. Jalil et al. [30] employ word
graphs to improve text summarization.

3. Background

We consider the task of retrieving sentences related to a given statement (or claim) c
from a corpus of text documents D (namely the passage retrieval task). The definition of
“related” is problem-dependent and refers to all sentences that are necessary to formulate
a correct answer. In claim verification, our goal is to retrieve a minimal set of sentences
that together entail the input claim. Formally, given a corpus D = {D1, D», ..., D, }, where
D; (documents) are ordered sets of sequences, and a claim ¢, we want to identify a set
of sentences S = {s € D1 UD, U...U D, with D; € D} such that S entails ¢ and |S] (the
number of sentences in S) is minimum.

In this work, we make use of Semantic Role Labeling (SRL), Named Entity Resolution
(NER), and Entity Linking (EL) for our passage retrieval solution. SRL [31,32] is the task of
identifying utterances (namely frames), i.e., predicates that express events or actions, iden-
tifying their constituents (namely arguments) and inferring the most appropriate relation
(namely semantic role) between each predicate—argument pair. The set of frames identified
by SRL is a finer-grained and more informative representation of text documents with
respect to sentences, since multiple frames typically occur in a sentence and they reveal
semantic information, i.e., the type of frame and the semantic roles that relate arguments to
the predicate. We employ the machine-learning-based SRL tool from Shi and Lin [33], one
of the most popular and best-performing tools on out-of-domain corpora.

Entity Linking (EL) [34], referred to also as named entity disambiguation (NED), is the
task of linking parts of a text document (mentions) that represent an entity to an external
knowledge base. In general, the term entity refers to any object or concept that can be
uniquely identified. We consider the set of English Wikipedia pages as our entity library
and restrict our focus to entities that have a corresponding Wikipedia page since this allows
us to employ off-the-shelf tools freely available (e.g., BLINK [34]). We follow the common
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practice of performing EL downstream of named entity resolution (NER) [35], i.e., the task
of identifying named entities (real-world objects that can be denoted by a proper name,
e.g., people, organizations, places, products) in text.

In our graph-based approach, we consider undirected multi-graphs, i.e., graphs where
the direction of edges is not defined and more than one edge can occur between two vertices.
An undirected multi-graph (in the following, simply a graph) G = (V, E) is composed of
a set V of vertices and a set E of edges, where an edge e = (u,v, p) refers to two endpoints
u,v € V and a property (or label) p. Since the graph is undirected, each edge occurs in both
directions ((u,v,p) < (v,u,p)). Given a graph G, a subgraph of G is a graph Gs = (V;, Es)
that contains a subset of vertices and edges of G, i.e.,, Vs C V and E; C E.

4. Method

We propose to transpose the problem of identifying related passages to the graph
domain by constructing a graph-based summarization of both the corpus and the input
statement and finding associations between nodes and edges across such graphs. We
first build a large graph G offline, namely the corpus graph, which summarizes the entire
corpus. To find passages related to a given claim c, we first find all mentions of entities in ¢
(which we call M,) and then probe G for finding a subgraph G, that outlines the relevant
knowledge according to M.. Next, we detail the construction of the corpus graph, and then
we describe the search process.

4.1. Corpus Graph Construction

The corpus graph G = (V, E) is an undirected multi-graph where vertices are men-
tioned entities and edges represent co-mentions within the same SRL frame. The construc-
tion of this graph is summarized in Algorithm 1.

Algorithm 1: Corpus graph construction

Result: Return the graph G that summarizes the corpus D
Compute entity linking over D

V <« all entities mentioned in D;

M < all mentions in D
Compute SRL over D

F < all frames in D

for every f € F do
for every (my1,my) € M x M such that their text span are contained in the span of f
and entity(my) # entity(my) do
| E < EU{(entity(my),entity(my), f)}
end
end
return G = (V,E)

First, entity linking and SRL are computed on the whole corpus. Entity linking identi-
fies text spans (mentions) that correspond to entities and links them to a unique identifier
that represents the entity. For instance, in the sentence “The Beatles were formed in Liver-
pool”, the entity linker identifies two mentions m; = “The Beatles” and mj = “Liverpool”
and connects them to the Wikipedia unique identifiers of the corresponding pages, namely
entity(my) and entity(my). Note that an entity can have multiple verbal forms and the
same text can correspond to multiple entities; it is the responsibility of the entity linker
to connect the text span to the correct entity given the context. SRL extracts frames from
the documents, as described in Section 3. We consider a frame f as the portion of text
corresponding to both the predicate and the arguments of the frame as identified by the
SRL tool.

After the entity linker and the SRL tool have been run, for each frame f identified by
SRL and for every pair of distinct mentions 1, m; in the text span of frame f, we add to G
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an edge (entity(my ), entity(my), f) between their corresponding entities. Note that we use
the same notation for referring to both vertices of G and entities. Generally, any concept
that can be uniquely identified qualifies as a vertex in G.

In our work, we employ BLINK [34], an off-the-shelf entity-linking tool that links text
spans that represent entity mentions to corresponding entries, identified by the URI of
the corresponding Wikipedia page. To identify frames, we employ the popular SRL tool
from Shi and Lin [33]. We consider two entities as occurring within the same frame f if
their text span begins are included in the text span of f. Each frame f is associated to the
specific sentence in the corpus sentence(f) where it is evoked. Note that the set of sentences
associated to a pair of nodes (u, v) is different from the one in [21] since the former includes
only the cases where the two entities are mentioned in the same frame.

4.2. Graph-Based Passage Retrieval

Given a claim ¢, we first execute BLINK [34] to extract all entity mentions from c.
We refer to this set of mentions as M.. The underlying idea is to consider a suitable
subgraph G, of G that interconnects all entities referred in M, and retrieve the associated
sentences. An example is shown in Figure 1. In the middle, we show a fragment of G,
where vertices are entities and edges connect entities that are mentioned in the same frames
(in the bottom). The sentence at the top is our claim, which mentions the entities “The
Beatles” and “England”. The corresponding evidence can be reconstructed by retrieving
the frames associated to edges in the path that connects the vertices “The Beatles” and
“England”, passing through the vertex “Liverpool”.

The Beatles were formed in England
/ \

/ \
/ \
The Beatles = = @
/ X
/ \
! \
Il Merseyside \\
/ \
\
The Beatles ... | were in Liverpool \\
\
\'/

Liverpool a city ... in Merseyside , England
\")

Figure 1. Evidence for a claim (sentence at the top) is outlined by a subgraph of G (graph in the
middle). Edges of G represent frames (in the bottom) that mention both endpoints, which serve as
candidate evidence for the claim.

Following a parsimony criterion, we try to keep the size of the spanning subgraph
small. One option is to take the subgraph that has the fewest edges. Finding this graph
corresponds to solving the minimum Steiner tree, an optimization problem known to be NP-
hard [36]. However, this solution would be expensive and still without guarantees. Indeed,
there are potentially many different minimal solutions and even non-minimal variants
might sometimes be better fits. A different possibility is to enumerate all the subgraphs
that satisfy the connectivity constraints, but this solution would still take exponential time.
Our approach combines all paths between mentioned entities below a prefixed length and
considers the resulting subgraph G, as outlining the evidence for claim c.

Details are described in Algorithm 2. To further simplify the method, we limit the
length of paths to 2.
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Algorithm 2: Search candidate evidence employing the corpus graph G = (V, E)

Result: Return a small set of sentences S that entails claim ¢
Compute entity linking on ¢ and put all mentions in M,

V!« {entity(m) : m € M.}

V2 <+ {veV:(v,u),(v,w) €E, forsome u,w € V},u # w}
E. + {(u,0,f) €E:u,vec VIuv?}

Ge + (VIUVZ,E)

S = Uuo,f)<E. sentence(f)

S = S U {all sentences in pages corresponding to some v € V!}
return S

We consider three types of nodes: mentioned vertices (V1), i.e., vertices of G that
represent entities mentioned in M, between vertices (VCZ), i.e., vertices that are connected to
at least two mentioned vertices, and all the remaining vertices, namely unrelated vertices. The
subgraph G, of G, obtained by taking mentioned vertices, between vertices and all incident
edges, outlines the candidate evidence for c. The set of sentences that represent this evidence,
S, is constructed by collecting all sentences associated to edges in G.. To increase recall, we
add to S all sentences of pages that correspond to entities mentioned in the claim.

5. Experimental Analysis

We implemented the proposed tool in Python 3.7 and employed the authors’ imple-
mentation of BLINK (https:/ /github.com/facebookresearch/BLINK/, accessed on 7 May
2024) for entity linking and the AllenAl (https://github.com/allenai/allennlp, accessed
on 7 May 2024) implementation (allennlp 2.1.0) of the Shi and Lee SRL tool for detecting
frames. We employed BerkeleyDB 5.3. (https://github.com/berkeleydb/libdb, accessed
on 7 May 2024), an efficient key-value database, to store the corpus graph. We considered
the graph of each Wikipedia page separately and stored it by considering the page ID
as the key. To map entity mentions with corresponding graph vertices, we also built an
inverted index that maps entities to containing pages. When a claim is given, all pages that
contain entities mentioned in the claim are considered, and their corresponding graphs are
retrieved, cleaned of unrelated parts, and merged.

We evaluate GRAAL on a subset of statements from the FEVER [2] dataset and its
associated reference corpus of Wikipedia abstracts. FEVER contains 185,000 manually
annotated statements with information on whether they are supported or disproved (or
none of them) by a reference corpus of 5.4 million Wikipedia pages. For each supported or
disproved claim, FEVER provides all lines of evidence consisting of all possible combination
of sentences supporting or disproving the claim. To assess the ability of collecting cross-
document evidence, we select claims whose evidence is distributed across different pages.
We also discard statements with fewer than two unique entities and statements with overly
general entities (above 1000 mentions in the corpus), resulting in a set of 2580 statements.

We compare GRAAL with GraphRetrieve [21] and a baseline, namely Entity + Mention,
which collects all sentences that mention at least one entity in the claim plus all sentences of
Wikipedia pages that correspond to disambiguated entities in the claim. We also consider
FarFetched [26], which explores a heterogeneous graph with sections and entities. This
approach considers sections in paths that connect entities mentioned in the claim as evidence.
The evidence constructor of FarFetched produces identical results to GraphRetrieve when
a section corresponds to a sentence (as in their experiments) and when the maximum path
length is appropriately set (we consider the maximum path length as 4x(n — 1) to allow for
the inclusion of entities not explicitly mentioned in the claim as we do). Considering the
equivalence to GraphRetrieve, we do not report FarFetched in the tables. With respect to
our previous implementation [21], we increased the effectiveness of entity linking for both
GraphRetrieve and Entity + Mention by a more effective management of long sentences. For
this reason, the results are slightly different to the ones reported in [21]. The experiments were
performed on a machine with 16 CPUs, 16 GB of RAM, and a GPU NVIDIA Quadro P2200.
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We first built the corpus graph as described in Section 4.1. This task was expensive,
primarily due to entity linking, which required several days of computation. Despite
the cost, it is important to note that the evidence is largely static, allowing this task to be
performed just once offline. Even if updates to the evidence are necessary, the dataset can be
updated incrementally and only occasionally. Additionally, the code has not been optimized
for efficiency, which presents an opportunity for improvement. We obtained a graph with
5.4M vertices and 81M edges. We also computed a similar graph for GraphRetrieve, where
edges are sentences in place of frames, resulting in 74M edges. The GRAAL graph is
slightly larger (about 8%) because of frame overlap, which may occur when the argument
of a frame is itself a frame.

Table 1 reports the performance of GRAAL, GraphRetrieve, and the baseline Entity +
Mention in terms of number of sentences retrieved, number of documents (Wikipedia
pages) covered, hit rate, and overall performance. Considering the size of returned data,
on average, GRAAL significantly outperforms the competitors by almost three times
(one-third of sentences retrieved) with respect to the baseline and 10% with respect to
GraphRetrieve. Note that GRAAL can further reduce the data size by considering sub-
sentences corresponding to frames. However, in our experiments, we did not consider
this option since we do not have a ground truth at a finer granularity than sentences and
therefore we would not be able to compute the hit rate. The hit rate is computed as the
percentage of retrieval successes, i.e., the percentage of claims for which all sentences of at
least one line of evidence have been retrieved. GRAAL achieves a slightly lower hit rate
than its competitors because it uses fewer candidate evidence pieces, slightly reducing the
chance of a hit. However, it makes the downstream verification task easier by producing
less, but more targeted, candidate evidence. To balance conciseness, indicated by a small
number of retrieved sentences, with the hit rate, we evaluated overall performance using
the harmonic average. This average is calculated between the reciprocal of the average
number of sentences (multiplied by 100 for scaling) and the hit rate. Overall, GRAAL
outperforms GraphRetrieve by three percentage points and also significantly outperforms
the baseline, Entity + Mention.

Table 1. GRAAL achieves the smallest amount of candidate sentences covering the smallest amount
of documents compared to GraphRetrieve and the Entity + Mention baseline. It returns a little more
than one-third of retrieved sentences with respect to Entity + Mention and 10% fewer sentences with
respect to GraphRetrieve. The lower hit rate of GRAAL is expected since the amount of candidate
evidence is strongly reduced. The overall performance of GRAAL, which balances conciseness and
hit rate, is the highest.

Method Avg. #Sentences  Avg. #Documents  Hit Rate = Overall
Entity + Mention 341.2 257.4 78.9% 43%
GraphRetrieve 129.9 92.4 70.9% 74%
GRAAL 116.3 81.1 70.2% 77%

To better explain the balance between returned data size and hit rate, we include a
scatter plot that shows the hit rate and the average number of sentences retrieved by the
three methods (Figure 2). We also split Entity + Mention into its sub-parts, namely Entity
(all sentences of Wikipedia pages corresponding to disambiguated entities) and Mentions
(all sentences that mention at least one entity in the claim). The best trade-off is given by
the proximity to the bottom-right corner, as indicated by the arrow. GRAAL significantly
outperforms GraphRetrieve in terms of data size (closer to the bottom) with comparable
performances in terms of hit rate. Entity + Mention is the worst in terms of data size (near
the top), while Entity (in the bottom) achieves the smallest hit rate (about 40%).

Table 2 reports the running time of the three methods. The average running time for
each claim is dominated by the entity-linking task (on average, 4.22 s per claim, not shown).
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GRAAL is only 3% slower than GraphRetrieve and 39% slower than Entity + Mention.
Note that the implementation is not optimized for efficiency; therefore, the gap can be
reduced by a meticulous implementation.

350

Y% Entity A
@ Mention L
300 1 A Entity+Mention
GraphRetrieve

250{ @ GRAAL
W
[
2
I3 200 A
[=
L
[
%. 150 A
o
=
o

100 ~

50 1

*
0 T T T T
o 20 40 60 80 100

hit rate

Figure 2. GRAAL achieves an adequate trade-off between hit rate and returned data size (average
number of sentences).

Table 2. Running time of GRAAL, GraphRetrieve, and Entity + Mention.

Method Avg. Time (s)
Entity + Mention 4.25
GraphRetrieve 5.71
GRAAL 5.90

In Table 3, we report three examples of claims whose cross-document evidence has
been correctly retrieved by GRAAL, although such evidence is not contained in the
Wikipedia pages linked by BLINK. Compared to GraphRetrieve and GRAAL, Entity +
Mention produces a significantly larger number of sentences in all cases since it does not
take advantage of the graph-based filtering. GRAAL outperforms GraphRetrieve in two of
three cases and performs equivalently in the other case.

To better clarify the evidence collection, we show in Figure 3 the subgraph of G related
to the first claim in Table 3, “A singer in Got a Girl starred in Final Destination 3”. This
claim is true because, according to Wikipedia, Mary Elizabeth Winstead is a singer in Got a
Girl and has starred in the movie Final Destination 3. The evidence for such a claim is not
fully contained in pages “Got a Girl” and “Final Destination 3”, since part of it is contained
in the page “Mary Elizabeth Winstead”. The evidence is correctly identified in a group of
four frames outlined by the subgraph retrieved by GRAAL, shown in Figure 3. The path
that connects vertices “Got a Girl”, “Mary Elizabeth Winstead”, and “Final Destination
3” represents the evidence for the claim. Its edges are labeled with frames that state the
composition of the Got a Girl duo, which includes Mary Elizabeth Winstead, and the
performance of Mary Elizabeth Winstead in Final Destination 3, respectively. The latter
is expressed by two different edges, associated to two similar frames that can be seen as
alternative evidence that Mary Elizabeth Winstead starred in Final Destination 3. Three
other edges connected with “United States” appear because both Mary Elizabeth Winstead
and Got a Girl are stated to be “American”. Their occurrence leads GRAAL to retrieve an
additional unrelated frame that connects “Got a Girl” to “United States”, since it is in a
two-hop path between “Got a Girl” and “Final Destination 3”.
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Table 3. Three example of claims (the first three in the dataset) for which GRAAL finds the correct
evidence, where simply collecting sentences from entity-associated pages is insufficient. We report
the total number of sentences obtained by Entity + Mention, GraphRetrieve, and GRAAL. The size
of the data retrieved by GraphRetrieve and GRAAL is always significantly smaller than Entity +
Mention, and GRAAL's performances are always above or the same as GraphRetrieve.

#Total Sentences

Claim Entity + Graph-
Mention Retrieve GRAAL
A singer in Got a Girl
starred in Final 48 29 29
Destination 3
Mickey Rooney was in
a film based on the novel
The Black Stallion 459 105 2
by Walter Farley
Emmy Rossum had a
prominent role in a movie 61 29 2%

of which Maggie Greenwald
was the director

The character , ... portrayed by
actress Mary Elizabeth Winstead

Got a Girl

v

an American musical duo _Mary as the protagonist of
consisting of actress Elizabeth Final Destination 3
Mary Elizabeth Winstead Winstead =

Mary Elizabeth Winstead | ...
. v
I Love You but |I Must Drive Off This Cliff Now

v an American actress ... in the
horror films Final Destination 3

Final
Destina
tion 3

the first studio album by American musical duo Got a Girl

United
States

Figure 3. A subgraph selected by GRAAL for the claim “A singer in Got a Girl starred in Final
Destination 3”.

Certainly, GRAAL is not immune to failure. Failures of GRAAL can be classified into
three main categories:

¢ Insufficient text provided by the available entities. This is the most common case of
failure. For instance, the claim “Stanley Tucci performed in a television series” cannot
be solved because the text contains only one linkable entity, “Stanley Tucci”, and
the associated text in the reference corpus is not sufficient to validate the claim. The
complete evidence requires a passage from the page “Monk (TV series)” containing the
information that Monk (which Stanley Tucci appeared in) is a television series. Note
that this issue might be resolved by a more general entity linker capable of linking
broad concepts such as “television series”.

*  Missing or incorrect entity linking from the input. Failures of the entity linking module
in detecting entities from the input (claim or question) prevent identifying the complete
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subgraph of the corpus graph, leading to missing important passages. For instance,
in the claim “Mickey Rooney was in a film based on the novel The Black Stallion by
Walter Farley” the mention “The Black Stallion” is incorrectly linked to “The Black
Leather Jacket”. Therefore, the retrieved subgraph cannot contain complete evidence.

*  Missing or incorrect connections in the corpus graph. This can be due to various
reasons, such as the failure of the entity linker to correctly detect an entity from the
reference corpus or the inability to detect relations across sentences. For example, the
claim “Grace Kelly did not work with Alfred Hitchcock” cannot be contradicted since
the information that Grace Kelly worked in Rear Window (directed by Alfred Hitchcock)
is contained in the reference corpus under “Other notable works include...Rear
Window...”. In this context, it is clear that the sentence refers to Grace Kelly, but this
connection is missed during the generation of the corpus graph.

Note that GRAAL does not consider the semantics of relations between entities. De-
spite its simplicity, it is able to identify the correct evidence while considerably reducing
the volume of data recovered, with a small cost in terms of loss of relevant evidence.

6. Conclusions

We addressed the problem of retrieving passages related to a statement for claim
verification and open-domain question answering. We focused on the situation where the
passages for formulating the output are spread across multiple documents in a reference
corpus. The available methods cannot adequately handle this case since each piece of evi-
dence is retrieved independently. We propose GRAAL, a method consisting of connecting
all frames of the reference corpus, extracted by means of semantic role labeling, into one
large graph and using such a graph to locate the evidence. Despite the simplicity of the
method, we are able to significantly reduce the size of the candidate evidence with respect
to a baseline, with a small loss of relevant text. We further improve the performance in
terms of size of the retrieved data with regard to a previous work that does not consider
frames, maintaining a similar hit rate. A promising research direction that we plan to
explore concerns including the semantics of entity relationships to perform a more targeted
search and further improve the method.
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