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Contributed Discussion

Christian Hennig*

The key idea of “Centered Partition Processes: Informative Priors for Clustering” is
the use of a pre-specified clustering ¢y to “center” the prior distribution of partitions.
The prior probability of a partition is then governed by the Variation of Information
distance to cg.

Generally, in Bayesian statistics the prior distribution is meant to represent prior
information. Ideally the prior information comes as full probability distribution, but in
reality this is rarely the case. In the motivating example, apparently the only information
that is used is the partition given in Botto et al. (2007); no subject matter reasons
are discussed or given for the way in which this was chosen to influence the prior
construction. In particular, the parameter 1) seems to have a strong influence on the
resulting clustering, but its choice has not been connected to any available information.

In Hennig (2015a,b) T have argued that there can be different legitimate cluster-
ings on the same data and different concepts of what kind of clusters are of interest,
depending on the aim of clustering, and that different methods and approaches imply
different “cluster concepts”. The idea that the pre-specified ¢q is aimed at the same
“truth” as the clustering of the new data using the authors’ approach is debatable.
Prior construction in Bayesian clustering can benefit from involving information about
the aim of clustering rather than thinking in terms of trying to find a unique “true”
clustering.

For the use of the method proposed by the authors with a pre-specified clustering it is
important to think about how the concept and aim of the pre-specified clustering relates
to what the authors try to achieve with their clustering. I have no expertise in birth
defects, so I cannot discuss this competently, but it could be worthwhile to use more
detailed information given in Botto et al. (2007) to this end. There are various possible
principles to group birth defects. The cluster concept used by the authors is defined
by (5.2) and the role of ., in particular. The cluster concept of Botto et al. (2007)
is apparently not related to fitting data, but rather based on specific characteristics of
interest. To what extent these are related probably depends on how these characteristics
are related to the variables in the matrices X,;. I can imagine that it makes sense to
favour to some extent clusters similar to c¢g, but I think that quite strong subject
matter arguments would be required to make the case for a very large prior probability
concentrating in a close neighbourhood of cy, i.e., effectively excluding clusterings that
are substantially different. I also think that among clusterings that are very different
from cg the exact difference to cg is no longer relevant (if it turns out that the data favour
a substantially different clustering, relative closeness to ¢y seems no longer informative).
Therefore I would probably favour rather small values of 1, and I am skeptical about
prior probabilities going down exponentially with growing distance to cg.
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A major reason for clustering is given as lumping together rare defects in order
to achieve better precision when estimating their association with risk factors. This
suggests that a useful prior could put low probability on undesirable partitions in which
rare defects are still isolated, regardless of their distance from cq.

My main point is however that for applying this approach properly, more thought
should go into the role and meaning of cg for clustering the new data, and this should
involve how and to what extent the potentially different clustering aims and cluster
concepts are related in the specific situation. In many applications a comparison of ¢y
with what is achieved without using it at all (i.e., ¥ = 0) may be more informative than
just choosing a specific compromise. In fact Figure 10 is quite informative, except that
I would have preferred to see a smaller ¢ > 0 involved.
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