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ABSTRACT2

In Industry 4.0, collaborative tasks often involve operators working with collaborative robots3
(cobots) in shared workspaces. Many aspects of the operator’s well-being within this environment4
still need in-depth research. Moreover, these aspects are expected to differ between neurotypical5
(NT) and Autism Spectrum Disorder (ASD) operators. This study examines behavioral patterns6
in 16 participants (8 neurotypical, 8 with high-functioning ASD) during an assembly task in an7
industry-like lab-based robotic collaborative cell, enabling the detection of potential risks to their8
well-being during industrial human-robot collaboration. Each participant worked on the task for 59
consecutive days, 3.5 hours per day. During these sessions, 6 video clips of 10 minutes each were10
recorded for each participant. The videos were used to extract quantitative behavioral data using11
the NOVA annotation tool and analyzed qualitatively using an ad-hoc observational grid. Also,12
during the work sessions, the researchers took unstructured notes of the observed behaviors that13
were analyzed qualitatively. The two groups differ mainly regarding behavior (e.g., prioritizing the14
robot partner, gaze patterns, facial expressions, multi-tasking, and personal space), adaptation15
to the task over time, and the resulting overall performance. This result confirms that NT and16
ASD participants in a collaborative shared workspace have different needs and that the working17
experience should be tailored depending on the end-user’s characteristics. The findings of this18
study represent a starting point for further efforts to promote well-being in the workplace. To the19
best of our knowledge, this is the first work comparing NT and ASD participants in a collaborative20
industrial scenario.21
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1 INTRODUCTION

The constantly increasing deployment of collaborative robots (cobots) in industries has led to a growing23
body of literature focused on achieving safe and effective human-robot interaction. Human-Robot24
Collaboration and Human-Robot Interaction are concepts highly related to the understanding of human25
cognitive behavior (Hormaza et al., 2019), and many issues still need to be tackled when the well-being of26
an operator inside a collaborative cell is taken into account (Nicora et al., 2021).27

Stress, repetition, fatigue, and work environment are the cause of 48% of the variance of human error in28
manufacturing scenarios (Yeow et al., 2014), thus it is crucial to observe and evaluate which characteristics29
related to the cobot and which traits and conditions of the user may influence these factors. Moreover,30
to the best of our knowledge, no analysis has been published up to now involving adults characterized31
by the Autism Spectrum Disorder (ASD) working in a collaborative assembly cell, even though many32
aspects of the said collaboration may be beneficial for this group of individuals. The fixed and predictable33
routine with precise task assignment (Goris et al., 2020) that characterizes the collaborative work with34
a cobot represents a great inclusion opportunity (Hendricks, 2010). Considering such a scenario, it is35
important to remember that the behavioral patterns elicited by neurotypical operators (NT) are expected to36
be different from the ones of operators characterized by ASD. Depending on the autism features of each37
specific operator, each situation that may occur during a workday could lead to different and unexpected38
reactions which need to be considered at the time of task assignment.39

Further analysis is necessary to ensure that the well-being of each worker is respected. As highlighted by40
emerging research, this is crucial due to the potential benefits that working with technology could bring41
for workers with ASD in terms of inclusion (Hendricks, 2010; Kagermann and Nonaka, 2019). Moreover,42
the emphasis on flexibility and customization in Industry 4.0 (Michaelis et al., 2020) underscores the43
importance of considering individual needs. Furthermore, the constantly growing paradigm of Industry 5.044
is paving the way for user-centered and user-oriented design of workplaces with the goal of transitioning to45
a more sustainable and human-centric industry. For these reasons, this study aims to draw a qualitative46
and quantitative comparison between the behavioral patterns elicited by NT participants and participants47
characterized by ASD during a generic collaborative assembly scenario. To the best of our knowledge, this48
is the first work comparing NT and ASD individuals in a collaborative industrial scenario, making it a49
promising study in the field, with positive benefits in terms of inclusiveness and mental health.50

This work aims to observe the behavioral manifestations of the participants and measure their performance,51
to try to understand their experience during an assembly task in an industrial scenario. These observations52
and suggestions will allow us to better understand the overall experience and in particular tiredness and53
stress, in order to be able to anticipate this state of overload in the future and adapt the experience to the54
user accordingly. Furthermore, the interest of the present study is to observe any differences between55
neurotypical and ASD participants in the interaction experience. After presenting an overview of the56
literature on the topic in Section 2, the proposed collaborative assembly scenario is described in Section 3.1.57
The study protocol followed for this analysis is reported in Sections 3.2, 3.3, 3.4 and 3.5. Then, the main58
behavioral patterns observed for NT participants are presented in Section 4.1 while those of the participants59
characterized by ASD are described in Section 4.2. Finally, the results of qualitative and quantitative60
comparison between the two experimental groups are reported in Section 4.3 before a final discussion and61
some conclusive remarks in Section 5.62
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Figure 1. On the left, a schematic overview of the experimental workcell is depicted. On the right, are the
components that make up the complete assembly.

2 BACKGROUND

We are recently witnessing a transition from an automation phase to a phase of effective collaboration with63
robots (Weiss et al., 2021), but examples of human-robot interaction with a high level of collaboration64
are, at the moment, still quite rare in real industrial environments (Michaelis et al., 2020). The term65
“collaborative robots” encompasses multiple levels of collaboration, ranging from coexistence to joint66
object manipulation (Aaltonen et al., 2018). With the increasing complexity of the interaction, a more67
sophisticated level of understanding of social signals, human needs, and the characteristics of the individual68
is required since the cobot must understand and adapt to human actions (Inkulu et al., 2021). Moving69
in this direction, recent research studies aim to evaluate and explain human behavior in interaction with70
collaborative robots.71

For example, Toichoa Eyam et al. (2021) used some physiological parameters measured by72
electroencephalographic signals (EEG) to evaluate the human emotional state (stress, involvement, and73
concentration), and consequently adjusted some parameters of the cobot with which they are assembling74
a small wooden box. The goal was to keep these subjective variables in a desirable range to create a75
human-robot interaction characterized by a sense of security and trust. Michalos et al. (2018) implemented76
a robotic system for the assembly of an object in which the robot takes care of moving the heaviest materials.77
They emphasized usability and intuitiveness. The user was equipped with a smartwatch and Augmented78
Reality glasses to exchange information with the cobot, leading to a reduction in the execution time of the79
task and an ergonomic benefit for the user. Similarly, in (El Zaatari et al., 2019), the goal was to reduce80
human tension and boredom. Thus, cobots moved and held large pieces, completed repetitive and precise81
tasks, and assembled parts that were difficult for humans to access.82

Furthermore, studies have explored the utilization of users’ gaze behaviors to enhance human-83
robot collaborations, with a primary focus on improving throughput. For example, Huang and Mutlu84
(2016) and Shi et al. (2021) used the user’s gaze as a means of communicating choice. Their setup involved85
the robot picking the pieces selected by the user through their gaze. (Huang and Mutlu, 2016) showed that86
collaboration performance improves when the robot can anticipate the user’s choice based on their gaze87
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behavior. In (Mehlmann et al., 2014), a robot capable of tracking the user’s referential gaze was shown to88
speed up a collaborative sorting task, reduce the number of attempts, and require fewer clarifications to89
resolve ambiguity. Some works (Prajod et al., 2023; Saran et al., 2018) also demonstrated that gaze can be90
used to infer the attention of the user during human-robot collaboration.91

All the studies presented up to now consider neurotypical adults, while a lack of knowledge can92
be found when considering human-robot interaction scenarios involving adults with ASD. This is93
particularly true for industrial applications even if the existing literature suggests that such scenarios94
could represent a beneficial inclusion opportunity for this group of individuals. For instance, the American95
Psychiatric Association (1994) provides an interesting discussion stating that repetitive and stereotyped96
behaviors are representative features of the autistic disorder. Social skills deficits (Weiss and Harris, 2001),97
a preference for predictability (Goris et al., 2020), difficulties in transitioning (Sterling-Turner and Jordan,98
2007) and the need for concrete external feedback on personal performance (Larson et al., 2011) are other99
relevant aspects that characterize the autism condition. Starting from these considerations, it is possible100
that the working routine required for industrial automated tasks matches some of the needs listed before,101
specifically when considering the high-functioning part of the spectrum of the autism disorder (Gillberg,102
1998).103

As mentioned, however, industrial applications are not well researched in this sense and most of the104
researchers tend to use robots to help children with ASD in social integration, rehabilitation, and skills105
development, which seems to improve the cognitive and social skills of these users (Saleh et al., 2021;106
Chevalier et al., 2022; Silva et al., 2021; Ghiglino et al., 2021). For example, Baraka et al. (2022)107
and Panceri et al. (2021) employed social robots to enhance the therapy outcomes and improve the108
children’s engagement during the sessions. Similarly, Lytridis et al. (2022) demonstrated that the LEDs on109
a social robot can be effective in engaging children during therapy sessions.110

Some of the recent studies investigated whether the individual differences of children with ASD influence111
their behavior during human-robot interaction. Schadenberg et al. (2021) investigated the children’s visual112
attention (where they look) and behavioral engagement (carrying out the activity) as a response to variances113
in robot behavior. They found that predictability in the robot’s behavior positively influences visual attention.114
Whereas, behavioral engagement was influenced by the severity of autism features and expressive language115
ability. Lee and Nagae (2021) evaluated the distance that the children with ASD maintain while interacting116
with a social robot. Irrespective of the severity of ASD, the children were within a personal distance117
(typically between family or friends) from the robot.118

The present work does not aim to build a theory on the characterization of ASD and neurotypical119
participants during the proposed experience, i.e. the assembly of a gearbox; rather, we aim to observe the120
behavioral manifestations in the two groups of participants, in a context that has so far been investigated121
very little. However, we expect differences to emerge between the two groups, starting from the evidence122
in the literature of some differences between ASD and neurotypicals in different activities. For example,123
it’s known that subjects with ASD are more likely and frequently to demonstrate stereotypical movements124
with their hands Gonçalves et al. (2012), or that they have less adaptive capacity and problems of planning125
inflexibility Rajendran et al. (2011). Our study will help us to better understand if and what differences will126
emerge between the two groups, to better outline the needs of different users. In this sense, it is important to127
first understand the differences between the needs of NT and ASD participants in these kinds of scenarios128
in order to be able to provide a positive tailored experience. Given the innovative nature of our study, we129
have chosen an exploratory and observational approach, as further detailed in the ’Methods’ section.130
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3 MATERIALS AND METHODS

3.1 Collaborative Assembly Task131

A generic collaborative assembly scenario is set up in a lab-based environment to obtain a deeper132
understanding of industrial operators’ habits and experiences. The product to be assembled is a 3D133
printed planetary gearbox (Redaelli et al., 2021). With reference to the right side of Figure 1, half of the134
components (1-4) are put together by the cobot, while the human participant assembles the remaining135
parts (5-9). If needed, the participant can use an ad-hoc designed support structure. Once done with its136
part, the cobot moves towards the common area and stops in front of the user while keeping the sub-137
assembly at a convenient angle to facilitate the meshing of the gears. The two sub-assemblies are then138
joined collaboratively to obtain the finished product depicted in Figure 2. As the meshing is complete, the139
participant presses a pedal to trigger the robot to release the gearbox and start a new production cycle.140
Notice that the user also must make sure that the cobot always has enough spare parts on its table to be141
able to keep assembling by replenishing the buffers that are running low using the components provided in142
nearby boxes.143

Figure 2. A picture of the finished product. The gearbox is made up of all the components depicted on the
right side of Figure 1 plus two clips that keep the assembly together.

For this experiment, a Fanuc CRX10iA/L collaborative robot is mounted on a structure specifically144
built to guarantee a fixed relative position with respect to two tables arranged in an L-shaped formation,145
as represented in the left side of Figure 1. The table on the right is equipped with all the components146
required for the sub-assembly assigned to the cobot, together with a Pickit3D camera, used for the detection147
of parts. The table on the left is where the participant performs most of the activities and also where148
the collaborative session of the task takes place. The whole system is driven by a control architecture149
integrating ROS (Quigley et al., 2009), for controlling both the detection camera and the cobot, and Visual150
Scene Maker (Gebhard et al., 2012), used for the definition of the assembly steps and the synchronization151
of the different software modules.152

3.2 Participants153

This study is performed with 16 participants, of which 8 were NT (5 females and 3 males, 18-30 years154
old) and 8 were diagnosed with high-functioning ASD (1 female and 7 males, 21-50 years old), meaning155
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the absence of intellectual disability (IQ>70). We can observe an unbalance in the sex distribution towards156
males for the ASD group, as expected from literature (Loomes et al., 2017). It is also important to note that157
none of the participants had prior experience working with an industrial cobot.158

Participants were asked to work on the task for 3.5 hours a day, for 5 consecutive days, in order to capture159
and observe modifications in their performance and behavior during the overall experience (from Monday160
to Friday). Given the extensive duration of the experimental sessions, they were recruited considering their161
availability to autonomously reach the lab where the experiment takes place (by train or by car) or to spend162
the entire week in a nearby facility. Moreover, to facilitate the participation of ASD individuals, they were163
all briefed about the people they may interact with, the task to be carried out, and the daily procedures of164
the lab (e.g., security checks, lunch breaks, etc.) before the start of the experimental week.165

3.3 Session recordings166

A camera is set up in front of the participants to record them during the experimental activities. For this167
purpose, a Logitech C920 Pro HD webcam is used, and videos are recorded in 1280x720 format at 25 fps.168
Since the experimental activities require the participants to move around in the workspace, the camera169
positioning is designed to keep the user in frame with a frontal view for as long as possible. As shown in170
Figure 1, the webcam is placed to the left of the cobot, on the available support structure, and around 1.5171
meters from the participant.172

Three sessions of approximately 10 minutes each are video-recorded during the first workday (beginning,173
middle, and end of the workday). Likewise, three additional videos were acquired during the last workday174
of the experiment. Thus, one hour of videos for each participant can be analyzed, for a total of 16 hours of175
videos, to outline a qualitative and quantitative analysis of the behavioral patterns elicited by both NT and176
ASD participants.177

3.4 Ethical approval178

The study is conducted according to the guidelines of the Declaration of Helsinki and approved by the179
Ethics Committee of I.R.C.C.S. Eugenio Medea (protocol code N. 19/20—CE of 20 April 2020).180

3.5 Measures181

Given the lack of knowledge highlighted in Section 2 regarding behavioral patterns elicited during182
industrial collaborative applications, especially for operators characterized by ASD, the authors decided to183
opt for a mixed-method approach for the analysis. Four different tools were used to collect robust measures184
that could be representative of both predictable and unforeseen behaviors. Some of the chosen tools allow185
for the precise observation of predefined aspects of the collaboration but are not suited for the analysis of186
long sessions (e.g., video-based annotations). Other tools, instead, have been selected for their good fit with187
long and unpredictable scenarios (e.g., live note-taking). Moreover, the different chosen measures allow188
for both a qualitative analysis of the observed behaviors for each experimental group and a quantitative189
comparison between the two mentioned groups. Note that the available quantitative measures have only190
been used in terms of comparison since they are specific to the chosen scenario and therefore have limited191
value in terms of absolute measures. Below, a detailed description of the four selected tools is reported.192

3.5.1 The Observational Grid193

As mentioned before, one goal of the present study is to observe and try to understand the behaviors of194
the participants during the interaction with the robot, in particular relating to well-being and performance.195
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To detect some of those predictable aspects, an observational grid is built. The grid is a tool that helps196
the observer remember and measure the goals s/he has set for himself. It consists of a table to record the197
observable events relating to the constructs of interest (Roller and Lavrakas, 2015). Given the nature of198
this approach, it is best suited for the precise observation of relatively short experimental sessions, and it199
was therefore applied for the analysis of the collected videos. The choice fell on this tool as it would have200
allowed the observer to record the observable events with respect to some categories of our interest (which201
will be described below) and the key areas consistent with the specific task proposed (Roller and Lavrakas,202
2015). To build the grid, we decided originally to note the observed manifestations related to four attitudes:203
1) “manifestations of tiredness”, 2) “gestures with the hands” 3) “assembly methods”, and 4) “loading204
pieces on the cobot table”. With “manifestations of tiredness” we mean those body movements or facial205
expressions that convey to the observer that the participant is tired. We chose this category as the ultimate206
aim of the project is to create an experience that tires the user with ASD as little as possible, and we were207
therefore interested in understanding whether tiredness is manifested in different ways and quantities in208
the two groups of participants. With “gestures with the hands”, we note all the hand movements that are209
frequent but not useful for the task (for example, touching the nose). It was our interest to check whether,210
even in this scenario, ASD users showed different hand movements in terms of modality and quantity211
compared to ASD participants, as happens in other contexts Gonçalves et al. (2012). The “assembly212
methods” class encompasses how the participant assembled the planetary gearbox, for example, using213
one or both hands, building several pieces at the same time, etc. The last variable, “loading pieces on the214
cobot table”, refers to when the participant chose to supply the cobot table with new pieces, intended215
as the moment of the process and not as a chronological time; examples of this variable are “when the216
cobot stops”, “at any time”, “when the participant finishes assembling a gearbox”. These two categories217
were interesting for us, knowing that subjects with ASD have rigidities in changing their behavior while218
carrying out the same task; we, therefore, wanted to observe whether this difficulty was present in the two219
activities of assembling and positioning the gearbox components. After having examined the videos for220
the first time, other categories deemed important to explain the behavior of the participants are added: 5)221
“other manifestations”, which include other behaviors that cannot be categorized as due to tiredness, but222
which contribute to describing the moment e.g. fanning the shirt for the heat; 6) “regard for the cobot”,223
which includes reactions related to the behavior of the cobot (e.g. staring at it, talking to it) and also no224
reactions (e.g. ignoring that the cobot has been waiting for the joint action to happen). This category,225
initially overlooked, was proposed after the first visualizations of the videos as correspondence was noted226
with what had already been noted in the literature, namely a special interest in using computer-based227
programs on the part of ASD individuals. Moore et al. (2005); 7) “talk to someone”, in case the participant228
talks to someone in the room. On top of these variables a “notes” column is used by the researcher to add229
any additional observations made while looking at the collected videos.230

Although this grid does not claim to categorize the participants’ behaviors, it has proved to be useful231
for observing some patterns that we consider relevant during the experience and that can guide us in our232
observation. An example of the final version of the grid with data related to one of the participants is233
reported in Table 1.234

3.5.2 Unstructured Notes235

Still today, the diagnosis of autism is based on behavioral markers. Each individual with ASD is likely to236
have a unique pattern of behavior (in some cases even stereotypical) which tends to be stable over time, still237
showing common signs that (from low to high functioning) lead to the formulation of a common diagnosis.238
Considering these premises on the importance of behavior, for the ASD group, we decided to collect239
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Table 1. An example of a filled-in grid used to note the behavior of one of the participants.
ID 4014006

DAY Day 1
Video 2

MANIFESTATION OF
TIREDNESS

Participant looks
at the clock
(1.35; 10.25)

GESTURES WITH
THE HANDS

Scratch the nose (4.10)
Scrub hands (6.38)

ASSEMBLY METHODS -
LOADING PIECES ON THE
COBOT TABLE -

OTHER MANIFESTATIONS

tight lips (8.38)
wet mouth
with tongue (0.36;
0.58;6.31;7.20;9.23)

REGARD FOR
THE COBOT

cobot arrives, user prefers
to finish assembling all
their half gearboxes

TALK TO OPERATOR yes

NOTES
Rubs hands
after completing
action, as satisfaction

additional data in the form of unstructured note-taking to make sure that the loss of specific behavioral240
occurrences is minimized. Therefore, during the one-week experiment, two researchers performed a field241
observation, taking unstructured notes about the human-cobot interaction happening in the lab setting.242
Specifically, out of 5 days, 3 work shifts (lasting 3.5 hours each) were observed: usually on Mondays,243
Wednesdays, and Fridays. The logic behind this choice was to picture the beginning, the middle, and the244
end of the week to see if any substantial change occurred over time. For the entire shift, the researchers245
(sitting at a desk from a distance and observing the participants non-intrusively), typed down on a computer246
what was going on while seeking to avoid influencing events occurrence. Unstructured notes were collected247
without any a priori grid, thus offering the possibility to catch any additional information that was not248
previously planned and that might happen outside the recording sessions. According to the deductive249
thematic analysis, the researcher, driven by specific interests, explores the dataset to code the information250
according to a preexisting theoretical framework or preconceptions (Nowell et al., 2017; Kampira and251
Meyer, 2021). Operationally, the researcher collected all the text files, grouping each by participant and252
specifying whether the notes were taken during the first, second, or third day. Then, by adapting the253
empathy map (a tool used in UX design to succinctly characterize each user (Nielsen Norman Group,254
2018)), a qualitative profile of each ASD participant in the research was drawn up. Informative cards,255
named “Personas”, (see the example provided in Figure 3) were compiled, summarizing the profile of each256
ASD participant in 5 categories: “Task” (divided into “main challenges” and “main strengths”), “Work257
organization”, “Say - quotes”, “Act - Recurrent behaviors” and “Feel - Emotional expressions (if any)”.258
By the “Task” category, we mean the main challenges and strengths that occurred between the cobot and259
the operator during each phase of the assembly task (e.g., s/he is able to manage the cobot stops, s/he is260
aware of the pedals usage, s/he is concentrated on the task, etc.). By “Work organization” we intend for261
example the strategies used by the operator to fill the tables with the corresponding pieces or the ability262
to manage some operations simultaneously. The last three categories “Say - quotes”, “Act - Recurrent263
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behaviors” and “Feel - Emotional expressions (if any)” refer to what participants verbalized during the264
assembly task, the recurrent actions (not strictly related to the assembly task, e.g., checking the phone,265
crossing the arms, snapping the fingers) and eventually any kind of emotional expression (e.g., smiling,266
singing, etc.). It is important to note that the two researchers responsible for this tool were different from267
those who filled the observational grids described above. Also, it is important to reiterate that since the268
information was collected without the observer systematically searching for a specific behavior (as was269
done through the Observational Grid), it was not possible to perform a frequency quantification but only a270
qualitative description of the emerged behaviors. In this paper, we addressed the research need to outline271
the behavioral peculiarities of ASD participants; hence, unstructured notes were collected 3.5 hours a day272
for the duration of three work shifts. The unstructured notes were collected only on the ASD group, as the273
researchers aimed to describe as much as possible the novelty of neurodiverse participants interacting with274
collaborative robots: being ASD a condition manifesting in behavioral patterns, the researchers wanted275
to picture any peculiarity or unexpected work-method during the experiment. This kind of information276
could not be collected through the predefined grid, as the duration of the videos was limited (compared277
with the 3.5 hours per 3 three days observations in the lab setting) and the observable events were defined a278
priori. Therefore, the decision to use PERSONAS only for ASD participants supported our aim to use an279
exploratory and qualitative approach to view the data more extensively, rather than to make a comparison280
between groups.281

Figure 3. Example of a Persona compiled for one of the ASD participants.

3.5.3 The NOVA annotation tool282

NOVA (Heimerl et al., 2019), also known as the NOn Verbal Annotator, is a tool designed for annotating283
and analyzing behaviors in social interactions. NOVA has a graphical interface, which provides a user-284
friendly way to annotate multimodal data. This data can come from various sources and sensors such as285
video, audio, and bio-signals. Also in this case, this tool is particularly suited for the annotation of relatively286
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short experimental sessions and it was leveraged for the quantitative analysis of the videos recorded by287
the frontal camera. One of the annotation methods offered by NOVA is frame-wise labeling. This means288
that researchers can mark specific moments in the data to identify and categorize different behaviors. In289
addition, the interface is customizable and can handle data corresponding to multiple individuals or entities290
in separate tracks. This allows for the analysis of interactions between different entities, in our case, the291
interactions between a participant and the cobot. In addition to its annotation and visualization capabilities,292
NOVA annotations can be exported to popular formats, such as Excel. In our case, the annotations are293
saved in the following format: Start time, End time, and Label.294

Figure 4. An illustration of session annotation for a participant. The image shows a video frame of the
participant waiting for the robot. The top track has the labels for the participant and the one below has
labels for the robot.

To quantify the duration of specific actions and compare the differences between NT and ASD participants,295
we utilized the NOVA tool for video annotation. Our labeling process involved two tracks of labels: one296
for the participant and one for the robot, as depicted in Figure 4. The task primarily consisted of three297
activities from the participant’s side - gathering components, assembling them into a sub-assembly, and the298
final joint assembly involving both the participant and the robot. Consequently, these three actions were299
included in our label list as “Gathering”, “Assembling” and “Final Joining”, respectively. Additionally,300
we incorporated labels for waiting, both from the participant’s perspective and the robot’s perspective.301
During waiting periods, we observed a common pattern of participants looking at the robot. Hence, we302
distinguished between waiting while looking at the robot and waiting while engaging in other activities,303
such as looking in random directions, talking to someone, or other distractions. The two types of a304
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participant’s waiting behaviors are labeled as “Wait (Look Robot)” and “Wait (Look Random)”. Unlike305
the other actions, the robot’s waiting (“Robot wait”) is an action of the robot rather than the participant (see306
Figure 4). However, the duration of the robot’s wait depends on how the participants did their tasks and their307
decision on when to do the final joining. Notably, in the videos, a portion of the robotic arm was visible308
when it brought its sub-assembly, allowing us to label the moments of the robot waiting for the participant309
and the occurrence of the final joining. Due to the specific actions required in the task, participants would310
occasionally move to areas that were not captured by the camera. These instances were labeled as “Not311
visible” to indicate when the participant’s movements extended beyond the purview of the camera. Given312
this, we had a total of seven labels, comprising task-related actions, waiting actions, and participant313
visibility. These labels provided the annotation scheme to capture and analyze the participant behaviors314
exhibited during the task. These labels and the corresponding durations will be used to compare the315
differences between the two groups of participants (Neurotypical and ASD). We will employ independent316
samples t-tests or similar tests (Mann-Whitney test, Welch test, etc.) to determine if these differences317
are significant. However, it is important to acknowledge that the small sample size may impose inherent318
limitations on both statistical power and the ability to detect small or medium effects.319

3.5.4 Full-week performance analysis320

One piece of information that is missing from the data that is possible to collect using the tools presented321
up to now is the quantitative performance achieved by each participant during the whole experiment.322
Therefore, for every day of the experimental week, the researchers noted on an Excel sheet the start and323
end time of the session, any occurring stop of the activity, and the total number of assembled gearboxes per324
day. An overall performance analysis is then carried out in terms of the number of completed assemblies325
per hour. To do so, only the actual up-time (active working time) is considered. In fact, within the 3.5326
hours per day during which the participants worked on the task, some downtime occurred both in terms of327
breaks (requested by the participants) and in terms of unexpected stops (e.g., robot failures that required a328
restart of the system). By computing the ratio between the daily number of completed assemblies and the329
corresponding daily up-time, a performance index was computed for all the members of the two groups330
over the whole experimental week. The trend of downtimes will also be considered to rule out any bias that331
may affect the mentioned performance measure. Moreover, to compare the performance index trends of the332
two groups, a first check over the normality of the data distribution will be done using the Shapiro-Wilk333
test. If the normality assumption is verified, we intend to perform an ANCOVA analysis on the dataset to334
check the time*group influence effect over the performance. Again, it is important to keep in mind that the335
statistical power of the performed analyses may be impacted by the small available sample size.336

4 RESULTS

This Section reports the results obtained through the analysis of the behavior of NT and ASD participants337
together with a final comparison of the main observations extracted for each group.338

4.1 Neurotypical participants339

4.1.1 Results from the Observational Grid340

As mentioned in Section 3.5, the Observational Grid was employed to track the occurrences of the341
constructs of interest and how many participants (N, out of the eight individuals of the group) exhibit this342
behavior.343
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Table 2. Summary of the observed behaviors related to the NT group.
First Day Last Day

Manifestation of
tiredness

- Lean hands or arms on table
while waiting cobot (N=5)
- Movements of hands (N=3)
- Hands on hips (N=2)
- Sit (N=1)
- Time monitoring (N=3)
- Stretch (N=2)

- Lean hands or arms on table
while waiting cobot (N=8)
- Sit (N=1)
- Time monitoring (N=4)
- Stretch (N=1)
- Yawn (N=2)
- Snort (N=1)

Gestures with
the hands

- Rub fingertips (N=1)
- Rub face (N=4)
- Rub hands (N=2)
- Touch hair (N=3)
- Pull up the sleeves of the
sweatshirt and adjust clothes
(N=1)
- Touch glasses/watch (N=1)

- Touch hair (N=3)
- Rub face (N=6)
- Touch glasses (N=3)
- Tap the watch (N=1)

Assembly methods

- Start assembling the
gearbox as the participant
take out the useful parts
from the box (N=3)
- Empty the whole box
before the assemblation
(N=1) - strategy changed
- Sequential assembly (N=3)
then N=1 changed strategy
- Parallel assembly (N=6)
- Use of the locking
component (N=3)

- Parallel assembly (N=7)
- Use of the locking
component (N=3)

Loading the pieces
on the cobot table

- When one piece per category
is on the cobot’s table (N=3)
then cobot frequently stops
- Move the piece after placed
it on the table (N=1). It
causes error

- Move the piece after
placed on the table
(N=1). It causes error

Other manifestations - Manifestation of heat (N=2)

- Hum (N=1)
- Rotation of some components
of gearbox while waiting for
cobot (N=3)
- Play with clips (N=1)

Regard for the cobot

- React in advance (N=1)
- No awareness of cobot
standing (N=1)
- Look to cobot while waiting
(N=8)

- No awareness of
cobot standing (N=1)
- Look to cobot while waiting
(N=8)

Talk to operator N=2 N=4

The results are summarized in Table 2 and are explained in more detail in the supplementary materials344
Paragraph 1. However, it is possible to briefly mention some suggestions that have emerged that are not345
captured by the mere table.346

Regarding the manifestation of tiredness, some subjects show an increase in the number of347
manifestations during the same day (specifically, placing hands on hips, and sitting down); furthermore,348
most of the behaviors observed on the first day, emerge more frequently - in the same subjects - on the349
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last day. In general, participants are often bored especially during the last day, which is characterized by350
longer waiting times. About gestures with the hands, over time from the first to the last day, a lower351
variability in the behaviors manifested and an increase in the frequency of manifestations have been noted.352
Furthermore, each participant is inclined to show a specific behavior (for example, touching the hair 2-3353
times a minute).Considering the assembly methods, an adaptation to the task after the first moments of354
the first day can be noticed, whereby on the last day almost all the participants assemble the components355
in parallel. This leads to an increase in performance. Some observations are related to the preference of356
the participants in loading the pieces on the cobot table. The number of errors was reduced at the end of357
the week; the researcher’s perception is that of an improvement in performance and a better awareness358
of the actions to be performed. For the other manifestations” category, more variability and frequency359
emerged during the last day; the perception of the observer is that some participants implement behaviors360
to ”fill the dead moments”. Concerning regard for the cobot”, improvement in action planning during the361
week emerges and the participants tend to interrupt the actions they are carrying out to perform the joint362
action when the cobot is ready. In many cases, and during both the first and last days, the participants had363
to wait for the cobot. Interestingly, while waiting, participants almost always look at the cobot. Also, in364
some cases, they start looking in random directions after looking at the cobot for some time. We observed365
this gaze behavior directed towards the cobot in all participants of the NT group. Finally, the number of366
participants who talk to the operator in the room increased from the first to the last day.367

In conclusion, as observed, all participants assemble their parts faster than the cobot leading to a368
considerable amount of waiting time. After getting used to the task, the participants start gathering the369
multiple sub-assembly components (for future assembly) on the table, as well depicted in Figure 5 and,370
in almost all the instances, they preemptively assemble their parts. This process of adaptation to the task371
throughout the week can be noticed in all NT participants and leads to a generally increasing number of372
finished assemblies per day.373

Figure 5. An illustration of a neurotypical participant collaborating with the cobot during the assembly
task.
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4.2 Participants with ASD374

4.2.1 Results from the Observational Grid375

The videos collected from the eight ASD participants were also analyzed using the Observational Grid.376

The results are summarized in Table 3 and are explained in more detail in the supplementary materials377
Paragraph 2. Some researchers’ impressions which are difficult to understand by reading only the table are378
reported below.379

As regards the manifestation of tiredness during the first day, it is possible to notice that the participants380
who rest their hands/arms on the table would have the possibility of ”filling” the cobot’s waiting time, for381
example by emptying a box. Furthermore, the behavior is usually gradual (one hand is placed, then two382
hands, then the whole arm is placed down). The researcher notes a general tendency to increase the same383
type of gesture in the same participant between the video recorded at the beginning and the end of the384
day, suggesting that these behaviors are related to fatigue. Conversely, the behaviors that are manifested385
on the third day, mostly similar to those that emerged on the first, do not increase in frequency during the386
day. Regarding gestures with hands, we note the emergence of some particular gestures; for example, a387
participant claps after a completed action, such as applause. Another moves his hands repeatedly as if it388
were a stereotypical gesture, or the hands are repeatedly scratched (see Figure 6), and in another case, a box389
is moved numerous times before finding the participant’s preferred place. However, these gestures emerge390
only on the first day. Moving on to the assembly method category, we mainly observe two strategies:391
assembling one gearbox at a time, or in parallel. These strategies are the same ones that also emerge on the392
last day. A difficulty in changing one’s strategy, even when not very effective, emerges but an increase in393
the speed of actions is observed. A frequent strategy related to loading pieces on the cobot table does not394
emerge, except the participant who immediately replaces the piece just taken from the cobot for assembly,395
reducing the risk of errors (Label 2, Figure 1). Furthermore, no differences emerge between the first and396
last day. Concerning other manifestations, the researcher notes in particular that gestures seem to appear397
in moments of boredom; further explanations can be found in the supplementary materials, paragraph 2. In398
the regard for the cobot category, it can be noted that some of the subjects fail to get good timing with399
the cobot, making it wait while performing other actions, or stopping to observe it while they could carry400
on with the work. Furthermore, visual expressions closely linked to the cobot’s behavior emerge, such as401
amazement at its speed. There is generally an improvement in performance between the first and last day,402
with fewer empty moments. Finally, the number of participants who talk to the operator remain the same403
on the first and last day.404

4.2.2 Results from the Unstructured Notes405

As mentioned, this paragraph contains annotations relating to the observed behaviors implemented by the406
participants with ASD.407

Regarding the “Task” category, the most common challenges observed during the three work shifts408
were related to delays caused by: the lack of components loaded on the table; the need for technical409
intervention regarding issues s/he could handle independently; the cobot stops because of some mistake410
of the participant. On the other hand, remarkable behaviors ameliorating the task performance were: the411
participant is able to talk and work at the same time without being distracted; s/he is aware of the system412
functioning (e.g., knowing what to do when the cobot cannot detect a component or being able to use the413
pedals properly) and autonomous in task management (e.g., s/he knows how to rearrange the workstation414
after the cobot is being restarted).415
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Table 3. Summary of the observed behaviors related to the ASD group.
First Day Last Day

Manifestation of
tiredness

- Lean hands or arms on table
while waiting cobot (N=4)
- Arms crossed repeatedly
- Hands on hips (N=1)
- Sit (N=1)
- Time monitoring (N=4)
- Stretch (N=1)
- Sigh (N=1)
- Yawn (N=1)

- Lean hands or arms on table
while waiting cobot (N=3)
- Arms crossed repeatedly (N=2)
- Sit (N=1)
- Hands on hips (N=3)
- Close eyes (N=1)
- Time monitoring (N=5)
- Stretch (N=3)
- Yawn (N=1)

Gestures with
the hands

- Rub fingertips (N=1)
- Rub face (N=4)
- Rub hands (N=3)
- Clap hands (N=1)
- Stereotypical hands’ movements
(N=1)
- Move the box to be emptied
(N=1)
- Shake wrist (N=1)
- Touch glasses (N=1)

- Rub fingers (N=1)
- Rub knuckles (N=1)
- Rub fingertips (N=1)
- Rub hands (N=1)
- Rub face (N=4)
- Touch glasses (N=2)

Assembly methods

- Start assembling the
gearbox as the participant
take out the useful parts
from the box (N=2)
- Empty the whole box
before the assemblation
(N=6)
- Sequential assembly (N=4)
- Parallel assembly (N=3)
- No assembly support used (N=1)
- Pieces are placed close together
on the table (N=1)

- Sequential assembly (N=4)
one changes strategy
- Parallel assembly (N=3/4)
- No assembly supported used
(N=1)

Loading the pieces
on the cobot table

- Add the piece anytime it is
taken by the cobot (N=1)

- Add the piece anytime it is
taken by the cobot (N=1)

Other manifestations
- Manifestation of effort (N=2)
- Greet the camera (N=1)
- Manifestation of heat (N=2)
- Wet the lips (N=3)

- Manifestation of effort (N=1)
- Jump (N=1)
- Sway the body (N=1)
- Push components of the
gearbox (N=1)

Regard for the cobot

- Make the cobot wait (N=5)
- Look frequently at the cobot
(N=2)
- Facial expression to react to
cobot’s action (N=3)
- Watch the cobot while it
assembles the gearbox without
preparing their part (N=2)
- React in advance (N=1)

- Make the cobot wait (N=3)

Talk to operator N=1 N=1

Regarding the “Work organization”, participants were able/not able to: refill the table while the cobot416
is performing its cycle; to have his/her sub-assembly ready when the cobot approaches to collaborate; to417
organize multiple sub-assemblies to get ahead of the assembly work and to take advantage of cobot stops418
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Figure 6. An illustration of a participant characterized by ASD performing some hand gesture while the
cobot waits for the collaborative joint action.

to arrange components on the desk. The last three aspects within the “Work organization” comprise break419
management, the end of the shift management, and physical fatigue. The break is, in some cases, taken420
autonomously by the participant, while, in other cases, the researchers have to remind the participants421
(totally immersed in the task). As for the end of the shift, the idiosyncrasy against incompleteness leads the422
participant to finish the box already started (and containing 5 pieces each) or to finish the pieces on the423
desk (leaving the table empty). To reduce physical fatigue, some participants used a chair to sit down for a424
while.425

Coming to the “Say - quotes” category of behavior observed in ASD participants, their verbalizations426
were grouped for similarity of concepts (below are reported only the ones conveying aspects not already427
mentioned in the other categories). Table 4 can be used to go into details of the quotes grouped by428
“anthropomorphism”, “attention to details”, “control/feedback” and “general opinion on the task”.429

About “Act - Recurrent behaviors”, here a list of the most interesting notes is reported: looking at430
cell phone; putting on headphones with music; leaning on the table; stretching; puffing; yawning; sitting;431
giggling; humming; keeping time with the foot; chatting (also talking to self); moving hands (flickering)432
and snapping fingers.433

Finally, the “Feel - Emotional expressions (if any)” category summarizes the following manifestations.434
First of all, nervousness is generated by: the participant’s fatigue in joining the two sub-assemblies; cobot435
stops that last for a long time (forcing the operator to prolonged inactivity); work interruption caused by436
phone notifications; the cobot that fails in detecting a component for several times consecutively; failure to437
finish the work shift by completing the box already started or finishing all the pieces on the table (leaving438
the table empty). Additionally, boredom/tiredness manifests in puffing, slumping on the table, yawning, or439
sighing. Lastly, other notable manifestations were: happiness (s/he smiles, listens to music amused, dances,440
giggles, hums), a sense of safety (s/he is not afraid of proximity to the cobot), and fear (s/he jumps when441
the cobot approaches him).442
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Table 4. Quotes collected from the participants during the week.
Say quotes Citation

Anthropomorphism

- “Does the robot have a name?” “Its name is given from the factory, it is Fanuc”.
- “Come on FANUC come on!” (referring to the cobot one more time looking
for the parts it cannot find).
- “I am sorry that you are waiting” (referring to the cobot) “How empathetic you
are.” (He smiles back).
- “Very good, go robot”.
- “Come on, there are three beautiful little pieces... Now I’m going to move it for
you sweetie”.

Attention to details

- “This piece is defective” (he realizes that one piece is slightly different from
the others)
- “I have discovered something: The best placement of components is on the left
side of the buffer.”
- “Maybe that’s why he’s having a hard time catching it” (the operator notices
that one component is darker in color).
- “I realized that by putting the smaller rings near the edge the cobot was not
taking them”.
- “Is it not slower than yesterday?” (The operator reports that the cobot is slower
in opening the pincers).

Control/feedback

- “I need to calculate how long it takes me to do an assembly so that I will not
leave any pieces for my colleague”.
- “I made half of this box, at the end of the week can you tell me how many
pieces I made on average?”;
- “What box did they take away? Which were the first boxes that you brought to
me?”
- “Will you count the assemblies or shall I count them?”

General opinion on
the task

- “While doing this work, those who are not Aspergers become so.”
- “I was told that you were the one that collaborated with me.”
- “So, I assemble and you disassemble.”
- “It is relaxing for me to do this stuff, I don’t think while I am working, I have
less pressure.”

4.3 Comparison443

Some differences between the two groups emerge from the observations made both from a qualitative444
and quantitative point of view.445

4.3.1 Qualitative comparison446

In general, a greater number of manifestations of tiredness and hand movements are noted in participants447
with ASD. In particular, it is noted that behaviors related to fatigue also emerge in the NT group, but later448
than in the ASD group. Participants characterized by ASD show some signs of boredom in the very first449
moments of the interaction; in particular, there are many instances in which the user looks at his/her watch450
while the robot is performing its activities.451
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Considering hand gestures, more stereotyped movements and rubbing of the fingertips or hands emerge452
in the ASD group, while the NT group tends to move their hands over their body: face, hair, and glasses.453

Even though the assembly methods adopted are similar in the two groups, it is observed that NT454
participants have a faster adaptation to the task, especially in terms of sequence, timing, and positioning.455
Nevertheless, it should be noted that even in the group characterized by high-functioning autism some456
participants also showed an improvement in performance and therefore a change in the assembly457
methodology.458

Considering the “other manifestations” category, a wider variety of behavioral productions can be noted459
in the NT group compared to participants with ASD. Moreover, in the ASD group, these actions are460
linked to specific moments (for example, a difficulty), while for the NT participants, they are more461
pervasive. Furthermore, it appears that participants with ASD engage in behaviors in which their body is462
the protagonist (e.g. greeting, frowning, jumping); on the other hand, in the NT group, the actions usually463
involve an external tool (a clip, one of the components of the gearbox, etc.). In both cases, self-facing464
gestures increase over time, and presumably with increasing fatigue. It can also be observed that NT465
participants tend to talk more with people in the room than participants with ASD.466

Regarding the attitudes towards the cobot, it is noted that the group of ASD participants is less inclined467
to adapt: there are more situations in which the cobot is ready to collaborate but the participant has not468
completed the sub-assembly. This behavior could be explained by the difficulty of users with ASD to work469
in parallel on different assemblies (multitasking), well known in the literature (Yang et al., 2017; Mackinlay470
et al., 2006). In general, it can be noticed that the adaptation process observed for NT participants emerges471
less in the participants with ASD, as they maintain their work routine almost identically throughout the472
week. As a result, the total number of assembled components is lower and increases less throughout the473
week, as later confirmed by the quantitative comparison reported in Section 4.3.2. These aspects are a474
direct consequence of the robot’s waiting time. The participant with ASD usually did not show any urgency475
in responding to the robot when it brought its sub-assembly. As mentioned before, in many instances, they476
finish the assembly after the robot arrives for the final joining of sub-assembly parts. In the NT group, on477
the other hand, there is a decrease in the moments of pause, with a consequent increase in performance. We478
can therefore deduce that ASD participants don’t prioritize the robot or the final joining task and continue479
doing what they are doing, even if it is gathering the components for future assembly. This is in contrast480
with our observations related to NT participants, who prioritized the robot over other sub-tasks, which led481
to negligible waiting time for the robot. However, this observation should not be considered in an absolute482
sense. Some participants characterized by high-functioning autism demonstrated flexibility and were able to483
both carry on with the work and be ready when the cobot approached and showed multitasking skills. What484
changes, once again, is the number of participants who show this behavior. Within the group with ASD,485
there is greater variability in the manifestations observed, so it was possible to identify high-performing486
participants and less flexible and low-performing participants. The NT group, on the other hand, was more487
homogeneous in the observed behaviors. This observation indicates that there could be differences in the488
best synchronization logic between the user and the robot when dealing with NT or ASD workers.489

Interestingly, the ASD group showed more variability in their facial expressions than the NT group490
in response to the cobot actions. Moreover, interesting points of discussion come from the analysis of491
gaze patterns. Considering the ASD group, gaze, even if directed towards the cobot, did not result in the492
adaptation of their actions. Furthermore, the participants with ASD did not have a clear pattern of looking493
at the robot while waiting. On the other hand, the NT group looked at the cobot more often during the task494
either because waiting for it or to better time their assembly schedule.495
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It has also been noted that sometimes participants with ASD prefer to maintain distance from the robot496
throughout the sessions. This is particularly evident in the timing of loading components onto the cobot497
table. The NT participants gather robot components whenever they deem necessary and don’t mind working498
closely with the robot. The participants with ASD, instead, tend to gather the components for the robot499
after the robot brought its part for final joining, i.e. when the robot is not working on its side of the table500
(see Figure 1), further adding to the waiting time of the robot. This space factor needs to be taken into501
account when allocating collaborative sub-tasks to participants with ASD to yield better performance.502

Finally, some aspects are shared among the two groups. First of all, it emerges that there is not one503
behavior more frequent than another by looking at the participants as a whole, but a personal tendency to504
implement the same behavior repeatedly, whatever it may be (e.g. moving hands in a certain way, touch505
a certain point of the face, touch the components of the gearbox, look at the time). Furthermore, in both506
groups, the moments of boredom and waiting are characterized by a greater number of hand gestures and507
are often associated with bored expressions or yawns.508

4.3.2 Quantitative comparison509

First, to assess and compare the duration of different actions, we analyzed the data obtained from the510
annotated labels. Interestingly, results show considerable differences between the two groups in this sense.511

One of the quantitative measures that differed significantly is the robot’s waiting time. As already512
observed in the qualitative comparison in Section 4.3.1, most of the participants with ASD displayed513
a lower sense of urgency in attending to the robot. To quantify this, we calculated the average waiting514
time of the robot across all sessions for NT participants and participants with ASD. The average waiting515
time for NT participants was found to be 20.7 seconds per video, while for the participants with ASD,516
the wait duration was almost triple at 59.96 seconds per video. Figure 7 visualizes the box-plot of the517
robot’s waiting time from each annotated video for NT and ASD groups. To determine if this difference is518
statistically significant, we visualized the mean robot’s waiting time for each participant using Q-Q plots.519
We found that the data does not follow a normal distribution and thus violates the normality assumption520
of the independent samples t-test. Hence, we chose to run the Mann-Whitney test and found a significant521
difference (U = 11.0, p = 0.016).522

Some differences were also qualitatively highlighted in terms of gaze patterns. In these terms, first, we523
confirm that considerable differences exist in the amount of time participants spent looking at the robot,524
as shown in Figure 8. On average, NT participants spent 52.02 seconds per video looking at the robot,525
whereas the participants with ASD spent only 28.07 seconds per video. NT participants spent almost526
double the amount of time looking at the robot compared to the participants with ASD. This indicates a527
disparity in visual engagement with the robot between the two groups. Secondly, during the annotation528
process, we noticed additional differences related to the duration of continuous gaze contact with the robot529
for the participant with ASD. NT participants tended to have longer periods of continuous gaze contact. In530
contrast, the participants with ASD had shorter periods of gaze contact and frequently looked away. To531
measure this disparity, we calculated the maximum duration of gaze contact with the robot throughout532
the sessions. For the participants with ASD, the average value of the maximum gaze contact period was533
7.93 seconds per video, whereas the mean value for NT participants was 12.49 seconds per video. These534
observations regarding gaze duration align with previous research by Damm et al. (2013), where they found535
a significant decrease in gaze contact with social robots among individuals with ASD over the course of a536
session. Similar to the robot’s waiting time, we visualized the mean values for each participant as Q-Q plots.537
Neither the look-at-robot duration nor the maximum gaze contact period followed a normal distribution.538
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Figure 7. Box plot showing the distribution of Robot Wait duration for NT and ASD groups.

The Mann-Whitney test yielded a significant difference in look-at-robot duration (U = 15.0, p = 0.042).539
However, the maximum gaze contact period did not result in a significant outcome (U = 19.0, p = 0.095).540
This indicates that a larger sample size might be required to effectively detect smaller effects.541

Figure 8. Box plot showing the distribution of Look Robot duration for NT and ASD groups.

Focusing now on the performance analysis computed over the full experimental week, some additional542
differences seem to arise between the two groups.543

The results collected for the NT group, depicted on the left side of Figure 9, clearly follow a trend of544
increasing performance for all the members of the group and the tendency to converge to a common top545
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performance. In fact, in terms of the average performance index, the results show a relevant increase546
over the week (+15%), going from 29.08 assemblies/hour on Monday to 33.43 assemblies/hour on Friday.547
Moreover, looking at the daily standard deviations computed using the daily performance indexes of each548
member, results decrease from 3.95 to 1.73 suggesting that the participants tend to converge towards a549
common level of top performance by the end of the experimental week.550

The results collected for the group characterized by ASD, depicted on the right side of Figure 9, again551
follow a moderately increasing trend over the experimental week (+9%), going from 27.59 to 30.11552
assemblies/hour (Monday to Friday). However, it can be noticed that the performance trends of each553
member of the group are quite spread apart in the plot and do not show any tendency to converge or554
diverge during the experimental campaign. Looking at the daily standard deviations computed over the555
daily performance indexes of all the members of the ASD group, results remain pretty stable, oscillating556
between a minimum of 5.75 and a maximum of 6.52.557

To further analyze the actual performance of each participant, Figure 10 reports the trend of daily558
downtime for each participant: on the left, the data related to the NT group is presented while, on the559
right, the data of the ASD group can be found. As already mentioned in Section 3.5.4, downtimes are560
made up of both breaks requested directly by participants and unexpected stops that required a restart of561
the system. On this basis, one may think that the actual duration of daily downtime could affect the level562
of tiredness of the participant and consequently the achieved performance level. However, looking at the563
individual trends of both performance and downtime, this hypothesis is not confirmed. For brevity, only the564
data collected for participant number 3011004 is discussed here, since it is the one with the most variable565
trend of downtime, but the same conclusion can be drawn also for the other participants. Considering566
Figures 9 and 10, participant 3011004 experienced a relevant increase in downtime between Tuesday and567
Wednesday and achieved an increased performance level. However, the same participant also experienced a568
huge drop in downtime between Wednesday and Thursday but, once again, an increased performance level569
was achieved. Considering this, we can conclude that the duration of downtime does not seem to affect the570
trend of performance.571

Figure 9. On the left each line represents the performance index of a member of the NT group over the
experimental week, on the right the same is represented for the members of the ASD group.

To perform a direct comparison between the two groups, the assumption of normal distribution first572
has to be verified. To do so, we first looked at the Q-Q plots and then performed a Shapiro-Wilk test573
(NT - p = 0.490, ASD - p = 0.094). Since the data for both experimental groups is confirmed to be574
normally distributed, an ANCOVA test was performed to analyze the time*group influence effect over575
the collected performance indexes. Results confirm a statistically significant difference between the two576
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Figure 10. On the left each line represents the minutes of downtime of a member of the NT group over the
experimental week, on the right the same is represented for the members of the ASD group.

groups (F = 4.85, p = 0.010). In more general terms, the collected data clearly shows that the rate of577
improvement achieved by the NT group (+15%) is considerably higher than the one achieved by the ASD578
group (+9%), as depicted on the left side of Figure 11. On average, the absolute number of assemblies/hour579
reached by the NT group remains higher than the ASD group for every day of the experimental week.580
However, it is interesting to notice that both the best and the worst performers among all the participants581
belong to the ASD group. The range of minimum and maximum performance for the NT group stands582
between 24.57 and 38.75 assemblies/hour, while for the ASD group, the same range spans between 19.50583
and 41.74 assemblies/hour. This is consistent with what was reported in the qualitative analyses, namely584
that in the ASD group there is greater variability in behaviors, while the NT group is more homogeneous.585
Finally, the tendency of the NT group to converge to a common best performance level is interestingly not586
reflected in a similar trend for the ASD group, as shown in the right side of Figure 11.587

Figure 11. On the left is a comparison between the average performance of the NT and ASD groups. On
the right is the comparison between the standard deviation of the same groups.

5 CONCLUSION AND FUTURE WORKS

Our goal was to explore the different needs of NT participants and participants with ASD during588
collaboration with a cobot. To this end, we collected video recordings of both experimental groups589
working in a robotic collaborative assembly cell reproduced in a lab environment. We used the NOVA tool,590
to annotate the videos and analyze them quantitatively. Moreover, both an ad-hoc observational grid and591
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unstructured note-taking were leveraged to collect qualitative points of discussion. It must be said that no592
measurement of the degree of agreement between the different observers was carried out even if the results593
collected were mutually consistent. We found some key differences between NT and ASD participants in594
terms of prioritizing the robot partner, gaze patterns, facial expressions, multi-tasking, and personal space.595
While our findings are generally in line with existing literature on ASD participants in social settings, it596
was surprising that it applies to a context that is not so obviously social (no other humans or humanoid597
robots/agents).598

The participants with ASD exhibited a lower sense of urgency in responding to the robot. They tend to599
complete the ongoing sub-task before attending to the robot. This behavior led to long waiting periods600
for the robot. This result is consistent with what is reported in the literature, namely that subjects with601
ASD have difficulties in prioritizing tasks (Murin et al., 2016). On the contrary, NT participants prioritized602
the robot and the final joining activity, which led to negligible waiting time for the robot. This difference603
in prioritizing the robot plausibly affected the assembly performance as the ASD group completed fewer604
assemblies on average compared to the NT group, as confirmed by the quantitative comparison provided.605

Regarding gaze patterns, both groups of participants tend to gaze toward the robot, although the duration606
of gaze contact is different. As noted by Zhang et al. (2017), gaze information can improve synchrony and607
communication in human-human collaboration. In our case, the gaze behavior can be considered as a cue608
to let the collaboration partner (in this case, the robot) know that they have completed their part of the task,609
which could be useful to adapt the behavior of the robot and to improve the collaboration experience of the610
user.611

Interestingly, the ASD group reacted more frequently than the NT group with facial expressions to the612
cobot actions. This result could confirm a particular interest of people on the spectrum towards robotic613
technology even in industrial settings and opens up interesting research questions related to the exploitation614
of facial expressions in similar scenarios. To date, it’s well known that children with ASD, the segment of615
the population on which most studies of this type are concentrated, have great interest in robots (Alves616
et al., 2020). First of all, this preference is related to the fact that robots, unlike people, operate within617
predictable systems and provide a highly structured environment that allows individuals with ASD to be618
more focused and feel comfortable (Takata et al., 2023). Secondly, as also underlined in (Atherton and619
Cross, 2018), individuals with ASD show a tendency towards anthropomorphism and greater empathic620
skills when interacting with non-humans, namely robots. Individuals with ASD are more at risk for feelings621
of loneliness, and feel themselves lacking in their social skills (Jobe and White, 2007); interaction with a622
robot has less emotional risk, and this could explain the greater tendency of participants with ASD to react623
and anthropomorphize the robot of out scenario.624

In terms of assembly performance, both groups generally improved over the week even though at a625
higher rate for the NT participants. This seems to suggest that a learning curve was experienced by both626
groups during the first days of the week while, during the last days, only the NT group optimized their627
working pattern (e.g. multitasking) to reach even better performance levels. This is also confirmed by628
the tendency of the NT group to converge to a common maximum performance index representing the629
saturation related to how the task was set up. On the contrary, each member of the ASD group kept pretty630
much the same working pattern, therefore, limiting their performance level to the “goodness” of their631
strategy. Nevertheless, as already mentioned, we observed in the group with ASD a greater variability and632
a potential in the expression of multitasking skills and flexibility. This fact suggests that participants with633
ASD potentially have the skills to perform well. It would be appropriate to propose specific training or to634
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accustom the participants to the task, to support this potential (i.e. multitasking) which, by itself, emerges635
with more difficulty.636

In terms of personal space, we noticed that participants with ASD preferred to maintain a distance from637
the robot throughout the sessions while the NT group generally did not mind working closely with the638
cobot.639

The outcomes of this study hold profound implications for both Industry 4.0 and the broader societal640
context. The observed performance of a specific individual with ASD surpassing their neurotypical641
counterparts, despite the overall lower performance of the ASD group, underscores the immense potential642
for inclusivity within Industry 4.0 environments. Furthermore, the intricate balance of similarities and high643
variations within the ASD group reaffirms the spectrum nature of autism. As we move forward, embracing644
a personalized approach that caters to individual traits and preferences becomes paramount, particularly in645
designing adaptive robot behaviors and task allocations. Moreover, the significant behavioral differences646
identified between the neurotypical and ASD groups emphasize that solutions designed for the former may647
not align effectively with the needs of the latter.648

In this study, we adopted an exploratory approach to identify behavioral patterns during a collaborative649
assembly task. As such, we did not specifically elicit responses to certain scenarios or investigate how650
participants from the NT and ASD groups would differ in their reactions to specific events, such as mistakes651
made by the robot or handling stressful situations. However, it is important to recognize that such situations652
can significantly impact participants’ responses and behaviors. Exploring these aspects in future studies653
could provide valuable insights related to how individuals with different needs might react and cope with654
such scenarios.655

As mentioned, this study revealed higher variability in the observed manifestations and performance656
in the ASD group than in the neurotypical group. In future works, it would be interesting to understand657
whether this variability is related to any particular personal traits. To this end, objective and self-reported658
data relating to personal characteristics could be collected.659

Furthermore, conducting focused studies that incorporate multimodal data has the potential to provide660
a more comprehensive understanding of participants’ behaviors and interactions. Finally, it would also661
be of great interest to undertake additional experimental campaigns with more participants and in actual662
company-based settings in order to validate the presented results even with data collected “in-the-wild”.663
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