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applied to morphed images, aiming to reduce or even remove
any visible artifact and then to produce high-quality morphed
images. However, this procedure is subjective, tedious, and
time-consuming: these issues prevent the creation of large
datasets with high-quality retouched morphed images that can
be used to train or test Morphing Attack Detection (MAD)
algorithms [4], i.e. automated tools explicitly devised to detect
the presence of morphing in input images.

More recently, morphing algorithms based on GANs [5]
have been introduced as alternatives to traditional landmark-
based methods [6]–[8]. The output of these GAN-based ap-
proaches typically does not present artifacts originated from
issues with the facial landmark localization but still shows
artifacts specific to the GAN-based generation procedure [9].
Nonetheless, some approaches have limitations in generating
high-resolution images, due to complexities in terms of mem-
ory requirements and training stability; moreover, controlling
the final identity of the morphed face is more complex.

Therefore, in this paper, we investigate the use of a Face
Restoration [10] approach to automatically retouch morphed
images created through a landmark-based morphing approach.
Specifically, we verify the capability of CodeFormer [11] to
retouch morphed images improving the visual quality while
preserving identity. A fully automated retouch operation has
the potential to eliminate the necessity for manual human
intervention in handling morphed images and can simplify
the process of generating extensive datasets comprising high-
quality images, which proves to be particularly beneficial for
training and testing MAD algorithms. In addition, we believe
this investigation can highlight the risk introduced by face
restoration-based methods in creating morphed images that can
easily deceive FRSs and humans.

II. RELATED WORK

A. Face Morphing

Face Morphing is an image manipulation technique where
one image undergoes a gradual transformation into another.
This technique, applied in the scenario of manipulating elec-
tronic machine-readable travel documents (eMRTD) [1], al-
lows the creation of facial images with a dual identity. Lit-
erature studies [2], [4] report that morphed images have the
capability to circumvent both FRSs and human control, and
then face morphing represents a severe security threat. More-
over, the proliferation of generative AI techniques for face

Abstract—Creating a high-quality morphed image is a la-
borious and time-intensive endeavor due to the necessity of 
manual post-processing to eliminate typical artifacts produced 
by landmark-based morphing techniques. At the same time, 
morphed images of superior quality, without noticeable visual 
artifacts like ghosts, noise, or blurring, present heightened success 
probabilities to deceive human evaluators and commercial face 
verification s ystems. T herefore, i n t his p aper, w e investigate 
the use of Face Restoration to automatically retouch morphed 
images. Specifically, we investigate the efficacy of  CodeFormer in 
removing artifacts and preserving the identity of the contribut-
ing subjects. An effective retouching method would allow the 
generation of large datasets containing high-quality retouched 
morphs, even starting from existing data, that are crucial for 
developing and evaluating the robustness of Morphing Attack 
Detection (MAD) algorithms.
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I. INTRODUCTION

In general, the probability of success of the Face Morphing 
attack [1] hinges on two key elements: the morphed image 
must successfully match both contributing subjects, and the 
morphed image should exhibit high visual quality, avoiding 
any visible or not-visible artifacts generated during the mor-
phing process [2]. Indeed, these artifacts could be readily 
detected by a human observer, such as a police officer, or 
by Facial Recognition Systems (FRSs).

However, morphing algorithms can have different outcomes 
in terms of image quality. The majority of existing algorithms 
are landmark-based, employing a combination of image warp-
ing based on facial landmarks, followed by texture blending:
their advantage is the simplicity in controlling the degree of 
similarity with the two contributing subjects, usually varying
the percentage (morphing factor) of the presence of each 
subject in the morphing. However, landmark-based algorithms
are often limited in terms of visual quality, since they may
generate artifacts due to inaccuracies or insufficient precision 
in detecting landmark positions. In many cases, these artifacts
are visible in the proximity of facial features such as the eyes, 
nose, and mouth [3]. Thus, manual post-processing is often
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Fig. 1: Given as input a morphed image with visible artifacts, CodeFormer [11] retouches them enhancing the visual quality.

morphing [12], [13], further amplifies this concern, stream-
lining the process for potential malicious actors. Additionally,
the morphed images can undergo enhancement through either
manual [14] or automated retouching procedures [3], effec-
tively eradicating both discernible and imperceptible artifacts.
Consequently, there exists a pressing need to develop Mor-
phing Attack Detection (MAD) systems [4] robust to new
morphing algorithms and retouching procedures.

The literature delineates two main categories of MAD
methods [4], i.e. Single-image MAD (S-MAD) and Differen-
tial MAD (D-MAD), based on batch or incremental training
[15], [16]. S-MAD systems are based exclusively on the
input images embedded within electronic documents. Typi-
cally, these systems prioritize the identification of artifacts or
residual traces left by the morphing process. S-MAD task is
generally considered challenging, given its reliance solely on
information inherent to a single input image [17]. Conversely,
a D-MAD system accepts two distinct images: a live capture
and a document image, which may potentially be morphed.
They operate on the assumption that the live image has been
procured through a trustworthy process. In this scenario, D-
MAD systems not only rely on detecting morphing traces but
also can exploit a comparative analysis of input identities [18].

B. Automatic Retouch of Morphed Images

Wang et al. [19] introduces a technique to automatically
identify image manipulations, such as warping, introduced dur-
ing the retouching of facial photographs through professional
software. In addition, this method can reverse the warping
process and restore the original image. The method can gen-

erate high-quality reconstructions, but it relies on the optical
flow information of the image transformation, not available in
our scenario. Seibold et al. presented a method [20], inspired
by the style transfer approach [21], for enhancing morphed
images, starting from the consideration that morphed images
often exhibit fewer details compared to authentic faces. It
consists of a CNN used to extract style and content features
from the input images and the morphed image, respectively:
then, the content is preserved to maintain the identity in the
morphed image, while the resulting image’s style becomes
more realistic. This approach, not based on a learning phase,
does not necessitate training or fine-tuning on specific datasets.
However, it is more oriented toward improving image texture
rather than the explicit removal of morphing artifacts. More-
over, limitations are related to the generated image size and
the inability to control the retouching areas. A method based
on Conditional GAN [22] is presented in [3]: it is based on the
retouching of single patches extracted from the face and then
combined using a weighted blending operation. Retouched
areas in images are controlled with attention maps computed
through a bit-wise operation on the warped images of the two
contributing subjects and fed in input to the whole system.
The main limitations regard the retouching procedure based
on patches, which requires the use of a non-trivial merging
operation, and the impossibility of controlling the quality of
the whole facial image during the generation procedure.

III. FACE RESTORATION

Face Restoration [10] is a domain-specific image restoration
task, that aims to create high-quality faces from low-quality



Patch Type CodeFormer Norm ↓ Difference ↓ RMSE ↓ δ-metrics ↑ Indexes ↑
w L1 L2 Abs Sqr Lin Log Scl 1.25 1.252 1.253 PSNR SSIM

Right Eye
0.00 10.16 6673 0.11 2.24 15.0 0.32 0.54 2.48 2.83 2.93 24.76 0.69
0.50 9.12 5966 0.10 1.85 13.5 0.31 0.50 2.54 2.85 2.94 25.74 0.72
1.00 8.70 5840 0.10 1.80 13.2 0.30 0.50 2.57 2.86 2.94 26.01 0.73

Left Eye
0.00 10.60 6917 0.11 2.33 15.6 0.31 0.52 2.48 2.83 2.93 24.47 0.68
0.50 9.51 6170 0.10 1.90 13.9 0.30 0.48 2.57 2.86 2.95 25.50 0.71
1.00 9.02 6000 0.10 1.83 13.5 0.30 0.49 2.59 2.87 2.95 25.83 0.72

Nose
0.00 10.48 6741 0.11 2.25 15.2 0.61 1.05 2.55 2.85 2.93 24.71 0.73
0.50 9.36 6001 0.10 1.83 13.5 0.58 0.99 2.63 2.88 2.94 25.76 0.76
1.00 8.40 5406 0.09 1.55 12.2 0.66 1.13 2.67 2.90 2.95 26.71 0.79

Mouth
0.00 9.20 5545 0.09 1.54 12.5 0.23 0.38 2.66 2.91 2.97 26.47 0.71
0.50 8.49 5056 0.08 1.28 11.4 0.22 0.36 2.72 2.93 2.97 27.23 0.74
1.00 7.88 4750 0.08 1.17 10.7 0.21 0.35 2.74 2.94 2.98 27.84 0.75

All Pacthes

0.00 10.03 6389 0.11 2.04 14.4 0.35 0.59 2.55 2.86 2.94 25.22 0.70
0.25 9.36 5953 0.10 1.79 13.4 0.34 0.56 2.61 2.88 2.95 25.83 0.72
0.50 9.07 5734 0.10 1.68 12.9 0.33 0.55 2.62 2.89 2.95 26.16 0.74
0.75 8.79 5573 0.09 1.60 12.6 0.34 0.56 2.64 2.89 2.96 26.43 0.74
1.00 8.45 5439 0.09 1.55 12.3 0.35 0.58 2.65 2.89 2.96 26.70 0.75

TABLE I: Pixel-wise metrics computed on retouched images from FRGCS [3] dataset through CodeFormer [11].

input images. Depending on the elements that are responsible
for the low quality of input, a variety of subtasks is addressed
in the literature: face deblurring [23] (sharp images from
blurry ones), face denoising [24] (removing the noise), face
super-resolution [25] (enhancing the spatial resolution of input
facial image) and face artifact removal [26] (removal of
artifacts introduced due to a lossy compression). Whether the
restoration is not based on the knowledge about the type of
degradation present in the input image, the task is referred to as
blind restoration [11]. At the time of writing, no studies focus
on the use of face restoration for morphing artifact removal.

CodeFormer [11] is a Transformer-based prediction network
that models the global composition of natural faces. This
blind face restoration approach relies on the concept of vector
quantization and the whole system is divided in different
components. A quantized autoencoder is used to obtain a
discrete codebook, from which a related decoder generates
the self-reconstruction of the input image. The subsequent face
restoration procedure is based on the prior from the codebook
combination and decoder. Then, a transformer is exploited to
predict a code combination starting from a low-quality input. It
is worth noting that the restoration procedure is controlled by a
parameter w ∈ [0, 1] that controls the trade-off between quality
and fidelity of the final image. Generally, a small w reduces the
reliance of the model on the input image, allowing significant
changes in the generated one. Conversely, larger w preserves
the information from the input image, reducing the impact of
changes but improving the fidelity. In our experiments, we use
the weights of the official implementation1; the face detection
is performed through RetinaFace [27], and the model has a
codebook size of 1024, embedding size of 512, and the number
of heads and layers is 8 and 9, respectively.

1https://github.com/sczhou/CodeFormer

IV. EXPERIMENTAL EVALUATION

A. Datasets

FRGCS [3]. This dataset simulates morphed images before
and after a retouching procedure: indeed, each morphed image
is obtained using two faces belonging to the same subject
taken from the FRGC dataset [28]: therefore, the difference
between the contributing and the morphed images is related
only to artifacts and not to different identities. The presence of
artifacts is further improved by applying a perturbation on the
detected landmarks of the first image used for the morphing.
This dataset is useful for the quantitative evaluation of the
retouching capability, thanks to the presence of the reference
image on which it is possible to compute pixel-based metrics.
FRGCM [3]. Differently from FRGCS, this dataset consists
of real morphed images, i.e. images obtained combining two
different identities. The dataset consists of 1060 morphed im-
ages and 32 subjects. Each subject is combined with all other
subjects of the same gender. This results in a dataset containing
morphed images with varying quality levels. FRGCM dataset is
useful to carry out experiments related to identity preservation
and MAD testing.
SMDD [29]. The Synthetic Morphing Attack Detection De-
velopment dataset contains synthetic facial images exploiting
the StyleGAN2-ADA model [30] trained on Flickr-Faces-HQ
Dataset (FFHQ) dataset [31]. Synthetic faces are then used
to create morphed images through a widely used morphing
algorithm [32]. We exploit the SMDD dataset to assess the
retouching ability of CodeFormer varying the source data and
the algorithm used for morphing with respect to FRGCM.

B. Evaluation of visual quality

To evaluate the visual quality, we exploit several pixel-wise
metrics to check the distance of generated images with respect
to the ground truth reference. Following [33], [34], metrics
are the L1 and L2 distances, the Root Mean Square Error

https://github.com/sczhou/CodeFormer


Patch Type Method Norm ↓ Difference ↓ RMSE ↓ δ-metrics ↑ Indexes ↑
L1 L2 Abs Sqr Lin Log Scl 1.25 1.252 1.253 PSNR SSIM

Right Eye [3] 10.38 6664 0.11 2.37 15.0 0.30 0.42 2.49 2.83 2.93 25.84 0.77
CodeFormer 8.70 5840 0.10 1.80 13.2 0.30 0.50 2.57 2.86 2.94 26.01 0.73

Left Eye [3] 10.35 6627 0.11 2.23 14.9 0.32 0.51 2.51 2.84 2.94 25.47 0.74
CodeFormer 9.02 6000 0.10 1.83 13.5 0.30 0.49 2.59 2.87 2.95 25.83 0.72

Nose [3] 8.00 4939 0.08 1.09 11.1 0.42 0.71 2.79 2.95 2.98 27.72 0.85
CodeFormer 8.40 5406 0.09 1.55 12.2 0.66 1.13 2.67 2.90 2.95 26.71 0.79

Mouth [3] 8.48 5344 0.08 1.24 12.1 0.20 0.30 2.76 2.95 2.98 26.98 0.81
CodeFormer 7.88 4750 0.08 1.17 10.7 0.21 0.35 2.74 2.94 2.98 27.84 0.75

All Pacthes [3] 9.25 5861 0.09 1.70 13.2 0.30 0.47 2.65 2.90 2.96 26.52 0.79
CodeFormer 8.45 5439 0.09 1.55 12.3 0.35 0.58 2.65 2.89 2.96 26.70 0.75

TABLE II: Pixel-wise metrics computed on retouched images using FRGCS dataset [3].

(RMSE), and three δ-metrics, representing the percentage of
pixels falling below a specified threshold. Furthermore, our
analysis incorporates the Peak Signal-to-Noise Ratio (PSNR),
contributing to a comprehensive evaluation of image quality.
We also use the Structural Similarity (SSIM), which estimates
the perceived visual similarity of two images.

To maintain the consistency with previous literature eval-
uation, all pixel-wise metrics are computed on color patches
with a spatial resolution of 256 × 256. Moreover, the use of
patch-based evaluation allows to focus the attention on facial
areas generally affected by artifacts, such as the eyes (pupils
and eye corners), nose and mouth. Being aware the assessment
of the visual quality of generated images is still a challenging
task [35], methods are tested on a list2 of images belonging
to FRGCS that present the most visible artifacts, to highlight
the retouching ability of the analyzed methods.

The first step is the investigation of the impact of different
weight values (w), that control the trade-off between quality
and fidelity of CodeFormer. This investigation requires the use
of the FRGCS dataset, and pixel-wise metrics to quantify the
difference between the ground truth and the restored morphed
image. Results are reported in Table I, in which the first lines
show the metrics for each patch type, and the last line reports
the averaged values computed on all patches. We observe that
the use of high values allows an effective face restoration,
despite the presence of strong visible artifacts in FRGCS

images. All metrics concur in highlighting that low values of
w yield excessively significant variations in the output images.

As the second step, we compare CodeFormer with a com-
peting retouching method of morphed images available in the
literature [3]. The results, also in this case reported for the
different patch types and then finally averaged, are shown in
Table II. For CodeFormer, we report the best combination
(w = 1), as determined in the previous analysis. From a
general point of view, the majority of the metrics reveal
the superior efficacy of CodeFormer in image retouching,
especially for eye patches. In particular, the PSNR, which
discerns the presence of noise in images and is measured on
a logarithmic scale, exhibits superior performance.

2https://miatbiolab.csr.unibo.it/public-resources

Finally, in Figure 1 some output samples are reported, in
which it is possible to observe that CodeFormer effectively
handles accessories, such as glasses, but also the non-trivial
trade-off between the ability to correct even strong artifacts
(such as the mouth in the third line) and the faculty to preserve
the same identity, as discussed in the following.

C. Evaluation of Identity Preservation

For the evaluation of identity preservation, we employ the
Mated Morph Presentation Match Rate (MMPMR) metric,
introduced in [36] as a gauge of the vulnerability of FRSs.
Indeed, MMPMR denotes the ratio of morphed images that
can be matched with both contributing subjects. In our ex-
periments, we employ a commercial SDK, VeriLook v12 by
Neurotechnology3 as face verification tool. Then, each mor-
phed image is compared against a test image (distinct from the
one used for morphing creation) of each contributing subject.

3https://www.neurotechnology.com/verilook.html

[0, 10] [10, 20] [20, 30] [30, 40]
Similarity score
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GAN

w=0
w=0.25

w=0.50
w=0.75

w=1.00

Fig. 2: MMPMR measured in the identity preservation test
for different w of CodeFormer and similarity scores of the
contributing subjects (see Sect. IV-C). GAN refers to [3].

https://miatbiolab.csr.unibo.it/public-resources
https://www.neurotechnology.com/verilook.html
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Fig. 3: (a) DET curve of the R-3 model [17] tested on
SMDD and FRGCM datasets, before and after the retouching
procedure. (b) DET curve of the R-3 model fine-tuned on the
retouched images and tested on SMDD and FRGCM .

Adhering to the Frontex guidelines for face verification at ABC
gates, the threshold for both SDKs was set to operate at a False
Acceptance Rate (FAR) of 0.1%.

This evaluation is conducted on the real morphed images of
the FRGCM dataset for both our model and [3], and the results
are reported in Figure 2 as a function of the similarity score
between the contributing subject and different values of w. We
observe that for a wide range of similarity scores ([10, 40]) the
automated retouching with the optimal w = 1 has no impact
on the MMPMR, thereby confirming the preservation of the
morphed identity. Only for very low similarity scores (< 10), a
limited decrease of about 4% in MMPMR is observed. Indeed,
as reported in [3], for lower similarity scores the likelihood
of success is considerably restricted, and even minor manual
or automated modifications to the image frequently result
in falling below the predetermined matching threshold. As
expected, lower values of w significantly affect the resulting
identity, with a drop of performance of about 20% with high
similarity scores ([30, 40]), and more than 60% with low
similarity ones ([0, 10]).

D. Impact on the S-MAD task

In this section, we evaluate the impact of the retouching pro-
cedure both on S-MAD training and testing through the error-
based metrics tailored to the MAD task [4]. The Bona Fide
Presentation Classification Error Rate (BPCER) quantifies the
rate of genuine images incorrectly identified as morphed,
whereas the Attack Presentation Classification Error Rate
(APCER) measures the rate of morphed images inaccurately
classified as bona fide. BPCER values are presented alongside
predetermined APCER values, i.e. BPCER0.1, BPCER0.05,
and BPCER0.01, which represent the minimum achievable
BPCER with an APCER not exceeding 10%, 5%, and 1%,
respectively. All these metrics and values are condensed in
the Detection Error Trade-off (DET) curve.

For these experiments, we retouch with CodeFormer (w =
1) the morphed images of FRGCS , FRGCM , and a subset of

1000 images of SMDD, obtaining FRGCCF
S , FRGCCF

M , and
SMDDCF , respectively.

Firstly, we examine whether retouched images possess the
capability to deceive an S-MAD algorithm. For the S-MAD
model, aware that several models are available in the literature,
we implement the current state-of-the-art solution on the FVC-
onGoing platform (SOTAMD D benchmark), referred to as
“R-3”4 in [17]. This MAD solution is based on the Inception-
ResNet architecture [37], and input faces are cropped through
the MTCNN [38] face detector and belong to a variety of
training datasets, including both landmark- and GAN-based
morphing algorithms [17]. The performance of R-3 is in
Figure 3a, tested on both FRGCM (blue line), FRGCCF

M (blue
dotted line), SMDD (orange line), and SMDDCF (orange
dotted line): a significant increase in the error rates denotes a
superior quality of retouched images, and a reduced accuracy
of the S-MAD model that misclassifies morphed as bona fide.

Secondly, we fine-tune (5 epochs with a learning rate of
10−4 and SGD optimizer with 0.9 of momentum) the same
R-3 method on FRGCCF

S , obtaining the blue curves depicted
in Figure 3b; we repeat the process fine-tuning on SMDDCF

for 1 epoch to obtain the orange curves; results reveal that
including the retouched images in the training dataset represent
a suitable and effective solution to significantly reduce the
error rates on retouched morphed images, at the cost of a
limited error increment on no-retouched ones.

Considering both experiments, we observe that the impact
of retouched images on the S-MAD performance is significant:
indeed, retouched images exhibit a higher attack potential
representing a viable tool to evade detection by S-MAD
models. In addition, we suggest that it is important to include
them, possibly created through a variety of face restoration
methods, in training data to improve the robustness of the
deployed model against new approaches able to enhance the
quality of morphing attacks.

V. CONCLUSION

In this paper, we have introduced the use of the blind face
restoration task, and specifically the CodeFormer method, to
automatically remove artifacts produced by landmark-based
morphing algorithms. Quantitative and qualitative results are
promising, even though the use of w is thorny: indeed, lower
values of w remove even strong artifacts, but tend to modify
the final identity, and vice-versa. Plenty of future works is
planned, including the application of the retouching proce-
dure through new face restoration models on different initial
data, on images produced with various morphing algorithms.
Moreover, considering the importance of including retouched
images in face-morphing training datasets, we plan to release a
retouched version of public morphed datasets. In addition, an
analysis of new face restoration models will be conducted, to
monitor the rise of new security threats and to develop proper
countermeasures. Finally, it is interesting to include also an
ISO/ICAO compliance check to analyze if generated images
are still suitable for electronic identity documents.

4https://github.com/ndido98/ubo-smad-r3

https://github.com/ndido98/ubo-smad-r3
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