
22 November 2024

Alma Mater Studiorum Università di Bologna
Archivio istituzionale della ricerca

Emami S.A.,  Banazadeh A.,  Hajipourzadeh P.,  Castaldi P.,  Fazelzadeh S.A. (2023). Disturbance observer-
based adaptive neural guidance and control of an aircraft using composite learning. CONTROL
ENGINEERING PRACTICE, 134, 1-14 [10.1016/j.conengprac.2023.105463].

Published Version:

Disturbance observer-based adaptive neural guidance and control of an aircraft using composite learning

Published:
DOI: http://doi.org/10.1016/j.conengprac.2023.105463

Terms of use:

(Article begins on next page)

Some rights reserved. The terms and conditions for the reuse of this version of the manuscript are
specified in the publishing policy. For all terms of use and more information see the publisher's website.

Availability:
This version is available at: https://hdl.handle.net/11585/948174 since: 2023-11-08

This is the final peer-reviewed author’s accepted manuscript (postprint) of the following publication:

This item was downloaded from IRIS Università di Bologna (https://cris.unibo.it/).
When citing, please refer to the published version.

http://doi.org/10.1016/j.conengprac.2023.105463
https://hdl.handle.net/11585/948174


a
S
S
a

b

c

C
G
I
N

c
a
C
v
c
u
A
t
i
C
i

d
t
e

Disturbance observer-based adaptive neural guidance and control of an
ircraft using composite learning
eyyed Ali Emami a, Afshin Banazadeh a,∗, Pedram Hajipourzadeh a, Paolo Castaldi b,
. Ahmad Fazelzadeh c

Department of Aerospace Engineering, Sharif University of Technology, Tehran, Iran
Department of Electrical, Electronic and Information Engineering ‘‘Guglielmo Marconi’’, University of Bologna, Via Dell’Università 50, Cesena, Italy
Department of Mechanical Engineering, Shiraz University, Shiraz, Iran

A R T I C L E I N F O

Keywords:
Aerial robot control

omposite real-time learning
uidance loop

ntelligent flight control
eural Networks

A B S T R A C T

An adaptive neural guidance and control system is proposed in this paper for a generic fixed-wing aerial robot.
Unlike most of the existing low-level control systems, which utilize a non-adaptive guidance loop, in this work
both the guidance and control loops are trained using an efficient adaptive neural algorithm. A feedforward
neural network is employed in each loop to identify uncertain dynamics, while an adaptive disturbance
observer allows to compensate for both the external disturbances and estimation error of the neural network.
This would lead to a resilient flight control system, and thus, the asymptotic stability of both the guidance and
control loops can be theoretically ensured for a generic aerial robot subject to different types of nonparametric
internal and external disturbances. Besides, to enhance the learning efficiency, a composite learning method is
adopted in which the neural network and the disturbance observer are trained using a composite error function
consisting of the tracking error and the estimation error of an introduced adaptive state observer. To the best
of the authors’ knowledge, this is the first completely adaptive integrated guidance and control system with
guaranteed stability under parametric and nonparametric internal and external disturbances. The introduced
control system is then applied to a simulation model of an electric aircraft that has been validated on the
basis of real data and flight experiments. The obtained results indicate that the proposed approach could be
considered a reliable guidance and control system for a generic fixed-wing aerial vehicle in the presence of
actuator faults, unmodeled dynamics, external disturbances, and measurement noises.
1. Introduction

Neural Networks (NNs) have been extensively utilized in adaptive
ontrol systems in the last two decades, particularly, in the case of
erial robotic vehicles (Kacprzyk, Schumann, & Liu, 2010; Pi, Hu,
heng, & Wu, 2020). Due to their unique features, such as the uni-
ersal approximation property and effective learning capability, they
an satisfactorily deal with both parametric and nonparametric model
ncertainties (Emami & Banazadeh, 2019; Emami & Roudbari, 2019).
nother important feature of NNs compared to basic fuzzy systems is

he lack of necessity for prior information about the system dynamics
n the learning process (Lee, 1990; Zahmatkesh, Emami, Banazadeh, &
astaldi, 2022), thereby providing significant potential to be employed

n the case of complex control problems.
NNs can be integrated with different learning methodologies, and

ue to their inherent parallel processing property, they can be effec-
ively used in real-time implementations (Campa et al., 2002; Kacprzyk
t al., 2010). Feedback Error Learning (FEL) is known as the most

∗ Corresponding author.

common approach to involve NNs in the structure of an adaptive
control design (Gomi & Kawato, 1993; Wang et al., 2018). Such control
methods are also known as a variety of intelligent control systems,
owing to the ability of the controller to learn and compensate for
unknown dynamics in the system and environment (Emami, Castaldi,
& Banazadeh, 2022). FEL can be employed to compensate for the effect
of model uncertainties by taking advantage of the tracking error in the
updating rule of the NN while satisfying the Lyapunov stability criteria.
Further, it can be satisfactorily employed in both direct and indirect
intelligent controllers.

1.1. Existing neural control methodologies

To be more specific, if the dynamic model of a system can be
represented as 𝑥̇ = 𝐹 (𝑥) + 𝐵(𝑥)𝑢 + 𝛥(𝑥) with 𝛥 denoting an unknown
function of system states, it is possible to estimate it (in an appropriate
compact set) using a NN as 𝛥 = 𝑊̂ 𝑇 𝜇(𝑥), where 𝜇(𝑥) and 𝑊̂ represent,
E-mail address: banazadeh@sharif.edu (A. Banazadeh).
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respectively, an appropriate basis function vector (or matrix) and the
utput weights, which should be trained by FEL. Accordingly, in such
 control design, it is assumed that a nominal model of the system,
.e. 𝐹 (𝑥) and 𝐵(𝑥) is available. Besides, in the presence of actuator 

faults, the uncertain term becomes a function of both the system
states 𝑥 and system inputs 𝑢. Thus, it is necessary to estimate it as
𝛥(𝑥, 𝑢) = 𝑊̂ 𝑇 𝜇(𝑥, 𝑢), and as a consequence, the control command 
ecomes a function itself, i.e. 𝑢 = ℎ(., 𝑢). Such a formulation necessitates 
 contraction assumption, which implicitly requires the sign of the
ontrol gain function to be known (Chowdhary, Mühlegg, & Johnson,
014). However, such an adaptive control framework suffers from the
ell-known limitations of aggressive learning (caused by increasing the

earning rate), which is a typical approach to compensate for the model
nversion error (Gu, Valavanis, Rutherford, & Rizzo, 2019). Another
oncern with the basic FEL neural control is that the convergence
f the NN weights to their optimal values requires persistent excita-
ion (Kacprzyk et al., 2010). Otherwise, the network’s parameters are
xposed to the well-known parameter drift issue, which in turn, results
n a high-gain control scheme (Ge & Wang, 2002). Although different
odifications such as the sigma-modification (Ioannou & Sun, 2012), 

-modification (Narendra & Annaswamy, 1987), or the projection al-
orithm (MacKunis, Leve, Patre, Fitz-Coy, & Dixon, 2016) have been
ntroduced in the literature to prevent parameter drift, the principal
roblem, i.e. the inefficient learning process in the absence of persistent
xcitation, is not solved using such modifications.

.2. Composite learning scheme

As an attractive idea to enhance the efficiency of the learning
rocess, it is possible to develop a state observer by taking advantage
f the estimated uncertainties, and subsequently, involve the estimation
rror of the state observer in the learning rule. Such an approach, which
s typically known as a composite learning scheme (Xu, Shi, Yang, & 
un, 2014; Yu, Zhang, Jiang, Su et al., 2020), has been employed in 
everal flight control systems, particularly, in the case of hypersonic
light vehicles (Xu, Shi, Sun, & He, 2019; Xu, Wang, Zhang, & Shi, 
017). However, only the longitudinal dynamics of the aerial vehicle 
ave been considered in these papers. Moreover, the utilization of
n adaptive Disturbance Observer (DO) to compensate for both the 
stimation error of the NN and the time-dependent disturbances, which
annot be captured by the NN, can effectively eliminate the need for a 
igh learning rate and result in the asymptotic stability of the system
s well (Fu et al., 2018; Lai, Liu, Zhang, & Chen, 2016).

.3. Disturbance observers

High-Gain Observers have been widely used in the literature to
stimate unknown system states (He, Yan, Sun, & Chen, 2017; Seshagiri
 Khalil, 2000; Xu, Gao, & Wang, 2011). However, they suffer from 
arious issues corresponding to high-gain learning and control (Ioannou
t al., 2014). Also, they suffer from the peaking phenomenon (Khalil,
008), which can even destabilize the system. Similar high-gain filters 
ave been employed in Chakrabortty and Arcak (2009) to deal with 
nmodeled input dynamics in the control of nonlinear systems, while
he designed controller results in significant chattering, which is a
roblematic issue in practical applications and can saturate the control 
nputs.

Another type of disturbance observer has been employed in Chen,
hi, and Lim (2016), Yu, Zhang, Jiang, Yu et al. (2020) and Yu, Zhang, 
iang, Su et al. (2020) in combination with NNs in which the DO
ttempts to estimate the residual uncertain term (which has not been
dentified by the NN), itself, not the upper bound of that. However,
uch a design requires an additional assumption on the boundedness of
he time-derivative of the disturbance term.
1.4. Adaptive guidance systems

On the other hand, as discussed in Chowdhary, Johnson, Chan-
ramohan, Kimbrell, and Calise (2013), in most existing flight control
ystems, the guidance loop, which should provide the reference attitude
r velocity to be followed by the inner control loop, does not typically
onsider uncertain terms (including sensor faults, measurement noises,
nd model uncertainties) in the design. This can lead to a conservative
esign in the presence of significant changes in the system dynamics
odel. Thus, there is a need for an adaptive guidance loop, which is

apable of modifying the commanded attitude (or velocity) based on
he current system conditions. Although a state-dependent guidance
aw has been proposed in Chowdhary et al. (2013) to ensure that a
easible trajectory is commanded to the aerial vehicle in the presence of
tructural damages, no theoretical stability analysis has been presented
n the paper for the introduced closed-loop system. Besides, an adaptive
eural backstepping control has been introduced in Yu, Zhang, Jiang,
u et al. (2020) to provide a decentralized control system for a group of

unmanned aerial vehicles in the presence of actuator faults and external
disturbances. However, the trajectory tracking control problem (in a
3D environment) has not been addressed in the paper, and the control
objective was to follow a reference bank angle, angle of attack, and
sideslip angle.

Motivated by the above discussion, an adaptive fault-tolerant guid-
ance and control scheme is developed in this paper using a novel
combined FEL neural control and a disturbance observer in both the
inner and outer control loops.

1.5. Main contributions of the proposed method

The main contributions of the paper can be summarized as follows:

1. A combination of FEL-based neural control and disturbance
observers is developed for a generic fixed-wing aerial robot
with nonparametric uncertainties, unmodeled dynamics, actua-
tor faults, and external disturbances. As will be shown, such a
combination along with employing a composite learning scheme
can effectively tackle considerable actuator faults and external
disturbances.

2. A novel, simple, and adaptive guidance algorithm is introduced
for a generic fixed-wing air vehicle without the requirement
to directly control the angle of attack and the sideslip angle.
The guidance loop is integrated with an inner control loop to
provide a trajectory tracking control scheme, where the stability
of each loop can be separately analyzed using the time-scale
decomposition assumption.

3. The closed-loop stability is carefully analyzed using the Lya-
punov stability theorem for both the guidance and control loops.
Using the proposed DO, the closed-loop system is capable of
compensating for both the NN’s estimation error and time-
dependent external disturbances. Accordingly, the asymptotic
stability of the closed-loop system would be ensured. In addition,
thanks to the employment of the NNs to compensate for uncer-
tain dynamics, the chattering phenomenon due to the signum
function, which is a crucial challenge in the use of discontinuous
control systems such as the sliding mode control, is significantly
reduced (Xian, Diao, Zhao, & Zhang, 2015). Moreover, different
from Arabi et al. (2019), which attempted to keep the system
trajectory in a compact set that the universal approximation
property of the NN is valid, here, the introduced adaptive DO
can effectively bring the system trajectory into the mentioned
compact set from outside assuming that the uncertain term
𝛥(𝑥, 𝑢) is bounded.

4. Using the introduced composite learning algorithm, both the
tracking and estimation errors are asymptotically converged to
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zero even considering significant internal and external distur-
bances, while there is no need for an indirect Recursive Least-
Squares optimization scheme (as a fault detection and isolation
block) (Abbaspour, Aboutalebi, Yen, & Sargolzaei, 2017; Ali
Emami & Banazadeh, 2020; Nguyen, Krishnakumar, Kaneshige,
& Nespeca, 2008) which can make the stability analysis of the
closed-loop system a serious challenge.

5. To evaluate the performance of the proposed control scheme,
a detailed nonlinear simulation of a 25 percent dynamically
similar model of a newly designed electric aircraft that benefits
from distributed propulsion system would be employed, while
the model has been validated based on real data and flight
experiments.

The remainder of the paper is organized as follows: The problem
description is presented in Section 2 in detail, whereas the control
design procedure is given in Section 3. Section 4 includes the simulation
results, and finally, Section 5 concludes the paper.

2. Problem formulation

The 6-Degrees of Freedom (DOF) nonlinear dynamic model of an
aerial robot can be generally formulated as (Emami & Rezaeizadeh,
2018; Galffy, Böck, & Kugi, 2019):

𝜔̇ = 𝐼−1
(

𝑀𝑏 − 𝜔 × 𝐼𝜔
)

, (1)

𝑣̇𝑏 =
𝐹𝑏
𝑚

− 𝜔 × 𝑣𝑏, (2)

where 𝑣𝑏 = [𝑈, 𝑉 ,𝑊 ]𝑇 , 𝑚, and 𝐼 represent the aircraft velocity in
he body coordinate system, the total vehicle mass, and the moment
f inertia matrix, respectively. Also, × stands for the cross-product
peration. In addition, 𝐹𝑏 and 𝑀𝑏 denote, respectively, the total forces
nd moments acting on the vehicle (represented in the body coordinate
ystem), which in turn are functions of the control surface deflec-
ions, i.e., 𝑢 = [𝛿𝑒, 𝛿𝑎, 𝛿𝑟]𝑇 and the throttle setting (𝛿𝑇 ). Here, 𝛿𝑒, 𝛿𝑎,
nd 𝛿𝑟 represent the elevator, the aileron, and the rudder deflection,
espectively.

In the case of a trajectory tracking problem, the control objective is
o design a control system such that the tracking error 𝑒𝑟(𝑡) = 𝑟(𝑡) −
𝑑 (𝑡) converges to zero (or a compact neighborhood of zero), where
(𝑡) = [𝑥𝐼 , 𝑦𝐼 , 𝑧𝐼 ]𝑇 and 𝑟𝑑 (𝑡) = [𝑥𝐼𝑑 , 𝑦𝐼𝑑 , 𝑧𝐼𝑑 ]𝑇 denote the vehicle’s
rajectory and the reference trajectory in the inertial reference frame,
espectively.

In this regard, in the following, we will design a multi-loop con-
rol system in which the reference trajectory is first transformed into
he desired attitude in the outer control loop (guidance loop), and
ubsequently, the inner loop attempts to control the vehicle’s attitude.

More precisely, the problem would be addressed in two consecutive
teps. In the first step, an adaptive guidance algorithm is introduced to
etermine the desired Euler angles’ rate and the desired velocity based
n the trajectory tracking error. Afterward, in the second step (i.e., the
nner control loops, which correspond to the attitude and velocity
ontrol systems), appropriate control surface deflections (𝑢) would be
etermined such that the air vehicle can follow the desired attitude
computed in the first step), and a distinct velocity controller is also
roposed to adjust the vehicle’s velocity. Using such a framework, the
ircraft velocity is adjusted using the throttle setting, and the vehicle’s
ttitude is controlled by control surface deflections, while the coupled
ynamics of the attitude and velocity subsystems are dealt with as well.

To introduce a change in the translational states, it is worth not-
ng that the aircraft velocity in the inertial reference frame can be
omputed as follows:

𝐼 = 𝑅𝐼𝑏𝑣𝑏 = 𝑢̄
⎛

⎜

⎜

cos 𝛾 cos𝜒
cos 𝛾 sin𝜒

⎞

⎟

⎟

, (3)

⎝ − sin 𝛾 ⎠
here 𝑢̄, 𝛾, and 𝜒 represent the vehicle’s velocity magnitude, the flight
ath angle, and the heading angle, respectively. Also, 𝑅𝐼𝑏 denotes the
ransformation matrix from the body frame to the inertial frame. As a
esult, the system states involved in the outer and the inner loops are
efined, respectively, as follows:

1 =
[

𝑢̄, 𝛾, 𝜒
]𝑇 =

[

𝑢̄
𝜉

]

, (4)

𝑥2 =
[

𝜙̇, 𝜃̇, 𝜓̇
]𝑇 =

[

𝜙̇
𝑥̄2

]

, (5)

where 𝜉 =
[

𝛾, 𝜒
]𝑇 . In addition, 𝛷 = [𝜙, 𝜃, 𝜓]𝑇 represents the Euler

angles and 𝑥̄2 =
[

𝜃̇, 𝜓̇
]𝑇 . Considering the fact that the aerial robot

includes four independent control inputs, only four degrees of freedom
of the system can be directly controlled. Thus, here, 𝑢̄ and 𝑥2 are
chosen as the primary system states to be controlled, and 𝜉 is controlled
indirectly using a backstepping scheme.

Accordingly, concerning the translational dynamics, ̇̄𝑢 could be
determined using (2). Besides, having the following equations,

𝛾 = 𝜃 − 𝛼, (6)

𝜒 = 𝜓 + 𝛽, (7)

where 𝛼 and 𝛽 represent, respectively, the angle of attack and the
sideslip angle, it can be obtained that:

𝜉̇ =
[

𝛾̇
𝜒̇

]

=
[

𝜃̇
𝜓̇

]

+ 𝛥1( , 𝑛) = 𝑥̄2 + 𝛥1( , 𝑛), (8)

where  =
[

𝑣𝑇𝑏 , 𝜔
𝑇 , 𝛷𝑇 ]𝑇 . Also, 𝑛 and 𝛥1( , 𝑛) represent, respectively,

bounded measurement noises and an uncertain term, which is a func-
tion of system states and measurement noises. It is worth noting that,
using such a formulation, the time derivative of 𝛼 and 𝛽 is included in
𝛥1( , 𝑛), and thus, there is no need to compute them.

On the other hand, regarding the rotational dynamics, the time
derivative of the Euler angles can be determined using the kinematic
equations as follows (Stevens, Lewis, & Johnson, 2015):

𝑥2 =
⎛

⎜

⎜

⎝

1 sin𝜙 tan 𝜃 cos𝜙 tan 𝜃
0 cos𝜙 sin𝜙
0 sin𝜙 sec 𝜃 cos𝜙 sec 𝜃

⎞

⎟

⎟

⎠

𝜔, (9)

where 𝜔 = [𝑃 ,𝑄,𝑅]𝑇 denotes the angular velocity of the vehicle in
the body coordinate system. By combining (9) and (1), the rotational
dynamic model of the air vehicle can be obtained as 𝑥̇2 = 𝐹𝑟( , 𝑢) with
𝐹𝑟 denoting a nonlinear function.

Assumption 1. The rotational dynamic model of the aerial robot can
be formulated as follows:

𝑥̇2 = 𝐹 () + 𝐵()𝑢 + 𝛥2( , 𝑢) + 𝑑2(𝑡), (10)

where 𝛥2 and 𝑑2(𝑡) represent the lumped uncertainty (consisting of
the effects of actuator faults, unmodeled dynamics, and parameter
uncertainties) and external disturbances, respectively. Further, 𝐹 ()
and 𝐵() denote the nominal part of the dynamic model, which is
assumed to be initially available. In the current study, the nominal
model of the system is obtained using the frequency-domain system
identification method (Emami & Banazadeh, 2016).

Remark 1. The introduced model (10) is a commonly-used, generic,
onlinear model for the rotational part of an aircraft (Emami et al.,
022) that is valid in the case of an aerial vehicle with affine dynamics.

According to the introduced formulation, in the following section,
he control system will be developed as a two-loop structure, where
oth loops are designed using a composite learning adaptive neural
ramework.
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3. Control design process

3.1. Guidance loop

3.1.1. Reference heading and flight path angles
The outer control loop, which is typically known as the guidance

loop, attempts to transform the reference trajectory into a desired
velocity and attitude. To this end, the desired velocity in the inertial
reference frame can be defined as

𝑣𝑑 = 𝑟̇𝑑 − 𝑘𝑋𝑒𝑟 − 𝑘𝐼 ∫

𝑡

0
𝑒𝑟𝑑𝜏, (11)

ith 𝑘𝑋 and 𝑘𝐼 denoting positive-definite matrices. It is easy to show
hat 𝑒𝑟 → 0 if 𝑣→ 𝑣𝑑 . Subsequently, it is possible to define the following
arameters:

𝑑 =∶ 𝑢̄𝑑
⎛

⎜

⎜

⎝

cos 𝛾𝑑 cos𝜒𝑑
cos 𝛾𝑑 sin𝜒𝑑
− sin 𝛾𝑑

⎞

⎟

⎟

⎠

. (12)

ere, 𝛾𝑑 , 𝜒𝑑 , and 𝑢̄𝑑 denote the desired flight path angle, the de-
ired heading angle, and the desired velocity magnitude, respectively.
onsequently, it is obtained that:

𝑑 = arcsin
(−𝑣𝑑𝑧

𝑢̄𝑑

)

, (13)

𝑑 = arctan

(

𝑣𝑑𝑦
𝑣𝑑𝑥

)

, (14)

̄𝑑 =
√

𝑣2𝑑𝑥 + 𝑣
2
𝑑𝑦

+ 𝑣2𝑑𝑧 . (15)

Now, 𝑢̄𝑑 is sent to a distinct velocity control loop in which the
throttle setting is employed as the control input. Due to the insignificant
changes in 𝑢̄𝑑 in a typical trajectory tracking problem, a simple con-
troller can be utilized to control the velocity magnitude. In the current
research, after obtaining an equivalent linear model of the velocity
subsystem using the system identification approach, an LQG controller
is designed and employed, where the computed control command is
equally distributed on all the available electric motors.

In addition, by defining 𝑒𝜉 = 𝜉 − 𝜉𝑑 and using (8), we have:

̇𝜉 = 𝑥̄2 + 𝛥1 − 𝜉̇𝑑 , (16)

where 𝜉̇𝑑 could be computed by differentiating (13)–(14).

3.1.2. NN-based uncertainty estimation
Subsequently, we attempt to estimate 𝛥1 using a NN. As the un-

certain terms considered in this work (i.e., 𝛥1 and 𝛥2) are nonlinear
functions of current system states and inputs, they can be estimated
using feedforward NNs as 𝛥1() = 𝑊̂ 𝑇

1 𝜇1(), where 𝑊̂1 and 𝜇1()
denote unknown output weights and an appropriate basis function
matrix. This is a generic formulation, which can be employed for a NN
with arbitrary hidden layers considered in 𝜇1(). Similar to an Extreme
Learning Machine (ELM), single-hidden layer NNs (with radial basis
functions in their hidden layer) are used in this work, where the pa-
rameters of the hidden layer 𝜇1() are chosen as random constants, and
only the output weight matrix 𝑊̂1 is updated at each step. Considering
radial basis functions as the activation function of the hidden layer,
the adjustable parameters of each function that are chosen randomly
include the center and the width of each Gaussian function. Along
with a simpler training algorithm with less computational complex-
ity, such an approach can provide better generalization performance
compared to traditional feedforward NNs (Huang, Zhu, & Siew, 2006),
while satisfying the universal approximation property (Liang, Huang,
Saratchandran, & Sundararajan, 2006). This architecture has been uti-
lized in this research to estimate uncertain dynamics in both the
guidance and control loops. Accordingly, using a sufficient number of
hidden nodes, it is obtained that:

∗𝑇
𝛥1( , 𝑛) = 𝑊1 𝜇1() + 𝜖1( , 𝑛), (17)
where 𝑊 ∗
1 and 𝜖1 represent the unknown optimal weights and the

bounded estimation error of the NN. Thus, we have |

|

𝜖1()|
|

⪯ 𝜀1𝑀 ,
where 𝜀1𝑀 denotes an unknown constant vector and ⪯ is used for the
element-wise inequality. Notice that, in this paper, the absolute value
function (as well as the signum function) of a vector is applied to each
element of the vector.

3.1.3. Disturbance observer
Now, to compensate for the estimation error 𝜖1 (which also includes

the measurement noises that could not be captured by the NN), a dis-
turbance observer would be employed in the guidance loop to estimate
an upper bound for 𝜖1. More precisely, by defining 𝐷∗

1𝑀 = 𝜀1𝑀 , it is
ossible to introduce a disturbance observer to estimate 𝐷∗

1𝑀 using the
racking error of the guidance loop.

As discussed earlier, as an effective approach to enhance the learn-
ng process, a state observer is also defined as follows:
̇̂ = 𝑥̄2 + 𝛥1 + 𝐷̂1𝑀 ⊗ sign

(

𝜉
)

− 𝜅1𝑒𝑠1 , (18)

here ⊗ denotes the element-wise multiplication, and

𝑠1 = 𝜉 − 𝜉, (19)

𝜉 = 𝑒𝜉 − 𝑘𝑠1𝑒𝑠1 , (20)

ith 𝑘𝑠1 and 𝜅1 denoting positive-definite matrices. Indeed, in the
ollowing, in addition to the tracking error 𝑒𝜉 , the estimation error
𝑠1 is also incorporated into the design process to improve learning
fficiency. In the current study, such a composite learning scheme (Xu
t al., 2014) is employed in both the guidance and control loops to
rovide a resilient flight management system.

Consequently, the desired attitude command is formulated as

̄2𝑑 = 𝜉̇𝑑 − 𝑘1𝑒𝜉 − 𝑊̂ 𝑇
1 𝜇1() − 𝐷̂1𝑀 ⊗ sign

(

𝜉
)

, (21)

nd the following updating rules are employed.
̇̂
1 = 𝛤1𝜇1()𝑇𝜉 , (22)
̇̂
1𝑀 = 𝑘𝐷1

|

|

|

𝜉
|

|

|

, (23)

here 𝐷̂1𝑀 represents the estimation of 𝐷∗
1𝑀 . Also, 𝑘𝐷1

and 𝛤1 denote
ositive definite matrices.

heorem 1. Using the attitude command (21) and the updating rules (22)–
23), the guidance loop would be asymptotically stable, thereby guaranteeing
he convergence of both the tracking error 𝑒𝜉 and the estimation error 𝑒𝑠1 to
ero.

roof. See Appendix A.

emark 2. The use of the signum function in the state observer (18)
nd the control command (21) may lead to the undesirable chattering
henomenon, which is a common issue in discontinuous control meth-
ds (Patre, MacKunis, Kaiser, & Dixon, 2008). As an effective approach
o overcome such an issue, it is possible to replace the signum function
n (18) and (21) with the hyperbolic tangent function and the absolute

value function |𝜆| in (23) with 𝜆 tanh 𝜆, while the asymptotic stability
would be reduced to the bounded stability. More precisely, using this
substitution and considering the inequality

0 ≤ |𝜆| − 𝜆 tanh
(

𝜆
𝜖𝜆

)

≤ 0.2785𝜖𝜆

for any 𝜖𝜆 > 0 and 𝜆 ∈ R (Polycarpou, 1996), the bounded tracking
error in the guidance loop can be guaranteed (Zou & Zheng, 2015).
Another beneficial approach, which does not violate the asymptotic
stability of the guidance system, has been given in Li, Hou, Liang,
and Jiao (2020) and Zuo and Wang (2014). Specifically, the signum
function of 𝜆 can be replaced with 𝜆∕

(
√

𝜆2 + 𝜈2
)

, where 𝜈(𝑡) denotes a
vanishing positive function satisfying ∫ ∞ 𝜈2(𝑡)𝑑𝑡 <∞.
0



 

t  
i
d
t
i  
s

 
s  
a
d  
i  
w  
b  
s  
f  
a
t
f  
m  
t
t
N  
a  
s  
c
D  
b  
o  
b

R
v
a
d  
t  
s  
w  
i  
s
t
t
a  
a

a  
f  
r
c  
d

i
i
t
r
P
b

3

t
i
e
t

c

𝑥

w

𝑒



t

𝑢

w
d
a

𝑊

(

P

R
n
o

F
i
t
c

4

4

m
d
t
a
o
o
t
p
a
a

Remark 3. Another concern with the given updating rules (22)–(23)
is the possibility of parameter drift (in the absence of a persistent exci-
ation) in real applications due to the requirement for a discrete-time
mplementation of the introduced design. As mentioned previously,
ifferent modifications such as the 𝜎-modification or the 𝑒-modification 
echniques (Lungu, 2020; Rysdyk & Calise, 2005) could be incorporated 
nto the above-mentioned updating rules, while, again, the asymptotic
tability of the system is reduced to a bounded tracking error.

It is worth mentioning that the above-mentioned techniques do not
olve the fundamental problem of the adaptive updating rules in the
bsence of a persistent excitation that is the lack of information-rich 
ata in the learning process. As an effective approach to overcome this
ssue, in this work, a composite learning scheme has been adopted in
hich the updating rules employ a composite error function including
oth the tracking error of the system and the estimation error of a
tate observer. Accordingly, by incorporating such a composite error
unction in the updating rules of both the NN and DO, more information
bout the system is involved in updating the unknown coefficients of 
he NN and DO. Also, even in the lack of the PE condition, we can satis-
actorily estimate an upper bound for the entire uncertain terms in the
odel using the introduced DO. More precisely, the NN is an adaptive

erm, while the DO can be considered a robust term to compensate for 
he residual uncertain dynamics that have not been compensated by the 
N. Thus, the more information on system dynamics we have (by using
ppropriate excitations or involving more informative error functions
uch as the introduced composite learning method), the greater the
ontribution of the NN in the estimation of uncertain dynamics. The 
O can compensate for the residual terms that have not been captured
y the NN, while the more the DO’s contribution to the estimation
f uncertain dynamics, the more conservative the control command
ecomes.

emark 4. An adaptive trajectory tracking algorithm has been de-
eloped in Sonneveldt, van Oort, Chu, and Mulder (2009), where, in 
 somewhat similar manner to the aforementioned formulation, the 
esired trajectory is transformed to the desired flight path angle and
he heading angle in the guidance loop. However, the entire closed-loop
ystem in Sonneveldt et al. (2009) consists of a complicated structure
ith four control loops, while asymptotic stability can be ensured only

n the presence of parametric uncertainties. Alternatively, the novel,
imple, and generic formulation of the guidance problem introduced in 
his paper can be effectively employed in real applications with guaran-
eed asymptotic stability in the presence of nonparametric uncertainties 
nd unmodeled dynamics, while there is no need to directly control the
ngle of attack and the sideslip angle in this formulation.

Finally, regarding the roll angle, although it does not explicitly 
ppear in the above-mentioned equations, the required centrifugal
orce to provide the desired heading angle leads to a constraint on the
oll angle (Ducard, 2009; Emami & Banazadeh, 2019). More precisely, 
onsidering the ratio between the required centrifugal force and the
esired vertical force, we have:

tan𝜙𝑑 =
𝜒̇𝑑𝑣𝑑𝑥𝑦
𝑔 − 𝑣̇𝑑𝑧

, (24)

where 𝑣𝑑𝑥𝑦 =
√

𝑣2𝑑𝑥 + 𝑣
2
𝑑𝑦

and 𝑔 denotes the gravity acceleration. It
s notable that, practically, it would be more efficient to replace 𝜒̇𝑑
n (24) with 𝜓̇𝑑 to eliminate the undesirable effects of fluctuations in
he sideslip angle from the roll command. Subsequently, the desired
oll rate can be simply obtained using (24) through a proportional or
roportional–Derivative (PD) controller. Thus, the desired attitude can
e finally constructed as 𝑥 =

[

𝜙̇ 𝑥̄𝑇
]𝑇

.
2𝑑 𝑑 2𝑑
.2. Control loop

After determining the desired attitude, the inner control loop at-
empts to track the reference attitude using the available control inputs,
.e., the elevator, the aileron, and the rudder deflections (as mentioned
arlier, the throttle setting is employed as the primary system input in
he velocity control loop).

Considering the dynamic model (10), the uncertain term 𝛥2( , 𝑢)
an be identified using a feedforward NN as 𝛥2( , 𝑢) = 𝑊2

∗𝑇 𝜇2( , 𝑢) +
𝜖( , 𝑢), where its estimation is derived as

𝛥2( , 𝑢) = 𝑊̂ 𝑇
2 𝜇2( , 𝑢). (25)

Subsequently, by defining 𝑑2(𝑡) = 𝑑2(𝑡) + 𝜖( , 𝑢) and assuming that
external disturbances are bounded, we have

|

|

𝑑2(𝑡)|| ⪯ 𝐷∗
2𝑀 , (26)

where 𝐷∗
2𝑀 represents an unknown constant vector, and 𝐷̂2𝑀 denotes

its estimation (Fu et al., 2018). Accordingly, using the definition of
𝑒 = 𝑥2 − 𝑥2𝑑 and the following state observer,

̇̂
2 = 𝐹 () + 𝐵()𝑢 + 𝛥2 + 𝐷̂2𝑀 ⊗ sign () − 𝜅2𝑒𝑠2 , (27)

here,

𝑠2 = 𝑥̂2 − 𝑥2, (28)

= 𝑒 − 𝑘𝑠2𝑒𝑠2 , (29)

he control command can be constructed as follows:

= 𝐵()−1
(

𝑥̇2𝑑 − 𝐹 () − 𝑘2𝑒 − 𝛥2 − 𝐷̂2𝑀 ⊗ sign ()
)

, (30)

here 𝑘2, 𝑘𝑠2 , and 𝜅2 denote positive-definite matrices, and the up-
ating rules of the NN and the disturbance observer are obtained
s:
̇̂
2 = 𝛤2𝜇2( , 𝑢)𝑇 , (31)
̇̂𝐷2𝑀 = 𝑘𝐷2

|| . (32)

Theorem 2. Using the control command (30) and the updating rules (31)–
32), the (inner) control loop is asymptotically stable under Assumption 1.

roof. See Appendix A.

emark 5. Unlike (Yu, Zhang, Jiang, Su et al., 2020), here, there is no
eed to make an assumption on the boundedness of the time derivative
f 𝑑2(𝑡) to ensure closed-loop stability.

The overall view of the proposed control scheme is shown in
ig. 1.a, while a detailed schematic view of the closed-loop system
s illustrated in Fig. 1.b. In the following section, the performance of
he developed neuroadaptive guidance and control system would be
arefully evaluated in different flight scenarios.

. Simulation results

.1. Simulator and controller description

A detailed nonlinear simulation of a 25 percent dynamically similar
odel of a newly designed electric aerial robot that benefits from
istributed propulsion system (as presented in Fig. 2) is employed in
his research to evaluate the performance of the designed guidance
nd control system. To be more specific, it is a coupled 6 degrees
f freedom dynamic model consisting of a detailed nonlinear model
f aerodynamic and propulsive forces and moments. The details of
he forces and moments acting on the aerial robot are given in Ap-
endix B. Also, the aerodynamic coefficients of the aircraft are obtained
t first by the numerical rules according to the aircraft geometry,
nd subsequently, they are validated and refined by the finite-element



Fig. 1. (a) Overall view of proposed control design, (b) Detailed schematic view of the closed-loop system.
Fig. 2. (a) Schematic view of the aerial robot, (b) Prototype built for flight tests.
l
t
t

analysis (in OpenVSP developed by NASA) (see Fig. 3) and finally,
using the information extracted from several real flight experiments.
The simulations are performed in MATLAB/Simulink. The numerical
values of the aircraft parameters are given in Table 1.

Remark 6. It is worth mentioning that, to evaluate the controller’s
capability to deal with highly nonlinear uncertainties, in the following,
it is assumed that the nominal model of the aerial robot, which is em-
ployed in the control design process, is a simple linearized model of the
aerial robot. Accordingly, the controller should learn all the nonlinear
terms in the model using the proposed NNs and DOs. Subsequently, the
computed control commands would be applied to the above-mentioned
nonlinear model of the aerial robot.

To demonstrate the outstanding performance of the proposed con-
trol system, the nominal model of the aerial robot, which is employed to
compute the control command 𝑢, i.e., 𝐹 () and 𝐵() in (30), is simply
derived using the linear frequency-domain system identification. Thus,
all the nonlinear terms in the dynamic model of the air vehicle are
included in 𝛥2( , 𝑢), which should be compensated by the introduced

combined NN and DO scheme. Accordingly, the nominal dynamic
Table 1
Numerical values of the aircraft parameters.

Parameters Description Value

m mass 16 kg
[𝐼𝑥𝑥 , 𝐼𝑦𝑦 , 𝐼𝑧𝑧] Moment of inertia [1.08, 4.12, 5.06] kg m2

S Wing area 0.72 m2

b Wing span 2.95 m
c Mean chord length 0.24 m

model of the system is obtained as a linear state-space model for both
the longitudinal and lateral-directional dynamics.

Remark 7. Using the introduced formulation (10), even if the obtained
𝐵() is not invertible, assuming that the dynamic system is control-
able, it is possible to divide the obtained 𝐵() into an invertible matrix
o be used in (30) and a residual part, which is included in the uncertain
erm 𝛥2( , 𝑢).

Besides, the controller’s parameters are chosen as listed in Table 2.
Concerning the NNs, Radial Basis Function (RBF) NNs with a single
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Fig. 3. The finite-element analysis result, (a) Aircraft without control surfaces (to determine stability derivatives), (b) Aircraft with control surfaces (to determine control derivatives).
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Table 2
Numerical values of the controller’s parameters.

Parameters Value Parameter Value

𝑘𝑋 diag [0.5, 0.5, 1] 𝑘1 diag [0.2, 0.1]
𝑘𝐼 0.02 𝑘2 6
𝛤1 0.15 𝛤2 30
𝑘𝐷1

diag [0.006, 0.003] 𝑘𝐷2
diag [0.48, 0.4, 0.4]

𝜅1 10 𝜅2 25
𝑘𝑠1 5 𝑘𝑠2 0.5

hidden layer are used in both the guidance and control loops, where
the hidden layer of the network consists of 30 neurons with a random
center and width in the range of [−1, 1] and [0.2, 2.2], respectively.
In addition, the system states, which are used as the network inputs,
are chosen as  =

[

𝑣𝑇𝑏 , 𝜔
𝑇 , 𝜙, 𝜃, 𝜓

]𝑇 , while they are normalized before
entering the network. In the following, three different flight scenarios
are considered to evaluate the effectiveness of the proposed guidance
and control method under different flight conditions.

In this regard, the desired trajectory is defined for the air vehicle as
follows:

𝑦𝐼𝑑 = 𝐴
(

1 − cos(𝜛𝑦𝑥𝐼𝑑 )
)

, (33)

𝑧𝐼𝑑 =
𝑇𝑧
𝜋

(

1 − cos
(

2𝜋𝑡
𝑇𝑧

))

, (34)

where 𝐴 = 150 m, 𝜛𝑦 = 2𝜋
1000 rad/m, and 𝑇𝑧 = 50 s. This is a complex

trajectory in the 3D environment.

4.2. Closed-loop performance

4.2.1. Ideal flight conditions
Now, the performance of the closed-loop system is first evaluated

under ideal conditions. Accordingly, the aircraft trajectory would be
obtained as shown in Fig. 4. As seen, the aerial robot could satisfactorily
follow such a complex trajectory. The control commands applied to
the vehicle are also shown in Fig. 5.a. In addition, the estimated and
real values of the system states involved in the inner control loop are
illustrated in Fig. 7. As can be seen, all the control commands are
feasible, while the introduced observer could satisfactorily estimate the
Euler angles’ rate.

4.2.2. Robustness against the wind, uncertainty, and measurement noises
Subsequently, to evaluate the robustness of the proposed control

system, severe Dryden wind turbulence is applied to the aircraft. In
addition, up to 20 percent random uncertainty is considered in almost
all of the aircraft’s primary parameters including the total mass, the
moment of inertia, and aerodynamic coefficients. Uncertain dynamics
(𝑁𝑡ℎ) in the engines’ model (see Appendix B) and about 10% mea-
urement noises in all the measured states are also considered in this
cenario. As a result, the air vehicle’s trajectory and the system inputs
re obtained as shown in Figs. 4 and 5.b, respectively. As seen, the
erial robot can follow the desired trajectory even in the presence of
evere external disturbances and measurement noises. Further, as can
e observed in Fig. 7.b, the state observer could estimate the system
tates, satisfactorily.

.2.3. Faulty conditions
In the final scenario, severe actuator faults are applied to all three

ontrol surfaces, i.e. the elevator, the aileron, and the rudder actuators
n both the multiplicative and additive manners. More specifically, we
ave:

levator: 𝐺𝑒 = 0.7, 𝐵𝑒 = 0.2 deg, for 𝑡 > 20 s, (35)

ileron: 𝐺𝑎 = 0.6, 𝐵𝑎 = 0.3 deg, for 𝑡 > 35 s, (36)

udder: 𝐺𝑟 = 0.8, 𝐵𝑟 = −0.1 deg, for 𝑡 > 25 s, (37)

here 𝐺𝑖 and 𝐵𝑖 denote the multiplicative and additive faults, respec-
ively. Notice that, since no redundant actuator is considered in the
erial robot, the proposed controller does not necessarily have to be
ffective in the presence of a complete loss of effectiveness or the lock-
n-place fault. Again, up to 20 percent uncertainty is applied to model
arameters. Significant external disturbances are also applied to the
otal forces and moments as follows:

𝐹 = 0.5

⎡

⎢

⎢

⎢

⎢

⎢

⎣

sin
(

2𝜋𝑡
10

)

sin
(

2𝜋𝑡
12

)

sin
(

2𝜋𝑡
8

)

⎤

⎥

⎥

⎥

⎥

⎥

⎦

, 𝑑𝑀 = 0.1

⎡

⎢

⎢

⎢

⎢

⎢

⎣

sin
(

2𝜋𝑡
9 + 𝜋

5

)

sin
(

2𝜋𝑡
3 + 𝜋

4

)

sin
(

2𝜋𝑡
6 + 𝜋

7

)

⎤

⎥

⎥

⎥

⎥

⎥

⎦

. (38)

The introduced sinusoidal signals can be considered a representation
of real atmospheric disturbances such as microburst wind shears (Pour-
takdoust, Kiani, & Hassanpour, 2011). The uncertain dynamics in the
engine model are considered in the model as well, while the mea-
surement noises are not included in this scenario to better illustrate
the computed control commands in the presence of actuator faults.
Therefore, the air vehicle’s trajectory, as well as the system inputs, is
demonstrated, respectively, in Figs. 4 and 5.c. As observed, again, the
erial vehicle is capable of following the desired trajectory under severe
ctuator faults and external disturbances.

Besides, by defining the following two criteria, i.e. the Root Mean
quare Error (RMSE) and the Control Effort (CE), the performance of
he closed-loop system under different flight conditions can be better
valuated and compared.

𝑀𝑆𝐸 =

√

1
𝑇 ∫

𝑇

0
𝑒𝑇𝑟 𝑒𝑟 𝑑𝑡, (39)

𝐸 =

√

1
𝑇 ∫

𝑇

0
𝑢𝑇 𝑢 𝑑𝑡. (40)

To this end, the obtained tracking error, control effort, and the estima-
tion error of the introduced state observer (in the inner control loop)
denoted by RMSE𝑂 are given in Table 3 for different flight conditions.
As can be observed, the average tracking error is less than 1 𝑚 in all the
scenarios, while the control effort remains acceptable. Accordingly, the



Fig. 4. Aerial vehicle trajectory in different flight conditions.
Fig. 5. Aerial vehicle inputs in different flight conditions, (a) Ideal condition, (b) Considering Dryden wind model, model uncertainties, and measurement noises, (c) Considering
Sinusoidal wind model, model uncertainties, and actuator faults.
Table 3
The obtained results in different flight scenarios.

Scenario RMSE (m) CE (deg) RMSE𝑂 (rad/s)

Ideal 0.465 2.04 0.0034
Unc. + Dryden wind + Noise 0.85 3.6 0.0185
Unc. + Sinusoidal wind + Fault 0.66 2.35 0.0063

proposed control system can result in a resilient and reliable trajectory
tracking control scheme in the presence of significant model uncer-
tainties, atmospheric disturbance, measurement noises, and actuator
faults.
4.3. Estimation performance of the proposed combined NN and DO

As mentioned above, actuator faults including both multiplicative
and additive cases can be estimated and compensated by the intro-
duced scheme. Besides, regarding the saturation of control surfaces,
this phenomenon has been considered in flight simulations, and the
proposed control system can satisfactorily deal with it. However, the
saturation issue is not the main subject of this work, and there are
well-known approaches (like the employment of a modified tracking
error in the learning rule to compensate for the effect of different
actuator constraints Emami et al., 2022) that can be integrated with
the proposed control system in this work.



Fig. 6. Estimation performance of the proposed combined NN+DO under different values of the learning rate and hidden nodes, (a) Estimation error contours, (b) Estimation error
surface, (c) Trajectory tracking error.
Fig. 7. Estimated versus real states in the inner control loop, (a) Ideal condition, (b) Considering Dryden wind model, model uncertainties, and measurement noises, (c) Considering
Sinusoidal wind model, model uncertainties, and actuator faults, (d) in the absence of the proposed composite learning scheme.
In addition, concerning the estimation accuracy of the combined
NN and DO employing the composite learning method, the Normalized
Mean Absolute Error (NMAE) of the estimation in the inner control loop
can be defined as follows:

𝑈𝑛𝑐 = 𝛥 ( , 𝑢) + 𝑑 (𝑡) = 𝑥̇ − 𝐹 () − 𝐵()𝑢, (41)
𝑇 2 2 2
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𝑈𝑛𝑐𝐸 = 𝑊̂ 𝑇
2 𝜇2( , 𝑢) + 𝐷̂2𝑀 ⊗ sign () , (42)

𝑀𝐴𝐸 =
∫ 𝑇0 |

|

𝑈𝑛𝑐𝑇 − 𝑈𝑛𝑐𝐸 || 𝑑𝑡

∫ 𝑇0 |

|

𝑈𝑛𝑐𝑇 || 𝑑𝑡
× 100%. (43)

Here, 𝑈𝑛𝑐𝑇 and 𝑈𝑛𝑐𝐸 denote, respectively, the real and estimated
uncertain dynamics considered in the dynamic model. As can be seen
in Fig. 6.a and b, by increasing the learning rate (𝛤2) and the number
of hidden nodes in the hidden layer of the NN, the estimation error
generally decreases (while using a very high learning rate can cause
numerical issues). Accordingly, an estimation error of less than 10%
can be obtained even in the presence of severe internal and external
uncertain dynamics.

On the other hand, because the identified dynamic model has been
utilized in a closed-loop system, trajectory tracking performance, which
is the main purpose of this scheme, is satisfactory even by employing
lower values of the learning rate and fewer hidden nodes (see Fig. 6.c).
Consequently, by employing the NN-based estimation combined with
DO, the proposed scheme could effectively benefit from the capabil-
ities of both schemes. More precisely, the DO brings the uncertain
dynamics into the domain of attraction of the NN, and then, the NN
compensates for the state-dependent uncertainties. Accordingly, the DO
complements the role of the NN in the closed-loop system, thereby
satisfactorily eliminating the requirement for high learning rates. In
other words, even if the NN is removed from the design, the closed-loop
system remains stable, while the DO should compensate for the entire
uncertain dynamics, resulting in a conservative design with a possible
chattering phenomenon due to the requirement for high gains in the
estimation process.

4.4. Composite learning contribution evaluation

Finally, to demonstrate the significant importance of the proposed
composite learning approach, the real and the estimated system states
(i.e. the change rate of Euler angles) computed using the state observer
(27) both in the presence and the absence of the composite learning
method (considering the above-mentioned external disturbances, ac-
tuator faults, and model uncertainties), are depicted in Fig. 7.c and
d, respectively (to eliminate the composite learning scheme from the
control loop, it is sufficient to set 𝑘𝑠2 = 𝜅2 = 0). As seen, without
the composite learning algorithm, the presence of actuator faults, at-
mospheric disturbances, and/or model uncertainties would seriously
deteriorate the estimation performance (for example, the estimation
of the 𝜃̇ becomes significantly worsen after 𝑡 = 20 s, which is the
start time of the elevator fault). Thus, in the absence of the pro-
posed composite learning scheme, the control command is computed
based on inaccurate information about the system dynamics. This is
a problematic issue, which can lead to improper commands (or even
closed-loop instability) in the presence of considerable change in the
system dynamics. On the other hand, using the proposed control system
consisting of the introduced composite learning method, the observer
can effectively estimate the system states under severe internal and
external disturbances. As a result, there is no requirement for an RLS-
based identification scheme (as recommended in Abbaspour et al.,
2017; Nguyen et al., 2008), which brings significant challenges to the
analysis of closed-loop stability. Consequently, the introduced guidance
and control strategy can be employed as a reliable flight management
system for different types of fixed-wing aerial robots in the presence of
significant uncertain dynamics, external disturbances, actuator faults,
and measurement noises.

5. Conclusions

An adaptive neural guidance and control system was introduced
in this paper. By employing a composite learning method, which in-
corporates both the tracking and estimation errors into the learning
process, an effective learning algorithm was introduced to train a neural
network as well as a disturbance observer to compensate for the effects
of unmodeled dynamics and external disturbances, respectively. The
disturbance observer is also responsible for compensating the neural
network’s estimation error. Such an approach was employed in both
the guidance and control systems to provide an entirely adaptive
flight management system. Finally, the proposed control system was
applied to a realistic dynamic model of an electric aircraft, which was
validated based on real data and flight experiments. According to the
obtained simulation results, using the developed guidance and control
method, the aircraft is capable of tracking the desired trajectory in a
3D environment under different types of external disturbances, model
uncertainties, actuator faults, and measurement noises. In future work,
the authors will attempt to extend the introduced control method to
a space vehicle to develop a resilient control system for a satellite
considering different types of internal and external disturbances. In
addition, although the proposed control scheme could satisfactorily
deal with measurement noises and actuator dynamics in provided flight
simulations, the consideration of actuator dynamics in the control design
process to theoretically ensure the closed-loop stability in the presence
of different types of actuator dynamics would be an important research
direction in future works.
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Appendix A. Stability analysis

The stability of the guidance and control loops can be separately
analyzed considering the time-scale decomposition assumption. More pre-
cisely, it is worth noting that the inner control loop (i.e. the attitude
control loop) is significantly faster than the outer loop, which cor-
responds to the position control. Thus, using the time-scale decom-
position and by designing an appropriate attitude control loop that
can ensure the asymptotic tracking of the attitude commands, in the
stability analysis of the outer loop (i.e. the guidance loop), it could be
assumed that 𝑥̄1𝑑 ≈ 𝑥̄1.

In addition, the stability of both loops can be proved in a similar
way. Thus, here, we address only the stability analysis of the (inner)
control loop. To this end, a Lyapunov function can now be defined as
given below.

𝑉2 =
1
2
𝑒𝑇 𝑒 + 1

2
𝑒𝑇𝑠2𝑘𝑠2𝑒𝑠2 +

1
2
𝑡𝑟
(

𝑊̃ 𝑇
2 𝛤

−1
2 𝑊̃2

)

+ 1
2
𝐷̃𝑇

2𝑀𝑘
−1
𝐷2
𝐷̃2𝑀 , (A.1)

here,

̃ 2 = 𝑊̂2 −𝑊 ∗
2 , (A.2)

̃ 2𝑀 = 𝐷̂2𝑀 −𝐷∗
2𝑀 , (A.3)

nd 𝑡𝑟 denotes the trace function. Accordingly, the time-derivative of
2 can be obtained as

̇2 = 𝑒𝑇 𝑒̇ + 𝑒𝑇𝑠2𝑘𝑠2 𝑒̇𝑠2 + 𝑡𝑟
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(A.4)
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Fig. B.8. Overall structure of the proposed nonlinear flight simulator.
𝑁

Consequently, using the updating rules (31)–(32), it is obtained that

𝑉̇2 ≤ −𝑒𝑇 𝑘2𝑒 − 𝑒𝑇𝑠2𝑘𝑠2𝜅2𝑒𝑠2 , (A.5)

thereby guaranteeing the asymptotic stability of the attitude control
system. As a result, considering the proposed combination of the guid-
ance and control loops, the asymptotic stability of the closed-loop sys-
tem can be satisfactorily ensured in the presence of model uncertainties,
unmodeled dynamics, and external disturbances.

Appendix B. Details of the aerial robot dynamic model

The overall structure of the provided flight simulator is demon-
strated in Fig. B.8. In this regard, total forces and moments acting
on the aerial robot, i.e., 𝐹𝑏 and 𝑀𝑏 in (1)–(2) can be formulated as
follows (Stevens et al., 2015):

𝐹𝑏 =

⎛

⎜

⎜

⎜

⎝

−𝑚𝑔 sin 𝜃 + 𝐹𝑎𝑥 + 𝑇
𝑚𝑔 cos 𝜃 sin𝜙 + 𝐹𝑎𝑦
𝑚𝑔 cos 𝜃 cos𝜙 + 𝐹𝑎𝑧

⎞

⎟

⎟
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, (B.1)
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where,
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with 𝑇 𝑏𝑤, [𝓁,𝑀,𝑁]𝑇 , and [−𝐷, 𝑌 ,−𝐿]𝑇 denote the transformation ma-
trix from the wind coordinate system to the body coordinate system,
aerodynamic moments, and aerodynamic forces acting on the vehicle
expressed in the wind coordinate system, respectively. In addition, 𝑇
and 𝑀𝑇 represent, respectively, the thrust forces and the moments
generated by thrust forces, expressed in the body coordinate system.

B.1. Aerodynamics

Concerning the aerodynamic forces and moments, we have:

𝐷 = 𝑞𝑆
(

𝐶𝐷0
+ 𝐶𝐷𝛼𝛼 + 𝐶𝐷𝛿𝑒 𝛿𝑒

)

, (B.4)
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where 𝑞, 𝑐, 𝑣, 𝛼, and 𝛽 represent the dynamic pressure, the mean
aerodynamic chord, the vehicle velocity relative to the wind, the angle
of attack, and the sideslip angle, respectively. Besides, 𝐶𝑖𝑗 s denote
different aerodynamic coefficients, which have been determined ac-
cording to the aerial robot geometry using the finite-element analysis
(in OpenVSP), and then, they are refined by several real flight experi-
ments performed in different flight conditions. The final values of the
aerodynamic coefficients are given in Table B.4. It should be noted
that the aerodynamic coefficients of an aircraft are not constant in real
applications. For example, four aerodynamic coefficients, i.e., 𝐶𝐿, 𝐶𝑀 ,
𝐶𝑌 , and 𝐶𝑁 have been determined in different angles of attacks and
sideslip angles (using the Vortex Lattice Method). The obtained curves
for these coefficients are illustrated in Fig. B.9. As seen, they indicate
nonlinear behaviors in different flight conditions. By substituting the
constant value of the above-mentioned coefficients in the simulation
model with the obtained nonlinear functions, the tracking error, assum-
ing an ideal flight condition, is obtained as 0.492 m, while, as reported
in Table 3, the tracking error (at ideal flight condition) is 0.465 m using
constant aerodynamic coefficients. It should be noted that the presence
of actuator faults and external disturbances in the flight simulation
results in a tracking error of 0.66 m, which demonstrates much more
impact of actuator faults and external disturbances on system dy-
namics compared to aerodynamic coefficients’ variations. Accordingly,
the nonlinear behavior of the aerodynamic coefficients is negligible
compared to uncertain terms considered in flight simulations, and thus
we can use the constant values given in Table B.4 in the simulation
model as an acceptable aerodynamic model.

B.2. Engine and propeller

The propulsive force and moments can be formulated as:

𝑇 =
8
∑

𝑇𝑖, 𝑀𝑇 =
8
∑

𝑟𝑖 × 𝑇𝑖𝑥̂, (B.11)
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Fig. B.9. Computed aerodynamics coefficients using the finite-element analysis (which employs the Vortex Lattice Method), (a) 𝐶𝐿 with respect to 𝛼, (b) 𝐶𝑀 with respect to 𝛼,
c) 𝐶𝑌 with respect to 𝛽, (d) 𝐶𝑁 with respect to 𝛽.
here 𝑇𝑖 and 𝑟𝑖 represent the thrust force and the location vector of
ach motor relative to the vehicle center of mass, respectively.

emark 8. It is worth noting that the moments generated by asym-
etric thrust forces of the motors on two sides of the aircraft (due

o existing uncertainty in the dynamic model of each motor) are also
onsidered in the model.

Further, the thrust force generated by each of the existing eight
lectric motors is in turn a nonlinear function of the throttle setting. To
e more precise, the thrust force of each motor is computed as follows:

𝑖 = 𝑓𝑡ℎ(𝛿𝑡ℎ, 𝑣,𝐻) +𝑁𝑡ℎ, (B.12)

here 𝑓𝑡ℎ represents a nonlinear function of the throttle setting, the
ircraft velocity, and the aircraft altitude. In this research, this func-
ion is computed numerically using the system identification method
pplied to real test data. E-max brushless electric motors equipped with
0 × 6 propellers have been employed in this aerial robot. The data
btained for each motor (on the ground) are illustrated in Fig. B.10.
lso, 𝑁𝑡ℎ is used to model the uncertain dynamics, which is defined
s a random constant bias added to a Gaussian noise (Bonfè, Castaldi,
eri, & Simani, 2006).

.3. Actuator dynamics

Conventional actuators have been used in the current aircraft. Thus,
t is possible to employ an appropriate classical dynamic model intro-
uced for actuators in the literature (Collinson, 2011; Fadel, Rabie,

Youssef, 2019; Stevens et al., 2015). Second-order linear transfer
Table B.4
Computed values for the aerodynamic coefficients of the intended aerial robot.

Parameter Value Parameter Value

𝐶𝐿0
0.34 𝐶𝐿𝛼 0.096 (/deg)

𝐶𝐷0
0.0318 𝐶𝐷𝛼

0.0075 (/deg)
𝐶𝑀0

0.05 𝐶𝑀𝛼
−0.0143 (/deg)

𝐶𝐿𝛿𝑒 0.305 𝐶𝐷𝛿𝑒
0.0011

𝐶𝑀𝛿𝑒
0.88 𝐶𝐿𝑞 7.69

𝐶𝑀𝑞
−30.57 𝐶𝑀𝛼̇

−7.0
𝐶𝑙𝛽 −0.023 𝐶𝑙𝛿𝑎 0.139
𝐶𝑙𝛿𝑟 0.0231 𝐶𝑙𝑝 −0.598
𝐶𝑙𝑟 0.111 𝐶𝑁𝑟

−0.0311
𝐶𝑁𝛽

0.028 𝐶𝑁𝛿𝑎
−0.005

𝐶𝑁𝛿𝑟
−0.04 𝐶𝑁𝑝

−0.032
𝐶𝑌𝛽 −0.115 𝐶𝑌𝛿𝑎 0.005
𝐶𝑌𝛿𝑟 0.157 𝐶𝑌𝑝 −0.0414
𝐶𝑌𝑟 −0.126

functions with a natural frequency of 30 rad/s and a damping ratio
of 0.7 have been employed to model the dynamics of the elevator,
aileron, and rudder actuators. In addition, the upper/lower limit of the
change rate of all actuators has been limited to ±90 deg/s, whereas the
upper/lower limit of each actuator has been set to ±30 deg. Besides,
the throttle actuator has been modeled as a linear first-order transfer
function.

B.4. Reliability of the model

Finally, concerning the reliability of the model, it is worth mention-
ing that all the gravitational, propulsive, and aerodynamic forces and



Fig. B.10. Obtained data for each motor, (a) generated thrust force with respect to RPM, (b) generated torque with respect to RPM.
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moments have been modeled accurately using the data obtained from
the finite-element analysis (in openVSP) integrated with the informa-
tion extracted from several real flight experiments. Actuator dynamics
and sensor noises have been carefully modeled, as well. In addition,
as usual in the literature, the required system states in the proposed
control approach include the velocity of the air vehicle in the inertial
frame, the angular velocity, and the Euler angles, while they can be
computed using the measurements from appropriate accelerometers
and gyroscopes.

Besides, different uncertain terms including atmospheric distur-
bances, actuator faults, engine noise, measurement noises, and up to
20% random uncertainty in about all the aerodynamic coefficients and
geometrical properties have been applied to the dynamic model of the
aerial robot. This, in turn, results in a realistic dynamic model, which
is representative of a genuine application.
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