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A B S T R A C T

Coastal flooding estimation at large scale, e.g. pan-European is usually performed using static method while
dynamic method, in which numerical flood models are used to solve hydrodynamic equations, have proven to
perform better. However, a numerical flood model can rapidly become computationally demanding. Thus, to
respect the balance between efficiency and quality, models need to be properly configured. Usually, the model
configuration is supported by calibration and validation. In the cases where it is not possible to appropriately
implement calibration and validation through comparison against observed and measured data, sensitivity
analyses can be applied in order to identify the key parameters that could influence the model capability to
properly represent the modelled process. The present work aimed to identify influential model parameters
across Europe and their relative importance in flood model configuration. Seventeen test cases were selected
for which a LISFLOOD-FP model was developed, covering several sites across Europe and considering different
storm events. A panoply of local morphologies and boundary conditions derived from the sites and storm event
characteristics were used. For each test case, 72 simulations with different configurations were performed by
varying the grid resolution, the numerical solver, the bottom friction and the wave set-up formulation used
to estimate the total water level as a boundary condition. Two sensitivity analyses were performed on the
modelled maximum flooded areas and water volumes using One-Driver-At-a-Time and variance-based methods.
By using a k-means clustering method, the results of these sensitivity analyses allowed us to identify patterns
through the test cases related to the geographical region, providing important information for the configuration
of flood models across Europe. Both sensitivity analysis methods led to similar results highlighting dominant
relative influences from the floodplain solver on the Atlantic coasts and from the boundary conditions on the
Mediterranean ones. In addition the grid resolution was found to have great effect on the North and Baltic seas,
while globally the friction was shown to impact the model’s results less. The test cases were clustered using
a k-means method using as input both the sensitivity analysis results and morphological factors. Depending
upon the inputs, two different sets of clusters were generated revealing a complex relationship between the
influence of the model’s parameters and the selected morphological indicators.
1. Introduction

European countries are exposed to different coastal risks and haz-
ards that are expected to grow due to climate change, sea-level rise
and an increase of extreme event frequency, along with the growth of
coastal populations and exposed assets (Merkens et al., 2016; Calafat
et al., 2022; Portner et al., 2022). Usually the estimation of coastal flood
risk is done at a local scale, and only a few works have focused on a
global estimation (Barnard et al., 2014; Hinkel et al., 2014; Mokrech
et al., 2015; Forzieri et al., 2016; Muis et al., 2016; Vousdoukas et al.,
2016). Most of global models only consider a static flood approach (i.e.,
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bathtub) which often performs poorly (Bates et al., 2005; Seenath et al.,
2016; Vousdoukas et al., 2016; Gallien et al., 2018). Bates et al. (2005)
compared the flood extents resulting from a static and dynamic method,
using LISFLOOD-FP (Bates and De Roo, 2000), with observed data for
two regional coastal flood historical events. In both cases the dynamic
models outmatched the static models, which greatly over-predicted
the flood, exposing the limitation of the static model usage in large
scale applications. Similarly, Vousdoukas et al. (2016) compared four
different modelling methods including static and dynamic (LISFLOOD-
FP model) approaches. From a validation test on the historical Xynthia
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storm event at La Faute-sur-Mer (2010) and an application at pan-EU
scale, they showed that the static models over-estimated the flood while
the dynamic model yielded reasonable results.

During the development of a dynamic flood model, decision making
about input model parameters is an essential step, both concerning
physical processes and numerical settings. Ideally, the most advanced
model configurations are used to accurately predict the flood magni-
tude. However, some parameters are more computationally expensive,
such as advanced model solvers (3D Navier–Stokes model, for instance)
or fine grid resolutions. To balance quality and efficiency, decisions on
the configuration of the flood model must be made targeting specific
goals, and adapted with the characteristics of the case study. To support
this configuration, calibrations can be performed to adjust numerical
parameters by comparison to observed data, as done by Lewis et al.
(2013) and Olbert et al. (2017) with the friction. In the case of flooding,
flood maps derived by satellite images and local flood markers can
provide valuable information but their availability may be scarce,
especially at large scale. When it is not possible to implement a careful
calibration, sensitivity analyses are usually employed to identify the
key parameters and their influence. Knowing which parameters have
significant effect on the results in comparison to others in the targeted
regions will be beneficial during the calibration of the flood model.
Thus, the computational cost of the key parameters best settings could
be compensated by the use of less consuming options for secondary
parameters.

Generally, sensitivity analyses are performed focusing on particular
parameters or phenomena, such as the boundary conditions and the
input water level data, the grid characteristics and Digital Elevation
Model (DEM) or floodplain friction parametrisations. The sensitivity
analysis’ result depends on the method used (Alipour et al., 2022),
the sampling range of input parameters and the considered model’s
variables (Saltelli et al., 2010; Wagener and Pianosi, 2019). The DEM
resolution was proved to have a significant impact, especially for the
static flooding method (van de Sande et al., 2012; Leon et al., 2014;
Wolff et al., 2016). The influence of the boundary conditions has
widely been evaluated: Lyddon et al. (2020) investigated the influence
of integrating tide, surge and waves; Brown et al. (2007) and de
Moel et al. (2012) included breaching of natural or artificial defences
in their models while Toimil et al. (2023) investigated the role of
erosion; and Grilli et al. (2020) looked at the influence of using a wave
dispersion model to generate the input. All these studies converged into
an understanding of the important influence exerted by these input
parameters. Brown et al. (2007), Lewis et al. (2011) and Smith et al.
(2011) studied both the impact of roughness and boundary conditions,
considering sea level and wave forcing, and sea-defence failures: in
all cases they estimated that the impact of the roughness was much
less than that of the forcing conditions. A few sensitivity analyses
have already been performed, especially using LISFLOOD-FP for fluvial
and coastal flood events, see Hall et al. (2005), Savage et al. (2016),
Seenath (2018), Kıyıcı (2019), Lyddon et al. (2020). Savage et al.
(2016) used an advanced variance-based method, estimating the Sobol
indexes, to study the impact of spatial parameters such as the Digital
Elevation Model, the grid resolution and the friction parameters for a
single fluvial flood event. The study showed great complexity in the
sensitivity of the models to their parameters, with relative influences
of the parameters varying over time and space.

The previous analyses were usually applied to a restricted number
of sites and events, and the results may not be extrapolated to other
locations where the site settings are different. Kalakan et al. (2016)
performed a sensitivity analysis integrating morphological factors such
as the beach slope for idealised beach profiles, connecting smaller
floods with steeper slopes. While there is a demand for flood risk
assessment at pan-EU scale (Paprotny et al., 2019), according to the
authors’ knowledge, no sensitivity analysis has ever been performed at
global scale considering different coastal morphologies and their associ-
ated storm conditions, which typically have a regional variability. The
2

Fig. 1. Locations (blue dots) of the test cases that were selected for the sensitivity
analyses.

present work aimed to identify the key model parameters across Europe
and assessing their relative influence by performing a sensitivity anal-
ysis on coastal flood models using recent storm events that occurred
along European coastlines. For each test case (i.e., selected locations
and storm events), the relative influences of the grid resolution, the
bottom friction, the boundary condition and the numerical solver were
analysed by developing multiple flood models with different configu-
rations and applying two sensitivity analyses. A global framework was
employed to identify a pattern connecting the relative influence of the
parameters and geographical location. This information could support
the prioritisation of parameters depending on the area of interest, thus
improving the efficiency of the model configuration and calibration.

2. Methods

2.1. Study areas and test cases

Seventeen test cases were selected from a database of extreme
events on the European coast Souto Ceccon et al. (2022) developed by
the Horizon 2020 ECFAS project (a proof-of-concept for the implemen-
tation of a European Copernicus coastal flood awareness system, https:
//www.ecfas.eu/) to be used for this sensitivity analysis. They are listed
in Table 1 and can be localised on the map in Fig. 1. They represent
a large variety of different coastal characteristics and oceanographic
conditions (tidal range, storm surge level and wave energy) covering
storms that occurred between 2010 and 2020 throughout Europe. This
list gathers ten events covering fifteen sites, including multiple sites
being hit by the same event and one site hit by multiple storms. Among
the major events in the database, the test case FR01 represents the
Xynthia storm that hit La Faute-Sur-Mer (France) in 2010. This event,
characterised by a 100 year return period, had severe consequences
with more than 40 casualties, over 500 km2 of flooded land and damage
estimated in excess of 2.5 billions euros, including windstorm damage,
and about 1.25 billions only from the coastal flood (Vinet et al., 2012;
Genovese and Przyluski, 2013; Kolen et al., 2013; Paprotny et al.,
2018). In addition, four test cases were included (ES02 - ES05) repre-
senting the coastal flooding generated by the Gloria storm (2020) which
was remarkable for its offshore intensity, breaking tide gauge records
and causing severe consequences on the Spanish coast with flood reach-
ing 3 km inland and a total economic loss combining marine, fluvial
and rain damage estimated at 200 millions of euros (Pérez-Gómez et al.,
2021). Coastal flood damage and compensation were estimated at 45
millions of euros for the regions of Catalonia, Balearic Islands, and
Valencian Community (Luján López, 2022). On the other hand, two
test cases were affected by the Axel storm in Germany (2017), in which
little damage and flooding were reported (Souto Ceccon et al., 2022).

https://www.ecfas.eu/
https://www.ecfas.eu/
https://www.ecfas.eu/
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Table 1
List of the test cases extracted from the ECFAS database of extreme events (Souto Ceccon et al., 2022).
Test case Event Reference Site Oceanographic
ID date region

FR01 Xynthia 27/02/2010 La Faute Sur Mer (FR) Atlantic
FR02 No Name 02/01/2014 La Baule (FR) Atlantic
FR03 No Name 02/01/2014 Lorient (FR) Atlantic
GB01 Xaver 06/12/2013 Norfolk (GB) North
IT01 Santa-Agatha 05/02/2015 Lido Delle Nazioni (IT) Adriatic
IT02 Santa-Agatha 05/02/2015 Rimini (IT) Adriatic
IT03 Vaia 29/10/2018 Lido Delle Nazioni (IT) Adriatic
IT04 Detlef 11/11/2019 Lido Delle Nazioni (IT) Adriatic
DE01 Axel 05/01/2017 Warnemunde (DE) Baltic
DE02 Axel 05/01/2017 Wismar (DE) Baltic
PL01 Axel 05/01/2017 Swinoujscie (PL) Baltic
GR01 Ianos 18/09/2020 Laganas (GR) Mediterranean
ES01 Emma 01/03/2018 Cadiz (ES) Atlantic
ES02 Gloria 20/01/2020 Castellon (ES) Mediterranean
ES03 Gloria 20/01/2020 Ebro (ES) Mediterranean
ES04 Gloria 20/01/2020 Girona (ES) Mediterranean
ES05 Gloria 20/01/2020 Mallorca (ES) Mediterranean
Table 2
List of the Copernicus Marine Service ocean and wave models that were used in this work. The date of extraction indicates the months and year.

Copernicus Marine model Date of extraction References List of associated test-cases

IBI_ MULTIYEAR 06-07 2021 Copernicus Marine Service (2020a), Copernicus Marine Service (2020b) FR01, FR02, FR03, GB01, ES01
MEDSEA_ MULTIYEAR 06-10 2021 Escudier et al. (2020),Korres et al. (2021b) IT01, IT02, IT03, IT04
BALTICSEA_ REANALYSIS 06 2021 Copernicus Marine Service (2018), Copernicus Marine Service (2020c) DE01, DE02, PL01
MEDSEA_ ANALYSISFORECAST 09-11 2021 Clementi et al. (2021) Korres et al. (2021a) GR01, ES02, ES03, ES04, ES05
v
t

2.2. Datasets

2.2.1. Digital elevation model
The topography was taken from the digital elevation model COP-

EEA-DEM-10 which is part of the Copernicus DEM products (European
Space Agency and Airbus, 2022). The latitudinal spatial resolution is ∼
10 m with an absolute vertical accuracy lower than 4 m. The associated
water body mask (European Space Agency and Airbus, 2022) was used
to extract the coastal water extent, and thus to identify the coastline on
which the boundary conditions for the flood model were imposed.

2.2.2. Land use and land cover data
To generate spatially varying friction maps, the friction parameter

was derived from the European Environment Agency Land Use/Land
Cover (EEA LU/LC) Coastal Zone layer 2018 (Innerbichler et al., 2021).
The Coastal zone layer is composed by 71 environmental classes that
were derived from Very High Resolution (VHR) satellite data and other
available Earth Observation data. Its Minimum Mapping Unit (MMU)
is 0.5 ha with a Minimum Mapping Width (MMW) of 10 m.

.2.3. Water level
Total Water Levels (TWLs) in coastal areas can have different com-

onents produced either by atmospheric effects or oceanographic forc-
ng. The TWL was produced by linear addition of the Sea Surface Height
SSH) component, resulting from the storm surge (e.g. induced by the
ind or inverse barometer effect) and including the tide and the mean

ea-level variability, and the wave set-up component. Coastal sea levels
nd wave bulk parameters required to estimate the wave set-up were
xtracted from the E.U. Copernicus Marine Service Information ocean
roducts (https://resources.marine.copernicus.eu) which maintains up
o date models (Irazoqui Apecechea et al., 2023). Table 2 gathers the
opernicus Marine models that were used for each test cases.

For both waves and SSH components, the hourly time series ex-
racted from the closest point to the flood model ocean boundary were
sed to compute the TWL. The SSH of forecasts used in this work
as been extensively validated in Irazoqui Apecechea et al. (2023).
he different models that encompass the Copernicus Marine system
howed overall a good performance in the reproduction of the ex-
remes. Although they tend to underestimate the total water level
3

showing centred RMSE of 0.29 cm and correlation values of 0.99 for
TWL corresponding to percentile 95. When not included (i.e. Mediter-
ranean sea), hourly time series of the tidal component was added from
the FES2014 model (Lyard et al., 2021). The wave set-up component is
derived from the hourly time series of significant wave height (Hs) and
peak wave period (Tp) with spatial grid resolution of ∼ 2 − 5.5 km.The
alidation of Copernicus Marine Service wave models showed a bias for
he significant wave height varying between −6 and 2 cm (Copernicus

Marine Service, 2017, 2020a; Korres et al., 2021b,a).

2.3. Numerical modelling method

The flood models were developed using the LISFLOOD-FP model
(Bates and De Roo, 2000). The model grids are structured, homoge-
neous and cover 100 km alongshore length of the coastline with the
domain centred on the area of interest. LISFLOOD-FP was configured
to use the adaptive time step which means that the optimum time
step to maintain model numerical stability is calculated by the solver
and the initial time step is fixed at 10 s. The elevation was linearly
interpolated from the DEM data (see Section 2.2.1) and the friction,
when not uniform, was derived from LU/LC data (see Section 2.2.2)
by associating a Manning coefficient to each LU/LC class using liter-
ature values (Chow, 1959; Papaioannou et al., 2018). The numerical
floodplain solvers considered in the present work were the flow limited
solver (Bates and De Roo, 2000) and the acceleration solver (Bates
et al., 2010). The former consists of a uniform flow formula derived
from the Manning equation, while the latter is a model based on the
local inertia approximation that simplifies the shallow water wave
formulation by neglecting the convective acceleration terms and is
usually recommended for coastal modelling (Bates et al., 2010).

TWL time-series were imposed as boundary conditions at the coast-
line of the flood model. The time-series were directly interpolated from
the ocean data (see Section 2.2.3) using a nearest point method. The
TWL time-series were calculated by the linear addition of the SSH and
the wave set-up. The modelling of wave nearshore propagation and
swash excursion, in order to compute wave run-up values, requires ac-
curate topo-bathymetric dataset to implement high resolution models.
Given the European scale of the analysis, sufficiently detailed input

datasets were not available. Therefore, in absence of high resolution

https://resources.marine.copernicus.eu
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topo-bathymetric, information only wave setup contribution was con-
sidered, excluding swash processes. The parametrisation of wave set-up
is a common practice (Dodet et al., 2019). Three parametrisations for
the wave set-up (𝜂𝑤𝑠𝑢) were considered in this work, derived from
deep-water wave characteristics.

In the first parametrisation, the wave set-up is neglected (𝜂𝑤𝑠𝑢 =
0). The second option considers the generic semi-empirical formula
of Stockdon et al. (2006) for which the wave set-up is approximated
by:

𝜂𝑤𝑠𝑢 = 0.35 × tan 𝛽

√

𝑔𝑇 2
𝑝

2𝜋
×𝐻𝑠, (1)

here tan 𝛽 is the foreshore slope and 𝑔 the gravitational acceleration.
o the authors’ knowledge, a European database that gathers informa-
ion on foreshore slope is not available. Athanasiou et al. (2019) gives
orldwide estimations of coastal nearshore slope but with a resolution
f 1 km. Thus, in the present case, an approximation of the foreshore
lope computed as the average of the cross-shore slope, i.e. tan 𝛽, was
btained from the DEM data through the following steps. First, slope
rids were computed by applying the GDALDEM slope function on the
EM grid: the slope of one cell is calculated using the elevation of

ts 8 neighbours. Then, the first cell of the grid (that corresponds to
he boundary position) was considered to be an approximation of the
oreshore slope, hereinafter named gradient slope. This approximation
howed limitations and bias, as a few unrealistic slopes were identified.

correct estimation of the foreshore slope would require a DEM with
high vertical and horizontal accuracy derived from, e.g., direct field
easurements or from the collection of precise remotely sensed data
e.g., UAV and Lidar). To limit the impact of the identified biased
lopes, that could result in unrealistic TWLs, only slope values inside
each polygons, i.e., defined by the Coastal Zone LU/LC 2018 exten-
ion, were considered, and the slopes exceeding the standard deviation
ere replaced by the mean slope value computed as the average of the
radient slope inside the beach polygon. The third option considers the
emi-empirical formulation derived by Holman and Sallenger (1985)
nd recommended by U.S. Army Corps of Engineers (2002):

𝑤𝑠𝑢 = 0.2 ×𝐻𝑠. (2)

The vertical DEM and SSH data are referenced to the 2008 and
OCE geoid models, respectively. To present the cross-referenced data,
oth datasets were adjusted to the Mean Sea Level (MSL). To do so, the
ata were corrected using Mean Dynamic Topography (MDT) models
hat are given by the average of the difference between the mean sea
urface and the geoid models. The DEM was corrected using the 12 year
DT from Andersen and Knudsen (2009) also based on the 2008 geoid
odel, and the SSH data were corrected with the MDT taken from the

orresponding Copernicus Marine Service ocean model.

.4. Sensitivity analysis method

The sensitivity analysis was applied to the seventeen test cases
escribed in Section 2.1. It was performed on four major parameters
elected for their relevance to flood magnitude: the grid resolution (dx),
he numerical floodplain solver (FS), the Manning friction coefficients
F) and the boundary condition with the wave set-up formulation (WS).
he different options tested for each of these parameters are detailed in
able 3. A descriptive indicator was attributed to the different options:

ow-medium-high for numerical parameters and null-basic-advanced
or formulation options. By testing the overall influence of multiple
arameters, this approach allowed us to explore the relative com-
utational costs and qualitative benefits of altering each parameter’s
ptions.

A flood model was developed for each combination of the four
arameters for all the test cases, leading to a total of 1224 numerical
odels to carry out the as inputs for the sensitivity analyses. The mod-

lling outputs used for performing the sensitivity analyses are both the
4

t

aximum Flood Areas (m2, M.F.A.) and Maximum Water Volumes (m3,
.W.V.), as the sum of the non-simultaneous maximum water depth per

ell in the whole emerged domain (as defined by Fernández-Montblanc
t al., 2020). The sensitivity analyses were performed with two meth-
ds: a One-Driver-At-a-Time (ODAT, Section 2.4.1) and variance based
Section 2.4.2) methods. A k-means clustering algorithm was applied
o the sensitivity analysis results using the Euclidean distance between
ariables. The algorithm used in this work is that of Matlab v2021b
ased on Lloyd (1982). A convergence test was performed and only
he final result is presented here.

.4.1. One driver at a time method
With the One-Driver-At-a-Time method (ODAT), the variations in

he output result 𝑌 (flood extent or volume of water) induced by the
hange of only one parameter 𝑥𝑖 (dx, F, FS or WS) were evaluated
sing the standard deviation (std). The average of the variations per
arameters was then estimated using the equation:

𝑥𝑖 = 𝑠𝑡𝑑(𝑌 |𝑥𝑗,𝑘,𝑙). (3)

where 𝑥𝑖,𝑗,𝑘,𝑙 correspond to the parameters listed in Table 3. A higher
value of 𝑀𝑥𝑖 corresponds to a more influential parameter. In addition
to the average variation, the standard deviation was estimated, being:

𝑁𝑥𝑖 = 𝑠𝑡𝑑
(

𝑠𝑡𝑑(𝑌 |𝑥𝑗,𝑘,𝑙)
)

. (4)

𝑁𝑥𝑖 gives a measure of the dependence of the variation in the values to
the other parameters. A small 𝑁𝑥𝑖 corresponds to a consistent variation
across the model’s parameter option independently from the other
parameter combinations, and thus it portrays a more robust represen-
tation of the impact of the parameter. A high 𝑁𝑥𝑖 suggests that the
variation of the impact of the considered parameter depends on the
combinations of the other parameter and could reveal a co-dependence
among parameters.

2.4.2. Variance based method
The second method implemented was variance based. For each of

the parameters, the first order Sobol index was estimated according to
the definition by Saltelli et al. (2010) and to the usage by Savage et al.
(2016):

𝑆𝑥𝑖 =
𝑉𝑥𝑖[𝐸𝑥∼𝑖(𝑌 |𝑥𝑖)]

𝑉 (𝑌 )
, (5)

where 𝑉𝑥𝑖 represents the variance induced by the factor 𝑥𝑖 in the
xpected values 𝐸 of 𝑌 while keeping 𝑥𝑖 fixed. 𝑆𝑥𝑖 is an indicator of
he relative influence in comparison with the other parameters with
he highest value suggesting a stronger influence of the parameter on
he others.

For both methods, the order of the values of the indicator gives the
anking of the parameters that can be compared across the test cases.
owever, the values of the indicator are specific of each test case and
annot be compared across them.

. Results

.1. General result

For the four parameters and each of the other parameter combina-
ions, the relative evolution of the maximum flood areas (M.F.A.) and
aximum water volumes (M.W.V.) were estimated by normalising the

esult with the outputs of the benchmark for all test cases. The lowest
r basic option described in the first row of Table 3 was considered as
he baseline. The box plot with the main statistics (median, 25th∕75th
ercentiles, minimum/maximum) are shown in Fig. 2. The same trends
re found for M.F.A. and M.W.V. Both M.F.A and M.W.V decrease along
ith the grid resolution (Fig. 2(a)) and increase with the advanced

olver (Fig. 2(b)). Integrating the wave set-up in the TWL increases
he water level, and thus leads to an increase of the volume of water
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Table 3
The four parameters tested inside the LISFLOOD-FP models and their various options.
Mesh resolution Floodplain solver Manning coefficient Wave set-up
(dx in m) (FS) (F in s m−1∕3) formulation (WS)

Low: Basic: Flow limited Low: Null:
100 Bates and De Roo (2000) 0.0013 No wave set-up

Medium: Advanced: Acceleration Medium: Basic: 0.2 ×𝐻𝑠 as suggested by
50 Bates et al. (2010) 0.025 Holman and Sallenger (1985)

and U.S. Army Corps of Engineers (2002)

High: – High: Advanced: Generic formula from
25 0.05 Stockdon et al. (2006)

– – Adapted: LU/LC derived –
Fig. 2. Relative evolution of the Maximum Flood Area (M.F.A., left panel/light colour) and the Maximum Water Volume (M.W.V., right panel/dark colour) to the lowest or most
asic option by considering all the combinations of parameters for the seventeen test cases. The black dot, thick line, thin line, single circles represent the median, 25th∕75th
ercentiles, minimum/maximum and outliers.
t
o
b
a
b
d
s
s
a
e
T

looding the coastal area. Between the two approximations of the wave
et-up, the basic option leads to globally larger flood extents than with
he advanced option (Fig. 2(b)). Finally, the outputs tend to decrease
ith the increase of the friction (from low to high, Fig. 2(c)). Using
n adapted friction derived from the LU/LC characteristics reduces the
looding extent in comparison to the low/medium friction coefficients,
ut not as much as using the highest friction option.

Concerning the sensitivity analysis and the evaluation of the in-
luence indicators (𝑀𝑥𝑖 and 𝑆𝑥𝑖), the global results and rankings are
athered in the maps of Fig. 3 for each test case. In Figs. 3, the marker
ize is proportional to 𝑀𝑥𝑖 and 𝑆𝑥𝑖. Although slight differences can
e observed between the flooded area and the water volume analysis,
5

a

he ranking of the parameters remains globally equivalent; therefore
nly the results for the flooded area are discussed. With the variance
ased method, the differences between the parameter indicators are
ccentuated in comparison with those of the ODAT method, that could
e related to the standard deviation and variance properties used to
efine the indicators. Indeed, the variance being the square of the
tandard deviation, its derivative will be bigger than the one of the
tandard deviation, as long as the latter is bigger than 0.5. The flooded
rea differences obtained in this study are larger than 0.5, which could
xplain why the variance based method better separates the results.
he same patterns appear in both methods, giving consistent results

nd highlighting the robustness of the analysis. Detailed estimation
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Fig. 3. Sensitivity analysis results for each test case using the ODAT (3(a) and 3(c)) and variance method (3(b) and 3(d)) on the Maximum Flooded Area, F.A., (3(a) and 3(b))
and the Maximum Water Volume, W. V., (3(c) and 3(d)). The marker size is proportional to 𝑀𝑥𝑖 and 𝑆𝑥𝑖. The purple, orange, green and blue markers correspond to the solver,
friction, boundary condition and resolution parameter results.
Fig. 4. Clusters identified by the k-means clustering method with the S.A. result as
input.

of 𝑀𝑥𝑖 and 𝑆𝑥𝑖 for each test case can be found in Appendix (see
Figs. A.15–A.16) for the Maximum flood extent output.

Out of the seventeen test cases, eleven cases are more influenced
by the solver parameter while six cases are controlled by the boundary
conditions. Although the solver parameter ranks first in all cases, in
seven cases the boundary conditions have a significant impact on the
results. With respect to the other parameters, friction does never show
a relevant influence.

The sensitivity analysis leads to the identification of groups of test
cases. A k-means clustering method was implemented to clearly identify
such groups. An optimal number of four clusters was identified via a
convergence test and was used as input for the k-means method. The
clusters of test cases are visible in Fig. 4.
6

The two test cases DE01 and DE02 in the Baltic sea, the test case
GB01 on the North sea affected by Xaver (2013) and the test cases
in the northern part of the Adriatic (IT01, IT03, IT04) are grouped
considering a dominant influence of the solver, and also, although less
dominant, of the resolution (cluster 1 in Fig. 4). The test case PL01
at Swinoujscie is self clustered (cluster 2) with the solver being the
most influencing parameter followed by the friction. All the test cases
on the Mediterranean coast, except the northern cases of the Adriatic,
are clustered together (cluster 3) with the boundary condition as the
dominant parameter. Eventually, all the test cases on the Atlantic are
grouped in the cluster 4 with a clear dominance of the solver. Each of
these clusters are detailed below.

3.2. Results per cluster

3.2.1. Cluster 1 & 2: North and baltic seas and northern adriatic group
The North and Baltic Seas and Northern Adriatic group (GB01,

DE01, DE02, IT01, IT03, IT04) show a lower dominance of one pa-
rameter over the others. While the influence of the solver parameter
is still relevant, also the grid resolution drives significant variations on
the flood extent. The associated flood maps are illustrated in Fig. 5. The
differences between the flood models using various resolution mainly
appear on the landward boundary of the flooded area, where the 100 m
resolution cells cover a larger portion of the territory, compared to
the 50 m resolution, while at 25 m the flooded area has the lower
extension. In addition, with the highest resolution, some coastal areas
are not flooded. The test case PL01 at Swijnouscie during the Axel
storm (2017) does not group with other test cases and creates the
cluster 2. This is the only test case showing a relative sensitivity to
the friction parameter. The configuration with the lower values leads
to the propagation of the flood water up to the lagoon situated in the
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Fig. 5. Comparison of the flooded areas between the low (blue) - medium (red) - high (green) resolution for the North and Baltic seas and Northern Adriatic group test cases. The
intensity of the colour from dark to light indicates an increase in flood water depth. The flood models correspond to the advanced solver, the adapted friction and the basic wave
set-up option. The yellow boxes correspond to the zoom extent of the inset maps of Fig. 12. The background maps were generated using the OpenStreetMap database available
through Python (Open Database License).
south of the modelling domain, while the water propagation stops on
the land with the roughest friction and with the LU/LC derived friction
(Fig. 6).

3.2.2. Cluster 3: Mediterranean group
The wave set-up formulation has a larger impact compared to the

other three parameters for the test cases in the Mediterranean Sea,
except at Lido Delle Nazioni. In Fig. 7, the flood extension for the
model with null, basic and advanced options (see Table 3 for the
corresponding formulation) are overlaid for ES02, ES03, ES04 and
IT02. Globally, these test cases show little flooding, with the exception
of ES03 that focuses on the Ebro delta. The boundary conditions
that include the basic and advanced options generate larger flooding,
while the site show relatively limited flooding using the model con-
figuration that does not include the wave set-up (null option). In the
latter configuration, the flooding is limited to the coastline, while it
propagates further inland and inside river outlets with the advanced
option, and even more with the basic option (ES02 and ES04). The
flood in the Ebro Delta during the Gloria storm (ES03) was previously
7

analysed and modelled by Amores et al. (2020). They developed a
regional hydrodynamic model using SCHISM, fully coupled with the
spectral wave model WWM-III, with a spatial resolution at the Ebro
Delta of approximately 30 m. The study concluded that their simulation
underestimated the flooding when compared to a flood map derived
from a Sentinel-1 satellite image. This discrepancy was attributed to
the absence of the precipitation contribution in their model. By quali-
tatively comparing the (Amores et al., 2020) flood map to the one of
the present analysis displayed in Fig. 7(c), their simulation indicates a
flood extension covering an area with an extension between the area
derived from the modelling outputs of the configuration without wave
set-up (green layer) and with an advanced wave set-up formulation (red
layer). While comparing modelled to observed flood maps derived from
satellite images is a complex exercise, as pointed out by Kiesel et al.
(2023) and Le Gal et al. (2023) among others, both model outputs
and satellite images show coherent flood maps. This also suggests a
potential over-prediction of models that use the basic wave set-up
formulation.
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Fig. 6. Comparison of the flooded areas for the test case PL01 at Swijnouscie during
the Axel storm (2017) between the low (red), medium (green), high (blue) and adapted
(purple) friction options. The intensity of the colour from dark to light indicates an
increase in flood water depth. The flood extension with the adapted option is similar to
the one of the low option, and thus mainly covered in the map. The background maps
were generated using the OpenStreetMap database available through Python (Open
Database License).

3.2.3. Cluster 4: Atlantic group
The Atlantic coast test cases show a more significant sensitivity

to the floodplain solver option. The flood maps for both options of
solver regarding the test cases FR02, FR01, FR03 and ES01 are rep-
resented in Fig. 8. From a qualitative comparison, the acceleration
solver (advanced option) propagates the flooding further in low-lying
areas such as wetlands. The flooding during the Xynthia storm at La
Faute-sur-Mer in 2010 (FR01) has been extensively studied and mod-
elled by (Vousdoukas et al., 2016) for validation purpose and Bertin
et al. (2014) among others. The latter employed the 2D hydrodynamic
barotropic SELFE model, fully coupled with the spectral wave model
WWM-II, with a spatial resolution of approximately 5 m at the coast. In
comparison to Bertin et al. (2014) flood map and to the observed data
used by the authors, it is evident that the present model with the basic
solver configuration underestimates the flood extension. Meanwhile,
the advanced solver model underestimates the flood extension towards
the East and overestimates it towards the North of the Aiguillon Bay
(North of La Rochelle), showing results consistent with the predicted
flood map of the 100 m LISFLOOD-FP model of Vousdoukas et al.
(2016). Such discrepancies highlight the limitations of the basic solver
while the similarity between the present advanced solver and the
results of Vousdoukas et al. (2016) compared to that of Bertin et al.
(2014) reveals the influence of the modelling approach and of the
spatial resolution.

3.3. Parameter co-dependence

In addition to the average variation 𝑀𝑥𝑖, the standard deviation 𝑁𝑥𝑖
of the variation was calculated and is shown in Appendix. Histograms
of the 𝑁𝑥𝑖 normalised by 𝑀𝑥𝑖 are shown on Fig. 9. For all parameters,
normalised 𝑁𝑥𝑖 reach values above 100%, meaning that the influence
of one parameter is largely dependent on the combination of the other
parameters. This is particularly true for the friction parameter, which,
using 𝑀𝑥𝑖, is less significant than the other parameters, but shows a
lot of differences in its influence. On the other hand, the impacts of
the boundary condition and the estimation of the wave set-up are less
variable and thus their influence is independent from the other chosen
parameters.
8

4. Discussions

4.1. Boundary condition influence

The boundary condition is the most influencing parameter in the
Mediterranean group, meaning that the flood models are sensitive to
the inclusion of the wave set-up component. The wave set-up compo-
nent is site and storm specific as described in Section 2.2.3. To relate
the result of the sensitivity analyses with the wave set-up process, the
relative contribution of the wave set-up to the total water level used to
force the numerical model is estimated through the comparison of the
maximum water depth (D) at the coastline computed with the basic and
null configurations of the flood models (i.e., the two defined options
that do not include or calculate the wave set-up) . As this difference is
estimated at every coastline point, the average value is considered to
be representative of the test case. The relative wave set-up contribution
(𝑤𝑠𝑢∗) is calculated as:

𝑤𝑠𝑢∗ =
𝐷𝑊𝑆𝑏𝑎𝑠𝑖𝑐 −𝐷𝑊𝑆𝑛𝑢𝑙𝑙

𝐷𝑊𝑆𝑏𝑎𝑠𝑖𝑐
, (6)

and is shown in Fig. 10(a).
𝑤𝑠𝑢∗ reaches 100% for the Mediterranean test cases, while it is

smaller on the Atlantic and North Sea sites (less than 50%), with a peak
at 70% on the northern Adriatic sea. A 𝑤𝑠𝑢∗ of 100% can be computed
when the modelled water elevation without wave set-up contribution
is below mean sea level, as illustrated in Fig. 10(b) for the test case
ES02, leading to 𝐷𝑊𝑆𝑛𝑢𝑙𝑙 = 0. Therefore, positive water elevations
are only computed when the wave set-up is accounted for, leading to
flooding and non-null maximum water depths at the coastline. For the
Gloria storm (2020), Amores et al. (2020) estimated the contribution of
different hydrodynamic processes and components to the storm surge
along the Mediterranean coastline of Spain using numerical models.
The authors highlighted the importance of including the wave set-up
component together with the use of a coupled hydrodynamic and spec-
tral wave model. The observed discrepancies between the importance
of the wave setup contribution showed in this study and in Amores et al.
(2020) for the Gulf of Valencia can be explained by the overestimation
of wave setup in the present study. In this case the wave direction
does not transfer the total energy to the shore and it produces the
overestimation of wave setup. Also the underestimation of significant
wave height and period showed in Amores et al. (2020) could con-
tribute to the differences observed. Additionally, the incorporation of
the mean sea level variability, while neglected by Amores et al. (2020),
shows minimum values during winter months in the Mediterranean
sea (see Fernández-Montblanc et al., 2020; Criado-Aldeanueva et al.,
2008; García-García et al., 2010), reduces the TWL and increases the
relative contribution of wave setup. This explains the negative values of
TWL with null wave setup contribution showed in Fig. 10b that are in
agreement with the TWL values computed for the Gloria storm reported
by Irazoqui Apecechea et al. (2023).

The geographical difference of the relative contribution of the wave
set-up is a consequence of the wave and current dynamics of the
Mediterranean Sea that can be defined as a micro-tidal basin which is
generally not prone to surge development. Indeed, the wind component
of the storm surge is inversely proportional to the water depth (Pugh,
1987; Fernández-Montblanc et al., 2019) and, thus, better develops in
a shallow and wide continental shelf, such as in the North Sea, than in
a steep and narrow continental shelf, like the Mediterranean (Toomey
et al., 2022). Consequently, the relative contribution of the waves
increases because the wind surge component contribution is reduced in
the Mediterranean than in the Atlantic or North Sea, thus corroborating
the present results. Melet et al. (2018) estimated the contribution of the
tide, storm surge and wave components to extreme water level using
data observed between 1993 and 2015 at global scale. The authors
found a larger relative contribution of nearshore wave components (set-
up plus swash) in the West Mediterranean sites than in the Atlantic
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Fig. 7. Comparison of the flood extension between the null (green layer), basic (blue layer) and advanced (red layer) wave set-up formulation for the Mediterranean group test
cases. The intensity of the colour from dark to light indicates an increase in flood water depth. The flood models correspond to the medium resolution, the adapted friction and
the advanced solver. The background maps were generated using the OpenStreetMap database available through Python (Open Database License).
and North Sea coasts. From a broader approach, the inclusion of the
wave components in the estimation of the extreme total water level and
its interaction with the other components have been widely discussed
by Staneva et al. (2016), Melet et al. (2018), Idier et al. (2019), Marcos
et al. (2019) among others. The literature highlights the importance of
the inclusion of the wave components in the estimation of the total
water level, either by using empirical formulation, as done in the
present work, or by coupling wave and hydrodynamics models. The
results of the present study underline the importance of the wave set-
up in the Atlantic and North Sea and particularly show its priority
contribution in Mediterranean regions.

4.2. Floodplain solver influence

The choice of the floodplain solver greatly influences the output
results for most of the test cases and in particular those located on the
Atlantic coast (Fig. 3). The acceleration solver propagates the inunda-
tion further inside embayments, estuaries and water bodies, because
the acceleration solver integrates more wave propagation processes
9

than the flow limited solver (Bates et al., 2013). This is also visible
in the test cases from the North and Baltic Seas, Lido delle Nazioni,
as well as the test case GB01 (Xaver storm, 2013) in Norfolk (North
Sea) which is characterised by the presence of salt marshes. Using the
LU/LC coastal zone 2018 layer, the flood prone areas for each test case
is estimated by targeting the classes defined as wetland, beach, dune,
and river bank, see Fig. 11. The Atlantic group plus the GB01 test case
represents the largest flood-prone area that shows a correlation with
the solver parameter. To go further, more developed numerical solvers
of LISFLOOD-FP could be used, integrating the full shallow water sys-
tem (Villanueva and Wright, 2006; Neal et al., 2012; Bates et al., 2013).
However, the acceleration solver was shown to be relevant for coastal
flooding by Neal et al. (2012) and Shaw et al. (2021). They reached
this conclusion by comparing the results obtained with the acceleration
solver with the ones generated by solvers based on the full shallow
water equation at first and second degrees. This indicates the limitation
of the flow limited solver (basic option)for coastal event modelling
when river discharge is omitted. In the present work the influence of
fluvial flooding is not investigated, but integrating the fluvial dynamic
could impact the results (Kumbier et al., 2018; Bevacqua et al., 2020).
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Fig. 8. Comparison of the flood extension between the solver options basic (red layer) and advanced (blue layer) for the Atlantic group test cases. The intensity of the colour
from dark to light indicates an increase in flood water depth. The flood models correspond to the 50 m resolution, the adapted friction and the basic wave set-up option. The
background maps were generated using the OpenStreetMap database available through Python (Open Database License).
In the framework of the present study, the importance of the solver
parameter is clearly identified, especially in flood prone areas.

4.3. Resolution and friction influences

The influence of the resolution is important in the North and
Baltic Seas and Northern Adriatic group. The reason for the impact
of the resolution in this group can be twofold. Firstly, the test cases
DE01 and DE02 do not include large flood prone areas nor show a
significant contribution of the wave set-up, see Figs. 11 and 10(a).
Therefore, the relative resolution influence benefits from the decrease
of the impact of the solver and wave set-up. Secondly, there is a loss
of representativeness of the local topography at lower resolutions, as
highlighted by Seenath (2018) among others. While the resolution of
the topography has a limited impact on flat areas, higher topographic
features, that protect low elevated areas from flooding, are flattened.
In the test cases in Norfolk GB01, Lido delle Nazioni IT03 (IT01 and
IT04 are not shown because they are similar to IT03), Wismar DE02
and Warnemunde DE01, areas with flattened topographic features
are identifiable, while relatively non-existent in the other test cases
10
(not shown). For each of these test cases, the cross-sections of the
topography support this finding, because the most elevated portion of
topographic features is smoothed between 25 and 100 m grids, see
Fig. 5 for the cross-sections location and Fig. 12 for the topographic
profiles. High features in the 25 m resolution grid are able to block
the propagation of the water inland, either at the coastline (DE01,
DE02, GB01) or further inland (IT03), while their absence at coarser
resolutions allows the the water to inundate landward zones. Thus, the
change of resolution will likely have a larger effect on areas with small
elevation features.

The impact of the resolution on the LISFLOOD-FP model was in-
vestigated by Savage et al. (2016) for a fluvial flood. In their work,
the grid resolution was compared with the hydrographic accuracy,
the river and plain friction as well as with the topography accuracy.
From their analysis, the grid resolution was the main influencing factor
when considering the local water depth and inundation timing, but
not when considering the flood extent for which there is a significant
impact of the hydrograph data and bottom friction. Concerning coastal
flooding, Brown et al. (2007), Lewis et al. (2011), Smith et al. (2011)
also highlighted a lesser influence of the friction than of the forcing
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Fig. 9. Histograms of 𝑁𝑥𝑖 normalised by 𝑀𝑥𝑖 for each parameter. The 𝑥-axis and 𝑦-
xis correspond to the value of 𝑁𝑥𝑖 in %, with a bin width of 20%, and the number
f associated test cases, respectively.

onditions. In the present study only the test case PL01 at Swijnouscie
hows a relative influence of the friction. This difference of relevance
f the friction configuration could be linked to the variation in the
mplitude imposed in the forcing data during the analyses, possibly
igher for coastal than fluvial flooding. In the fluvial case of Savage
t al. (2016), the hydrograph variation is contained within 40% of
he original data, while in the present cases, an increase of the total
ater level of more than 200% can be expected between the null and
asic options (estimation based on the maximal water depth at the
oastline). The exception of the test case PL01 could be due to the
articular configuration of the area with the presence of the inner
agoon, favouring the propagation when reached by the water, as in
he models with the lower friction options. Overall, the friction does
ot influence the flood result in comparison with the other considered
arameters and for the selected test cases. The isolated result of the test
ase PL01 illustrates how a local setting can impact a global analysis,
nd thus bounding the global result to the selected test cases.

.4. Environmental indicator clustering

An effort to connect the result of the sensitivity analysis to mor-
hological factors specific of each test case was previously made and
iscussed in Sections 4.1 and 4.2, mainly relating the influence of the
ave set-up to Mediterranean hydrodynamic conditions and the impact
f the solver to the extension of flood prone area of the specific test-
ases. Aiming for more generic conclusions and thus connecting the
ensitivity results to environmental characteristics of the site, the test
ases were grouped by similar environment indicators by performing a
econd k-means clustering method on available indicators and proxy
otentially impacting the flooded areas. If this second clustering is
imilar to that of the sensitivity results, some said connections could be
peculated. Three morphological indicators were used: the flood prone
rea extent as proxy of the general elevation of the site, the median
oastline elevation and gradient slope extracted from the 25 m grids,
nd the wave set-up contribution 𝑤𝑠𝑢∗ as ocean–land interaction indi-
ator. These factors were normalised using the maximal values across
he test cases. However, the clusters generated by these parameters
11

f the test cases, Fig. 13, do not directly correlate with the clusters i
ased on the sensitivity analysis. At the exception of the wave set-up,
he characteristics of the storm events, thus the boundary condition of
he models, were not isolated and included in this exercise. One could
xpect a combined influence of both the morphological parameter re-
ated to the site and the characteristics of the storm. Conversely, storm
haracteristics are normally consistent on site, so it is not surprising
o note that the three test cases for three different events at Lido
elle Nazioni (IT01, IT03, IT04) are always grouped together. The
iscrepancy between the clustering from the sensitivity analysis and
he specific indicators of the test cases demonstrates a more complex
elationship between these two aspects of the analysis and highlights its
imitation. Indeed, following a global analysis, some concessions were
ade to represent the morphological factors specific to each test case,

uch as a unique slope and coastline elevation to represent a 100 km-
ong test case, and thus the result is bounded to the limitation of the
ata used.

.5. Influence on the computational time

In addition to the sensitivity to the parameters discussed above, an-
ther important factor is the computational time (CT). This is especially
mportant when developing global models. CT depends on the com-
utation set-up, the flood model configuration, and the specific flood
vent: a larger and longer event will need more time than a shorter one,
tc. In the present study, the computational time significantly varied
epending on the configuration of the flood model. The resolution was
he most significant, with, on average, the CT multiplying by 4 when
hanging from 100 m to 50 m; and by 32 from 100 m to 25 m. More
pecifically, the impact of the resolution on the CT also depended on the
ption of the solver, as, with the 25 m configuration and for a few test
ases, the acceleration solver could multiply the CT by more than 80
imes. Subsequently, on average, the acceleration solver doubled CT in
omparison with the flow limited solver. However, the influence of the
olver on the CT also depended on the resolution. By comparing the two
olver options, the CT was slightly increased at 100 m, was multiplied
y 1.5 for 50 m, and on average was more than tripled at 25 m with
he acceleration solver. On the contrary, the boundary condition and
riction options on average did not have much impact on the CT. These
ifferences highlight the importance of the efficiency-quality balance
nd the benefit of knowing how each parameter influences the result.

.6. Limitations

The analysis presented in this work shows some limitations. Firstly,
he quality of the flood model results is constrained by the availability
nd quality of input data such as boundary conditions, nearshore
athymetry, and DEM. The main source of uncertainty lies in the
esolution and vertical accuracy (< 4 m) of the DEM, which influ-
nces the flood computation. The second source of uncertainty, but
o less importantly, is the approach adopted to compute the TWL
ime series used to force the flood model. In this regard, the linear
ddition of TWL components (i.e., mean sea level variability, storm
urges, wave contributions, or tides in Mediterranean cases) poten-
ially neglects the nonlinear interaction between different components.
dditionally, the SSH component is generally underestimated in the
ataset used in this work, especially during peak events (e.g., -23 cm
n the Emma storm or −0.45cm for the Delft storm reported by Ira-
oqui Apecechea et al., 2023), in contrast with very high-resolution
torm-specific models (e.g., Bertin et al., 2014 for Xynthia or Amores
t al. (2020) for Gloria). Furthermore, the estimation of wave con-
ribution is also subject to limitations. Firstly, this work takes into
ccount only the wave setup contribution, excluding swash excursion
or a complete calculation of wave run-up (wave setup + swash), which
eads to an underestimation of the final wave contribution to TWL
n the coast. Secondly, processes associated to the wave propagation
n the nearshore area (diffraction, refraction, dissipation by bottom
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Fig. 10. 10(a): Median of the relative wave set-up contribution (%) for each test case from the maximum water depth at the coastline. 10(b) Total water level time series for the
test case ES02: Castellon (ES) - Gloria 2020.
Fig. 11. Estimation of the flood prone areas using the wetland, beach, dune and river
bank classes defined by the LU/LC coastal Zone 2018 for each test cases (as IT01, IT03
and IT04 are at the same site only IT03 is displayed). The colour of each bar matches
the corresponding cluster identified in Fig. 4.

friction and wave breaking) play an important role in the final wave
setup computation, and the modelling approach used does not solve
these processes in complex nearshore areas (e.g., presence of enclosed
embayments, delta mouth bars, or rocky islands). Moreover, the semi-
empirical formulation used to compute wave setup is a simplistic
approach. In this study, the closest coastal point, mostly located in
shallow water depth, was used to obtain the wave bulk parameter
to feed Stockdon’s formulation for wave setup, while the formula
was originally derived for offshore or deep water wave parameters.
This could also result in a systematic misrepresentation of the wave
setup contribution. Including the beach slope as a primary variable
in wave setup improves the representation of wave setup compared
to the formulation proposed by Holman and Sallenger (1985), which
only accounts for significant wave height. However, it requires a high
accuracy and resolution topo-bathymetric dataset generally scarce or
not available for large-scale or regional analysis. In this sense, although
the method used to calculate the beach slope in this study is a good
approximation to represent spatial variability of the slope in the test
cases (see Fig. A.17), the use of the gradient slope instead of cross-
shore slope could imply a systematic overestimation of slopes and
12
consequently an amplification of wave setup contribution. Therefore, it
is acknowledged that the values obtained may differ from the real ones.
In this regard, an assessment of the slope computation method was
conducted by comparing the average of the cross-shore slope derived
from cross-shore profiles extracted from the DEM and the gradient
slope using ten profiles per site of the main sites (Norfolk, Lido delle
Nazioni, Ebro, Cadiz, La Faute Sur Mer and Wismar). The analysis
shows an average ratio (Cross-shore slope / Gradient slope) of 0.66
with a standard deviation of 0.36, indicating a general overestimation
of the slope used in this work. The gradient slope and cross-shore
slope show a high correlation (0.73, p-Value =8e-11) indicating that
the gradient methods reflect the spatial variability of the real cross-
shore slope. In addition, the correlation between Cross-shore slope /
Gradient slope ratio and the gradient slope show a low correlation
(−0.1, p-Value = 0.36). These results reveal a systematic error, the
overestimation of the slope and therefore wave set up contribution,
without invalidating the sensitivity analysis performed in this study.
Beyond this aspect there are other limitations, for instance the flood
model does not integrate the river dynamics or discharge which could
modify the flood propagation in estuaries and deltaic mouths (Kumbier
et al., 2018; Bevacqua et al., 2020). In addition, coastal protection
structures, not-caught by the DEM, were not integrated into the models
while they could lead to significant differences and uncertainties on the
resulting flood maps (Vousdoukas et al., 2016, 2018; Paprotny et al.,
2019). This could become an interesting additional key parameter to
integrate in a future extension of the work as the analysis considers
only a four not-exhaustive list of parameters. Second, as stated in the
introduction, the results of the sensitivity analysis are controlled by
the method and sample used. In the present study, even if the analysis
covered 17 test-cases, four parameters are considered with a sampling
size varying between two and four options. While some parameters are
limited in their sampling, the range of the numerical parameters could
benefit from an extension such as the DEM resolution as performed
by Savage et al. (2016). Indeed, an increasing in sampling size could
improve the study.

5. Conclusions

With the aim of a European-scale sensitivity analysis of flood models
through an assessment of the relative influence of parameters such
as the grid resolution, the numerical floodplain solver, the friction
coefficient and the wave set-up estimation, seventeen test cases were
reproduced with multiple configurations of the LISFLOOD-FP model.
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Fig. 12. Elevation profiles along cross-sections for topographic grids with 25, 50 and 100 m resolution (respectively green, red and blue lines). The intensity of the colour from
dark to light indicates an increase in flood water depth. The inset maps correspond to the yellow boxes of Fig. 5 and the yellow lines to the cross-sections.
Fig. 13. Clusters identified by the k-means clustering method with the environmental
factors as input.

One-Driver-At-a-Time and variance based sensitivity methods were
applied to both the maximum flood area and maximum water vol-
ume giving similar, thus robust, results. The test cases were sorted
through a k-means clustering method performed on the sensitivity
results, identifying clusters with similar sensitivity to their config-
uration. The floodplain solver was highlighted as influencing most
of the test cases, and especially for the simulations on the Atlantic
coasts which include large flood prone areas. As consequences of the
13
Mediterranean oceanographic conditions, the Mediterranean test cases
(except those at Lido Delle Nazioni, IT) were strongly sensitive to the
wave set-up estimation, emphasising its relative importance in this
region without discarding its relevance in the Atlantic and North Shelf
regions. The influence of the grid resolution increased for the test
cases in the North and Baltic Seas and one site in North Adriatic (Lido
delle Nazioni). While being less exposed to the previously mentioned
conditions, these test cases were affected by the obliteration of small
protecting topographic features caused by the low resolution. This
led to additional flooded areas in 100 m resolution models which
remained dried at 25 m, and thus highlighting the limitation of using
coarse grids. Globally the friction option weakly influenced the output
of the flood models, as previously highlighted by other works. Only
one test case proved to be relatively sensitive to this parameter, also
highlighting how the local environment can affect global analyses. It is
also important to stress a co-dependence of the parameters, particularly
in the case of the friction parameter. Finally, targeting a more generic
conclusion to attribute the parameter’s influences to environmental
indicator, a k-means clustering algorithm was applied to morphological
and wave set-up factors specific to each test cases. The difference
between the clustering from the test case factors and the sensitivity
results revealed a more complex relationship between the test case and
its model configuration, that also could be due to the limitation arising
from the scale of the analysis.

Collecting information on the influence of each parameter gave
an ensemble view of the importance of the regional environment; an
outlook that could be used to develop local and global models as
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it indicates which parameters to prioritise during the configuration
process. From this perspective, any attempt to build a flood model
for European scale, should give special care in using the solver option
and the boundary condition. It should also be noted that both the
resolution and the floodplain solver have a computational cost to be
considered during model development as they greatly multiplied the
computational time when the most advance options are used. Thus,
it will be recommended to adapt the flood model configuration along
the European shore depending of the need of each areas. It should be
highlighted that the present analysis is limited by the singularity of
the test cases, meaning that, with the exception of three test cases,
all the other test cases concern only one event, restraining sensitivity
analysis to a unique storm condition. In addition, the analyses were
performed on four parameters with limited sample. As future works,
increasing the number of parameters and their sampling size could only
be beneficial, such as the integration of coastal protection structures or
adding more resolution options. It will be also interesting to investigate
the difference between the method applied for the analysis.
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Appendix. Sensitivity analysis results for each test case
Fig. A.14. ODAT (𝑀𝑥𝑖 and 𝑁𝑥𝑖) and Sobol first index results from the Maximal Flood Area, for each test case, see Table 1 for the corresponding test case ID.
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Fig. A.15. Same as Fig. A.14.

Fig. A.16. Same as Fig. A.14.
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Fig. A.17. Box plot summarising the statistics associated to the applied foreshore slope
at each site.
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