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Abstract The Pandora Software Development Kit and
algorithm libraries provide pattern-recognition logic essen-
tial to the reconstruction of particle interactions in liquid
argon time projection chamber detectors. Pandora is the pri-
mary event reconstruction software used at ProtoDUNE-SP,
a prototype for the Deep Underground Neutrino Experiment
far detector. ProtoDUNE-SP, located at CERN, is exposed to

a e-mail: leigh.howard.whitehead@cern.ch (corresponding author)

a charged-particle test beam. This paper gives an overview
of the Pandora reconstruction algorithms and how they have
been tailored for use at ProtoDUNE-SP. In complex events
with numerous cosmic-ray and beam background particles,
the simulated reconstruction and identification efficiency for
triggered test-beam particles is above 80% for the majority
of particle type and beam momentum combinations. Specif-
ically, simulated 1 GeV/c charged pions and protons are
correctly reconstructed and identified with efficiencies of
86.1±0.6% and 84.1±0.6%, respectively. The efficiencies
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measured for test-beam data are shown to be within 5% of
those predicted by the simulation.

1 Introduction

ProtoDUNE-SP [1] was a single-phase (SP) liquid argon
time projection chamber (LArTPC) detector prototype for
the Deep Underground Neutrino Experiment (DUNE) far
detector [2]. Installation of the detector at the CERN Neu-
trino Platform was completed in August 2018, and charged-
particle test-beam data were collected from August 2018 until
the start of the CERN long shutdown period in December
2018.

The primary engineering goal of the ProtoDUNE-SP
detector was to prototype the production of large-scale LArT-
PCs for use at the DUNE far detector (FD) [3]. Along-
side the validation of production and installation procedures,
ProtoDUNE-SP had goals related to testing the event recon-
struction and performing detector calibration in a controlled
environment. The primary physics goals were measurements
of the interaction cross-sections for various charged particle
species on a liquid argon target that will be very valuable for
modelling neutrino interactions at DUNE.

Pandora is a software package that has been developed
for event reconstruction in high energy physics and is now
in use at ProtoDUNE-SP [4]. It consists of a framework, the
Pandora Software Development Kit (SDK) [5], and a number
of experiment-specific content libraries containing pattern-
recognition logic. Originally developed for event reconstruc-
tion at future linear e+e− colliders [6,7], Pandora has since
been successfully applied in LArTPC experiments, such as
MicroBooNE [8]. Pandora brings a multi-algorithm philoso-
phy to LArTPC event reconstruction, applying over 100 algo-
rithms to develop the reconstruction from the input hits to a
hierarchy of fully-reconstructed particles. Each algorithm is
designed to address a specific aspect of event reconstruc-
tion, and they collectively provide robust and sophisticated
pattern recognition. Pandora incorporates machine-learning
techniques, such as boosted decision trees (BDTs) [9,10] and
support vector machines [11], to drive decisions made at cer-
tain junctions of the event reconstruction. The Pandora event
reconstruction can be run standalone and it has also been
interfaced with LArSoft [12], a common software framework
used by the majority of LArTPC experiments.

The contents of this paper are as follows: Sect. 2 describes
the ProtoDUNE-SP experiment, Sect. 3 describes the Pan-
dora reconstruction, Sect. 4 describes the simulated and
experimental data samples, Sect. 5 provides an assessment of
the cosmic-ray reconstruction, Sect. 6 examines the perfor-
mance of the test-beam reconstruction, and Sect. 7 provides
concluding remarks.

2 Experimental details

2.1 Charged particle test beam

A dedicated extension [13,14] to the CERN H4 beamline
was constructed for ProtoDUNE-SP. The test beam contains
a mixture of particle species: π+, e+, p, μ+, and K+. The
polarity of the beam focusing magnets can be reversed to
produce a beam containing negatively charged particles, but
all test-beam data collected in 2018 was taken in the posi-
tive polarity mode. The beam momentum can be varied from
0.3 to 7 GeV/c with a resolution of Δp/p ≤ 3% [15], pro-
viding particles with similar energies as those expected to
be produced in the 0.5–5.0 GeV neutrino interactions in the
DUNE FD [16]. The test beam enters the detector through a
beam plug in the upstream face and is approximately 10 cm
in diameter. The beam line has numerous instruments that are
used to trigger the detector readout electronics, to measure
the momentum and the trajectory of the test-beam particles
prior to their entrance into the detector, and to identify their
species. Full details of the test-beam design can be found in
Refs. [4,13,14].

2.2 ProtoDUNE-SP

The ProtoDUNE-SP detector is extensively described in
Refs. [1,4]. A simplified schematic of the detector is shown in
Fig. 1. It has a cuboid geometry with active-volume dimen-
sions: 7.2 m (width), 6.1 m (height) and 7.0 m (length). It
has a total liquid argon mass of 0.77 kt making it the largest
LArTPC constructed to date.1 The nominal electric field in
the active volume is 500 V/cm, generated by the cathode
plane (an array of Cathode Plane Assembly (CPA) modules),
which is held at − 180 kV, and two sets of three Anode Plane
Assemblies (APAs), one on either side of the central cathode,
which are effectively grounded. The field cage ensures the
uniformity of the electric field and shields it from the cryostat
walls. The APAs are two-sided such that they can read out
a drift volume on either side, as required for the DUNE FD.
Each side of the APA has a plane of collection wires, referred
to as the w planes, that collect the ionisation charges from
that side of the APA. In front of the collection plane there are
two planes of induction wires, the inner one is denoted v and
the outer u, that wrap around both sides of the APA. The w
plane wires are vertical with a 4.790 mm pitch between the
wires. The u and v plane wires are aligned at ±35.7◦ to the
vertical, with a pitch of 4.669 mm between the wires.

A right-handed Cartesian coordinate system is used to
describe the detector geometry: x defines the drift axis and
is either equal to or opposite to the drift direction, y is the

1 The dual-phase LArTPC ProtoDUNE-DP, which was built shortly
after ProtoDUNE-SP, was approximately the same size.
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Fig. 1 Left: a simple drawing
of the ProtoDUNE-SP detector.
The black box represents the
active volume, divided into two
parts by the central cathode
(blue). The six APAs are
arranged into two planes (red)
either side of the cathode. The
test beam enters through the
beam plug, close to the right
side of the cathode. The
right-handed coordinate system
is shown in addition to the
dimensions of the active
volume. Right: an illustration of
the three wire planes on an APA,
with only ten wires for each
plane shown for clarity y

x z

APA plane with 3 APAs

Cathode plane

APA plane with 3 APAs

Beam plug

7.0m

6.
1m

7.2m
W wires

U wires

V wires

upwards vertical direction and z the remaining orthogonal
direction. The test beam is directed primarily along the posi-
tive z direction. The origin of the coordinate system is at the
bottom of the upstream end of the cathode.

Each wire measures the induced or collected charge as a
function of time for the duration of each 3 ms readout win-
dow. The maximal drift time, defined as the time taken for
charge to drift from the cathode to the APAs, is approxi-
mately 2250µs. The 3 ms readout window, relative to the
beam trigger time, spans the range from −250µs to 2750µs
and ensures that any charge deposited in the detector at the
beam trigger time will be collected. Various detector effects
are removed to reduce noise from the raw waveforms. This
process consists of the mitigation of noisy readout wires,
the removal of coherent and high-frequency noise from the
wire signals and the deconvolution of the wire signals. The
deconvolution procedure identifies and accounts for signals
on a given wire that are produced via induction when adja-
cent wires observe charge [17,18]. Hits are then formed from
the collected or induced charge waveforms by fitting Gaus-
sian functions to peaks in the waveforms. The wrapping of
the induction wires requires that a disambiguation procedure
using time-based coincidences between the induction views
and the collection view is used to eliminate ghost hits. Full
details of the disambiguation procedure are given in Ref. [19].
Each wire plane yields a 2D view of particle interactions in
the LArTPC that forms the input to the pattern-recognition
algorithms. A full description of signal processing, noise
removal and charge calibration is given in Ref. [4].

Figure 2 shows the reconstructed hits for a typical simu-
lated 3 ms readout window in ProtoDUNE-SP in the collec-
tion (w) view in the (drift coordinate, wire position) parame-
ter space. For the w view, the wire position is the same as the z
coordinate, and the drift time has been converted to the spatial
x coordinate using the drift velocity. The three colours repre-
sent hits from three classes of particles (and any subsequent
particles produced in their interactions): blue shows the trig-

Fig. 2 An example of the w view for a simulated 7 GeV/c π+ event
at ProtoDUNE-SP where the hits have been coloured to indicate their
origin: triggered test-beam particle (blue), beam halo (red) and cosmic-
ray muon (black). The vertical axis is equivalent to the z axis of the
detector and the horizontal axis is converted from the drift time. The
test beam particles enter from the upstream end (bottom of the image)

gered test-beam 7 GeV/c charged pion particle that initiated
the readout of the detector and interacted almost immediately
after entering the TPC; red shows all other beam particles,
henceforth called beam halo particles, which includes par-
ticles from interactions in the beam line, those not focused
by the beam-line magnets due to their momentum, particle
decays, and focused particles that arrived within the read-
out window of the triggered beam particle; and black shows
cosmic rays (mostly muons).

In general, test-beam particle interactions produce com-
plex particle hierarchies (containing secondary, tertiary, etc.,
particles from interactions and decays) involving both track-
like and shower-like energy deposits, while cosmic-ray
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Fig. 3 An example of a cosmic ray crossing the detector from top to
bottom and passing through the cathode. Under the initial (and incorrect)
assumption of t0 = 0 the energy depositions in the two drift volumes
(red and blue lines) appear to be at the wrong position in the drift
direction. The reconstruction can recover the correct t0 by stitching the
two tracks at the cathode by shifting the drift coordinate in each drift
volume by an equal and opposite amount, resolving the ambiguity in
the drift coordinate position

muons primarily produce track-like topologies. Due to the
surface location of ProtoDUNE-SP, the majority of the col-
lected charge signals originated from cosmic-ray muons that
traverse the detector throughout the 3 ms readout window.
The measured time of charge collected on the wires, tm , is
a function of the time that the particle entered the detector
(t0) relative to the time that the detector readout was trig-
gered (ttrigger), and the distance in the drift coordinate from
the APA to where the energy was deposited (x):

tm = t0 − ttrigger + x/vd , (1)

where vd is the electron drift velocity. By definition in
ProtoDUNE-SP, the trigger time ttrigger = 0 and at the nomi-
nal electric field the electron drift velocity is vd = 1.59 mm/µs
[4].

There is an ambiguity in Eq. (1) between t0 and x for
a given tm unless t0 is known. For the test-beam particle
that triggers the TPC readout t0 = ttrigger by definition and
there is no ambiguity. In all other cases, the t0 for any parti-
cle is initially undetermined and is assumed to arrive at the
beam trigger time and hence assigned a preliminary value of
t0 = 0. The exact position in the drift coordinate inside the
TPC where charge was physically deposited is thus only well
known for triggered test-beam particles. For other particles
(cosmic rays and beam-halo particles) this intrinsic ambi-
guity in the drift coordinate makes it initially impossible to

distinguish between charge deposited by a particle arriving
before the beam trigger but far from the APA, and charge
deposited by a particle arriving after the beam trigger but
close to the APA, since in both cases the time at which the
charge is collected by the readout wires would be the same.
Figure 3 shows an example of a cosmic ray with t0 �= 0 where
the hits (red and blue lines) appear to be in the wrong posi-
tion in the drift direction. For this event, the reconstruction
can use the fact that the cosmic ray crossed the cathode to
measure the correct t0 and resolve the ambiguity, using the
stitching process explained in Sect. 3.1. Other LArTPCs have
demonstrated that this ambiguity can be resolved for some
interactions by matching the charge information with precise
timing information from a photon detector system [20,21].

The six APAs are read out independently and give rise to
six volumes with drift fields (henceforth referred to as drift
regions), three on either side of the cathode. Since the APAs
are read out on both sides, there are also six small volumes
without drift fields between the APAs and the cryostat wall
(known as dummy regions), where charge can be detected
if a particle crosses the APA. Figure 4 shows how adjacent
drift regions (separated by the dashed lines) sharing a com-
mon drift direction are concatenated together inside Pandora
to form two drift volumes (red and blue), and the two sets
of dummy regions are also concatenated into dummy vol-
umes (cyan and magenta). The drift direction for a given
drift region is either along positive or negative x depending
on the local cathode and APA orientation. The merged drift
volumes allow the pattern recognition to trivially correlate
inputs between adjacent (in the z direction) drift regions.

2.3 Space charge effects

Surface-based LArTPC detectors such as ProtoDUNE-SP are
subject to space charge effects (SCE): the build up of slow-
moving2 positive ions in the detector due to the high rate of
cosmic-ray muons. These ions are produced when charged
particles pass through the detector and ionise the liquid argon
[23]. This effect distorts the electric field by up to 25% in
some regions of the detector and hence the drift velocity of
ionisation electrons within the LArTPC. Assuming the nom-
inal uniform electric field, the positions of the reconstructed
hits within the detector are shifted with respect to their true
positions, and the charges of the hits are also distorted. The
simulation uses a data-driven space charge distortion based
on measurements of cosmic-ray muons, as described in Ref.
[4], which is asymmetric with respect to the cathode. Fig-
ure 5 illustrates how the observed tracks in the two drift vol-
umes show a characteristic bowing effect in the drift direction
compared to the true straight trajectory. While the SCE is an
important consideration for surface detectors, its impact will

2 Approximately 5 × 10−5mm/µs [22].
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Fig. 4 A schematic top-down view of ProtoDUNE-SP. The six drift
regions, each read out by an individual APA, are separated by the dashed
lines within the larger drift volumes (red and blue) used inside Pandora.
The dummy regions are also combined into dummy volumes (cyan and
magenta). The test beam enters the detector close to the cathode and at
z = 0

be much smaller for deep underground detectors such as the
DUNE far detectors due to the significantly lower rate of
cosmic rays.

3 Pandora event reconstruction

The Pandora event reconstruction for ProtoDUNE-SP builds
directly upon the approaches and algorithms developed for
MicroBooNE, described in Ref. [8]. In this section, the
emphasis is on how these algorithms have been extended and
harnessed to reconstruct cosmic-ray muon and test-beam par-
ticles in a surface-based LArTPC detector comprising mul-
tiple drift volumes.

The inputs to the Pandora pattern recognition are hits, and
each hit represents a signal detected on a specific wire at a
specific time. The input hits each have a drift time coordinate
and a wire coordinate, and are associated with a specific read-
out plane. Hence, three 2D views are presented as inputs: the
u, v and w views. For ProtoDUNE-SP, one additional piece
of information is collected per hit: an index identifying the
drift volume from which the hit originates.

Pandora uses a multi-algorithm approach to pattern recog-
nition, and the three 2D inputs are examined by a series of
over one hundred algorithms and tools, which gradually iden-
tify features and build up a picture of events. The final goal
is for each true or real particle to be reconstructed as a single
reconstructed particle, that is both pure (containing only hits

Fig. 5 A schematic diagram of how the space charge effect causes
distortions to the reconstructed tracks in both the drift direction and
the orthogonal directions. For clarity, the amount of distortion has been
exaggerated. The red and blue show the tracks reconstructed in the two
central drift volumes, while the black dotted line represents the true
trajectory of the cosmic-ray muon

from that particle) and complete (containing all hits from that
particle). The overall approach is to:

– Assign hits to clusters:The hits from each readout plane
are considered separately and clustered, with the aim of
creating one cluster per input particle. This procedure
begins with a main clustering algorithm that is designed
to be conservative to prioritise making pure but incom-
plete clusters and avoiding mistakes. A series of sub-
sequent “topological association” algorithms exploit the
detector granularity to increase the cluster completeness,
whilst maintaining purity.

– Assign clusters to particles: The clusters from each
readout plane are compared, by exploiting the drift coor-
dinate common to all planes, and by using knowledge
of the wire angles to correlate features in 3D. By com-
paring the independent 2D pattern-recognition outcomes
for the three planes, corrections to the 2D clustering
can be made, and clusters can be unambiguously associ-
ated between planes. Clusters are bound together to form
reconstructed particles.

– Assign particles to hierarchies:Reconstructed particles
contain clusters from two or more readout planes, allow-
ing a list of 3D hits to be created for each. A series of fur-
ther topological association algorithms (now operating in
3D) continue to grow particle completeness, without sac-
rificing purity. The reconstruction concludes by organis-
ing the final particles into a 3D hierarchy, representing
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Fig. 6 A ProtoDUNE-SP data
beam interaction shown at
different stages of the
reconstruction: after initial
clustering (left), after particle
creation (middle), and after full
hierarchy reconstruction (right).
All images show the
reconstructed hits in the
collection (w) view

the final state particles and any subsequent interactions
or decays.

Figure 6 shows the sequential progression of the reconstruc-
tion of a beam interaction following the three main stages
outlined above.

Pandora had two chains of algorithms for event recon-
struction in neutrino detectors, PandoraCosmic and Pando-
raNu, for reconstructing interactions under cosmic-ray and
neutrino hypotheses, respectively. In this section, details are
presented of how the PandoraCosmic chain has been adapted
for a detector with multiple drift volumes, and how the Pan-
doraNu chain has been adapted to represent the interactions
of charged particles in a test beam (and renamed PandoraT-
estBeam). Finally, a description is provided of how these
two algorithm chains are used together to provide a clear
reconstruction output. The aim is to provide an unambigu-
ous interpretation of the input hits at ProtoDUNE-SP as a list
of identified cosmic-ray muon and test-beam particle hierar-
chies.

3.1 PandoraCosmic

The PandoraCosmic algorithm chain was developed to recon-
struct cosmic-ray muon trajectories. Following the initial
track-like clustering and particle-creation algorithms, any
remaining hits are used to seed and grow shower particles.
Parent muon track particles are linked to child shower parti-
cles, representing Michel electrons or delta rays. The muons
are assumed to be downward going, so their primary vertices
are placed at their highest reconstructed y coordinates.

Cosmic rays arrive throughout the detector readout win-
dow. As previously mentioned, all hits passed to the pattern
recognition are placed assuming that they correspond to a
particle arriving at t0 = ttrigger. For cosmic rays, this can

result in a shift in the drift coordinate at which their hits are
placed. This offset may place the hits outside of the physical
drift volume, and this information can be used to tag cosmic
rays.

The ProtoDUNE-SP detector has four adjacent volumes
(the two central drift volumes and the two outer dummy vol-
umes), which means cosmic-ray muons can cross between
volumes, and this provides new information and a new chal-
lenge. The hits from one muon with t0 �= 0 will be shifted
in each volume. But, as the drift direction alternates between
adjacent volumes, their drift coordinates will be shifted in
opposite directions. In the reconstruction, each drift vol-
ume is initially processed in isolation, resulting in separately
reconstructed 3D particles in each volume. The separate par-
ticles are shifted by equal amounts in the drift direction, but
the direction of the shift alternates between adjacent volumes.
Shifting the particles in this way3 should yield a single trajec-
tory that is continuous in both its position and direction across
the boundary between drift volumes. The separate compo-
nent particles can then be stitched together. The t0 corrections
identified by this stitching process allow for a single coherent
3D particle trajectory to be reconstructed, as demonstrated
in Fig. 3. Performance metrics assessing the stitching perfor-
mance and a discussion of how the SCE affects the measured
t0 are presented in Sect. 5.1.

3.2 PandoraTestBeam

The PandoraTestBeam algorithm chain is a modified ver-
sion of the PandoraNu chain presented in Ref. [8]. This
chain focuses on identifying an interaction vertex, and recon-
structing the individual track-like and shower-like particles

3 There is some tolerance in these shifts between the two track segments
to allow for an asymmetric SCE or slight imperfections in the track
reconstruction.
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Fig. 7 An example of the 2D reconstruction output for a triggered test-
beam particle. The particle hierarchy has been reconstructed to reflect
the presence of an incoming track-like parent particle. The parent par-
ticle (red), child particles (blue) and subsequent child particles (green)
have been separately highlighted

that emerge from this point. Many of the algorithms are
shared with the PandoraCosmic chain, but the vertex iden-
tification algorithms are specific to this chain, and there is
a more sophisticated treatment of electromagnetic showers.
The chain concludes with algorithms to build a hierarchy,
representing the particle flow in the interaction.

A new test-beam particle creation algorithm reorganises
the hierarchy as appropriate for the interaction of an incoming
charged test-beam particle. Particles initially reconstructed as
emerging from the interaction vertex are reconsidered and the
particle that is most consistent with actually being an incom-
ing particle is identified as the primary beam particle, which
has both reconstructed start and interaction vertices. Parent–
child links are formed between the primary beam particle and
the other particles emanating from the interaction vertex to
represent the newly-identified particle flow. Figure 7 shows
an example reconstructed particle hierarchy for a simulated
test-beam proton interaction.

Fig. 8 Outline of the Pandora consolidated reconstruction. The Pan-
doraTestBeam and PandoraCosmic algorithm chains run on the same
hits in a given slice (a region of the detector containing hits originating
from a single parent particle interaction) and yield two reconstruction
outputs that can be compared and the optimal reconstruction selected

3.3 Consolidated reconstruction

The aim of the Pandora consolidated reconstruction approach
is to have one process that uses the PandoraCosmic and Pan-
doraTestBeam algorithm chains to provide a clear and easy-
to-interpret reconstruction output, with no double counting
of any input hits. The output is a number of tagged recon-
structed cosmic-ray particle hierarchies and tagged recon-
structed test-beam particle hierarchies. A flow diagram illus-
trating the consolidated reconstruction approach is shown in
Fig. 8 and the following sections describe the different parts
of this combined workflow: an initial pass of the PandoraCos-
mic chain, tagging of clear cosmic-ray muons, event slicing,
parallel reconstruction of the slices using PandoraTestBeam
and PandoraCosmic, and slice identification.

3.3.1 Initial pass of PandoraCosmic

In the first step, hits from the four drift volumes are pro-
cessed separately using the PandoraCosmic chain. The recon-
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structed particles from each drift volume then pass through
the track stitching algorithm to fully reconstruct those par-
ticles that traverse neighbouring drift volumes. The recon-
structed particle hierarchies are then passed to the cosmic-ray
tagging algorithm.

3.3.2 Cosmic-ray tagging

The reconstructed cosmic-ray hierarchies are evaluated, and
any hierarchies that represent clear cosmic-ray muons are
tagged as fully reconstructed, and are not considered in subse-
quent reconstruction steps. A clear cosmic-ray particle hier-
archy is tagged if it satisfies at least one of the following
criteria:

– Any hits in the reconstructed particle (placed assuming
arrival at the beam trigger time) fall outside of the phys-
ical drift volume boundary, as illustrated by the red par-
ticles in Fig. 9.

– The reconstructed particle was stitched across the cath-
ode or an APA plane and the difference between the
reconstructed t0 and the beam trigger time exceeds 6.2µs,
corresponding to a shift of 1 cm in drift position in the
stitching process.

– The reconstructed particle crosses the top and bottom
boundaries of the detector.

– A track fitted to the reconstructed particle has a direction
consistent with a downward-going cosmic ray with very
little curvature.4

A total of 62.4±0.04% of cosmic rays are tagged using
this method and identified as clear cosmic-rays muons. Those
reconstructed particle hierarchies tagged as clear cosmic-ray
muons are set aside to form one part of the consolidated
reconstruction output. The hits that form these clear cosmic-
ray muon hierarchies are not considered in the remaining
steps of the reconstruction.

3.3.3 Event slicing

The hits that do not form part of the clear cosmic-ray muon
hierarchies are analysed further. The aim is to divide up
the hits into slices, where each slice contains hits from a
single particle hierarchy. A subset of the PandoraTestBeam
algorithms are used to perform a fast 3D reconstruction that
allows the hits to be separated into groups arising from dif-
ferent primary particles. An example of the slicing procedure
applied to a simulated interaction is shown in Fig. 10 with the
beam slice shown in red and a number of cosmic-ray slices.
The output of the slicing algorithm is a list of hits produced

4 Curvature here is defined as the average deviation of direction between
pairs of hits in the track from the average direction of the track.

for each reconstructed slice, and all hits that were input to the
slicing algorithm must be assigned to a slice. In the remaining
reconstruction stages the slices are processed separately.

3.3.4 Slice identification

After the event slicing, different reconstruction hypotheses
can be applied to each slice. The idea is that, for each indi-
vidual slice, the hypothesis that produces the most appro-
priate reconstruction outcome can be selected. Each slice
will have exactly one outcome selected, and the consolidated
event will be built from: (i) the clear cosmic-ray muon hierar-
chies and (ii) one selected outcome for each slice. Each slice
is reconstructed independently by the PandoraCosmic and
PandoraTestBeam algorithm chains, providing two possible
reconstruction outcomes.

The next step is to select one of the two different recon-
struction outcomes for each slice and in ProtoDUNE-SP this
decision is made using a BDT. The following features are
calculated for the two different slice outcomes, and both sets
are used as inputs to the BDT:

– The number of reconstructed particles in the slice.
– The distance between the point at which the test beam is

expected to enter the detector and the closest 3D hit.
– The vertical distance between the top face of the detector

and the closest reconstructed 3D hit.
– The eigenvalues of the covariance matrix from a principal

component analysis of the reconstructed 3D hits.
– The opening angle between the principal axis of the

reconstructed 3D hits and the expected direction of the
test beam.

These features are motivated by the fact that the entrance
position and direction of the triggered test-beam particles are
well understood. Cosmic-ray muons typically enter through
the top face of the detector and produce simple track-like
topologies in the detector in contrast to the typically more
complex test-beam particle interactions.

A threshold is applied to the output score from the BDT
and those slices with scores exceeding the threshold are
classified as test-beam particles, while all remaining slices
are classified as cosmic-ray muons. The PandoraTestBeam
reconstruction outcome is selected for all slices classified as
test-beam particles, while the PandoraCosmic reconstruction
is chosen for all slices classified as cosmic-ray muons. The
slice identification results in reconstructed particles hierar-
chies identified as cosmic-ray muons or test-beam particles,
which form the output of the consolidated reconstruction
along with the clear cosmic-ray muons.

Figure 11 shows the reconstruction output for a candi-
date 1 GeV/c π+ charge exchange event in ProtoDUNE-SP
data, where the test-beam particle has been correctly distin-
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Fig. 9 The reconstructed output using the PandoraCosmic algorithm
chain in 3D, the x-y plane and the x-z plane for a simulated event in
ProtoDUNE-SP. For illustrative purposes, only hits appearing in the
beam-side central drift volumes in ProtoDUNE-SP have been recon-

structed. Particles in red are deemed to be out of time, as they appear
outside the physical boundary of the drift volumes because no offset in
the drift position has been applied. Particles in black are those deemed
to be in time. Out-of-time particles are tagged as cosmic-ray muons

Fig. 10 The eleven “slices” created during the reconstruction of a sim-
ulated 3 GeV/c π+ ProtoDUNE-SP interaction after the removal of the
clear cosmic rays. Clockwise, from top left: 3D hits created by the ‘fast

reconstruction’; and 2D hits in the u, v and w views. Each unique colour
represents a distinct slice, and the reconstructed beam particle slice is
shown in red

guished from the cosmic-ray muon background. The zoomed
view shows that the parent π+ beam particle has been iden-
tified (purple, moving from left to right) and correctly placed
at the top of the reconstructed hierarchy, and two π0 decay
photons emanating from the primary interaction vertex have
been reconstructed (black and red) and added to the recon-
structed hierarchy as child particles. Alongside the 3D recon-
structed output, this figure also shows the 2D hits that form
the reconstructed particles in the u, v and w views.

4 Simulated and experimental data

Each event in simulation and data corresponds to one 3 ms
readout window of the detector, where the readout was initi-
ated by the triggered test-beam particle. In addition, a number
of background particles of both cosmic-ray and test-beam ori-
gin also traverse the detector, as shown in Fig. 2. Unless oth-
erwise specified, the simulated events include a data-driven
simulation of the space charge effect.
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Fig. 11 The reconstruction output for a candidate 1 GeV/c π+ charge
exchange event from ProtoDUNE-SP data run 5387. The left image
shows the 3D reconstruction output, highlighting the reconstructed par-
ticle hierarchy identified as the test-beam particle interaction: the recon-
structed beam π+ in purple comes from the left before interacting to

produce two visible reconstructed π0 decay photons in red and black.
The figures on the right show, from top to bottom, the u, v and w view
hits respectively for the fully reconstructed event with the beam particle
interaction highlighted by the dashed black box

The test-beam particle generation uses a GEANT4 simula-
tion of the beamline [13,14]. The triggered test-beam particle
is placed into the event with t0 = ttrigger = 0 and other beam
interactions are overlaid at random times, assuming a uniform
distribution, to give background beam interactions spanning
the entire 3 ms detector readout window. Cosmic rays are
simulated using CORSIKA v7.4 [24] and are generated
over a 6 ms time range (centred on the trigger time) in order
to completely cover the entire 3 ms detector readout window.
The simulation of particle propagation and interaction in the
ProtoDUNE-SP detector is also performed by GEANT4, and
the detector response simulation was performed using LAr-
Soft v08_27_01 [12]. The Pandora pattern recognition was

performed using LArPandoraContent version v03_15_02,
which in turn depends on version v03_03_02 of the Pan-
dora SDK.

The experimental test-beam data samples considered in
this article were collected from August 2018 to December
2018. Due to time constraints, test-beam data were collected
only in the positive polarity mode at five different particle
momentum settings: 1, 2, 3, 6 and 7 GeV/c. For this reason,
only simulated interactions at these same five momentum
settings are shown in this article.

Both data and simulation events go through signal pro-
cessing and hit finding stages, as described in Ref. [4]. The
events are input into Pandora after the reconstruction of hits
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from the signals identified on the detector readout wires. The
average time taken to reconstruct a full ProtoDUNE-SP event
with Pandora using the LArSoft framework is approximately
40 s on an Intel Core Processor (Broadwell) 2.3 GHz CPU
while using an average of 2.8 GB of memory.

5 Cosmic ray reconstruction performance

The performance of the event reconstruction is first evaluated
using the simulation and then compared to the experimental
data. The method presented here to evaluate the performance
of ProtoDUNE-SP event reconstruction for simulated inter-
actions involves matching Monte-Carlo (MC) particles with
reconstructed particles based on the number of shared hits,
which are those hits common to the reconstructed and true
particles.

Selection criteria are applied to ensure that the MC parti-
cles are “reconstructable” and can be included in the perfor-
mance metrics. The MC particles must produce at least 15
hits in the detector, with at least five hits in at least two of
the three readout views. Furthermore, MC particle hits pro-
duced by non-primary neutrons, and photons produced by
track-like primaries, that deposit energy a long way from the
primary particle are not considered.

Matches are made by finding the match involving the
largest number of shared hits between the reconstructed and
MC particle. Once matched, the reconstructed and MC par-
ticles are declared unavailable for further matches. This pro-
cess is then repeated for all remaining particles in the event.
At this stage all reconstructed and MC particles have at most
one match. Any remaining reconstructed particles that have
no match are associated to the MC particle (that by defini-
tion must already have a single match) with which they share
the most hits, irrespective of the number of matches the MC
particle already has.

Once the reconstructed particles have been matched to the
MC particles, the following metrics can be defined for each
matched pair:

– Efficiency: The fraction of MC particles that are matched
to at least one reconstructed particle. The Clopper–
Pearson method [25] is used to calculate the confidence
interval on efficiency measurements presented in this arti-
cle.

– Purity: The fraction of hits in the reconstructed particle
that are shared with the MC particle.

– Completeness: The fraction of hits in the MC particle
that are shared with the reconstructed particle.

When reporting the reconstruction efficiency, only matches
with at least 50% purity and 10% completeness are consid-
ered to ensure that the reconstructed particle is predominantly

associated with a single MC particle, and that the match is not
of very low quality. These cuts are not applied when reporting
the completeness and purity of matches.

5.1 Reconstruction performance for simulated interactions

The left panel of Fig. 12 shows the reconstruction efficiency
for cosmic-ray muons as a function of the total number of true
hits produced by the particle in the detector (including hits
from delta-ray showers and Michel electrons). The overall
integrated reconstruction efficiency for cosmic-ray muons is
95.73 ± 0.03%. The reconstruction efficiency increases as
a function of the number of hits, rising from 50% for 15
hits up to 99% for particles producing more than 400 hits.
The reconstruction inefficiency for particles producing fewer
hits is due to cosmic-ray muons being absorbed into larger
neighbouring particles. This is more common for cosmic-
ray muons producing a small number of hits, but it is also
possible for long cosmic-ray muon track if the surrounding
topology is sufficiently complex.

The completeness and purity of the reconstructed cosmic-
ray muons are shown in right panel of Fig. 12, both of which
have very clear peaks at one. These figures show that 97.6%
of reconstructed cosmic-ray muons have a purity greater than
80% and 81.9% of reconstructed cosmic-ray muons have a
completeness greater than 80%. The tail on the low side of
the completeness distribution is caused by the reconstruc-
tion splitting up a cosmic-ray muon track into two distinct
particles. Approximately 8% of the cosmic-ray muons are
matched to two reconstructed particles, meaning that the
reconstruction failed to reconstruct the particle as a single
object. This can happen for a number of reasons, including
failing to stitch the tracks at the drift volume boundaries,
crossing cosmic-ray topologies and large delta-ray showers
overlapping with with the muon tracks. The purity is typically
close to 100%, which indicates merging distinct cosmic-ray
muons together is unlikely.

It is possible to identify the time, t0, that a cosmic-ray
muon enters the LArTPC if the reconstructed particle was
stitched between drift volumes by the process discussed in
Sect. 3.1. The distribution of the t0 residual, the difference
between the reconstructed and true value of t0, for stitched
cosmic-ray muons is shown in Fig. 13. The dashed black
histogram shows the case where no space charge distortion
was applied to the simulation and the distribution is cen-
tred on zero, as expected. Once space charge is included (the
solid black distribution), a number of features become appar-
ent when considering the cathode- (blue) and APA-stitched
(red) components separately. The APA-stitched distribution
remains centred on zero because the charge deposited close
to the APA travels only a short distance and is unaffected by
space charge distortions. Conversely, charges drifting from
the cathode are maximally affected since they travel the entire
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Fig. 12 Left: the reconstruction efficiency for simulated cosmic-ray muons as a function of the true number of hits (summed over the three readout
views) produced by the cosmic-ray muon. Right: the completeness and purity of the reconstructed cosmic-ray muons shown on a log scale

Fig. 13 The difference between the reconstructed and true t0 for sim-
ulated cosmic-ray muons that have been stitched at either the CPA or
APA with (solid black) or without (dashed black) space charge distor-
tions. The black distribution is shown divided into the CPA- (blue) and
APA-stitched (red) components. A time difference of 20µs corresponds
to shift of about 3 cm in the drift direction

drift distance, resulting in a distribution that is shifted by a
few microseconds. Figure 5 shows the effect of space charge
on a reconstructed cathode-stitched cosmic-ray muon com-
pared to the true trajectory. The bowing effect results in an
overestimation of the shift in the drift direction, and hence the
reconstructed t0. Measurements of the SCE presented in Ref.
[4] help to explain two further features of the distribution. The
magnitude of the SCE varies across the LArTPC resulting in
a broadening of the t0 residual distribution. Finally, the asym-
metric nature of the space charge distortions at the cathode
causes a double-peak structure for cathode-stitched tracks,
depending on whether the particle crossed the cathode from
positive to negative x or vice versa.

In order to give context to the topologies that the recon-
struction is faced with at ProtoDUNE-SP, an estimate of the

number of cosmic-ray muons passing through the detector
per event in simulation has been made. The number of recon-
structed cosmic-ray muons matched to distinct cosmic-ray
muon MC particles, i.e. that deposit more than 100 hits in
the detector, is shown as a function of the total number of
distinct cosmic-ray muons on a per-event basis in Fig. 14.
The distribution shows a strong linear correlation, but the
gradient is approximately 1.08, corresponding to the afore-
mentioned 8% of cosmic rays that were reconstructed as
two particles. However, it demonstrates that on average the
cosmic-ray muons are well reconstructed. The mean num-
ber of distinct cosmic-ray muons per event is 52, while the
mean number of matched reconstructed particles is 56, with
negligible uncertainties.

5.2 Reconstruction performance for cosmic-ray data

Reconstruction metrics for cosmic-ray muon data have also
been evaluated. Figure 15 shows the number of reconstructed
particles tagged as distinct cosmic-ray muons per event in
ProtoDUNE-SP. For a cosmic-ray muon to be tagged as dis-
tinct it must deposit at least 100 hits in the detector. This cut is
applied in order to define a substantial, distinct signal in the
detector. Furthermore, applying this cut yields a minimum
reconstruction efficiency of 90%, based on the simulated
efficiencies in Fig. 12, which ensures this metric gives an
accurate reflection of the true number of distinct cosmic-ray
muons entering ProtoDUNE-SP. Approximately 5% fewer
cosmic-ray muons are reconstructed per event in data than
simulation, with the data distribution peaking at 51.8 ± 0.1
and the simulated distribution peaking at 54.9 ± 0.1. This
could be due to an overestimation of the cosmic ray flux in
the simulation. Preliminary studies show that additional geo-
metric selection criteria significantly improve the agreement
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Fig. 14 The number of reconstructed cosmic-ray muons as a func-
tion of the number of true cosmic-ray muons on a per-event basis. The
cosmic-ray muons were required to produce at least 100 hits in the
detector

Fig. 15 The number of reconstructed distinct cosmic-ray muon par-
ticles per event for data (black) and simulation (red). The cosmic-ray
muons were required to produce at least 100 hits in the detector

in the mean number of reconstructed particles between data
and simulation.

The distribution of the reconstructed t0 values for cathode
crossing and anode crossing cosmic-ray muons is shown in
Fig. 16. The range of this distribution can be predicted by
considering the readout time window (−250µs to 2750µs)
and the time for charge to drift from the cathode to the APAs
(2250µs). The cathode-crossing cosmic-ray muons have t0
values in the range −2500µs to 500µs: the lower value is
the start of the readout window minus the drift time, and the
upper value is the end of the readout window minus the drift
time. For APA-crossing cosmic rays, the t0 values fall only
within the readout window. Thus, the total distribution spans
the range −2500µs < t0 < 2750µs. Good agreement is

Fig. 16 The reconstructed t0 distribution in ProtoDUNE-SP for cath-
ode crossing and anode crossing cosmic-ray muons obtained from the
Pandora stitching process in data and simulation. The distributions have
been area normalised for comparison

seen between data and simulation and the distributions fall
within the expected time window predicted above.

6 Test-beam reconstruction performance

The reconstruction and identification of the triggered test-
beam particle is a key part of the hadron cross-section anal-
yses at ProtoDUNE-SP. This section evaluates the perfor-
mance on simulation and experimental data.

6.1 Reconstruction performance for simulated interactions

The reconstruction of the triggered test-beam particle end
point is of particular interest for cross-section analyses
because it is critical to know where the particle either inter-
acted or stopped [26,27]. The differences between the recon-
structed and true values for the end position coordinates of
these particles are shown in Fig. 17 for 1 GeV protons and
positively charged pions. The end point was corrected for
SCE distortions using the procedure described in Ref. [4]
and the resulting distributions are narrow and centred on zero,
indicating good resolution and low bias. The right distribu-
tion shows the difference between the reconstructed and true
positions in 3D, where 68% of the beam particle end points
are reconstructed within 2 cm of the true value.

The efficiency to fully reconstruct triggered test-beam par-
ticles and to correctly identify them as of beam origin has
been studied. In addition to the full simulation (including the
triggered test-beam particle, beam-halo particles and cos-
mic rays), two additional simulated samples were used to
understand the potential loss of efficiency due to background
particles. The cosmics removed sample has the cosmic rays
removed from the event and hence consists only of the trig-
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Fig. 17 Left: the difference between the reconstructed and true end position of 1 GeV/c primary proton and charged pion test-beam particles shown
for the x (black), y (blue) and z (red) coordinates. Right: the three dimensional distance between the reconstructed and true end points

gered test-beam particle and any beam-halo particles, and
the cosmics and halo removed sample further removes the
beam-halo particles from the event, meaning only the trig-
gered test-beam particle remains.

Figure 18 shows six distributions that visualise the recon-
struction performance for the standard simulation (black),
the cosmics removed sample (red), and the cosmics and halo
removed sample (cyan). Each column shows, from top to
bottom: the triggered test-beam particle reconstruction and
identification efficiency, meaning that the particle was well
reconstructed and correctly identified as being the triggered
test-beam particle; and the completeness and purity of the
triggered test-beam particle and subsequent hierarchy. The
left column is for 1 GeV/c π+ interactions and the right col-
umn shows 1 GeV/c e+ events.

The top figures show the reconstruction and identification
efficiency for the triggered test-beam particles as a function of
the number of 2D hits they produce in the detector (including
hits produced by their interaction and decay products). The
efficiencies for the full simulation both increase as a func-
tion of the number of hits and eventually plateau at ∼90% for
charged pions and ∼95% for positrons. Removing cosmic-
ray muons from the simulation significantly increases the
efficiency over the whole range of the number of hits. At
1 GeV/c there are few beam halo particles, so only a small
efficiency increase is seen after the sequential removal of
the beam halo. As expected, the efficiency is approximately
100% after the removal of all background particles, demon-
strating that the performance on the full simulation is lim-
ited by the physics of the interactions and complex over-
lapping topologies. Similar behaviour is seen for the other
beam particle types and the different momentum setting val-
ues. The average reconstruction and identification efficiency
of the full simulation sample, for all particle types and beam

momentum settings, is given in Table 1 and shown graphi-
cally in Fig. 19. There are more beam halo particles in the
6 and 7 GeV/c beam samples, which reduce the efficiency
for charged pions and protons because they can be hidden
within a beam halo positron shower. The efficiency remains
high for high-energy positrons since they produce very large
electromagnetic showers.

The middle and bottom rows of Fig. 18 show the com-
pleteness and purity of the reconstructed test-beam particle
hierarchy, respectively. The four distributions are peaked at,
or close to, one, indicating that the triggered test-beam par-
ticle is being reconstructed as a single, complete particle.
Removing the cosmic-ray muons significantly improves both
completeness and purity of the test-beam particle reconstruc-
tion. This improvement is expected as there are fewer hits to
contaminate the reconstructed beam slice, or to incorrectly
split the reconstructed beam particle in the slicing algorithm.
Removing both cosmic-ray muons and beam halo particles
enforces a purity of 100% as all possible sources of contam-
ination have been removed, and there is a small increase in
the completeness. The effect of removing the cosmic rays is
larger, which is to be expected as there are significantly more
cosmic rays than beam halo particles, such that the slicing
algorithm, a source of incomplete triggered test-beam parti-
cles, is less active for events where cosmic-ray muons have
been removed irrespective of the presence of the second-
order beam halo effect.

6.2 Reconstruction performance for test-beam data

In order to compare the triggered test-beam particle recon-
struction and identification efficiency between data and MC,
a less strict definition of efficiently reconstructed test-beam
particles is used in comparison to the one described in
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Fig. 18 Primary beam particle reconstruction and identification effi-
ciency (top row) and the reconstructed particle completeness (middle
row) and purity (bottom row) for 1 GeV/c π+ (left column) and 1 GeV/c
e+ (right column) beam. The black distributions show the performance

for the full ProtoDUNE-SP simulation, and the red and cyan curves
show events with no cosmic rays, and no cosmic rays and no beam
halo, respectively. In a number of places the red distribution is exactly
covered by the cyan points
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Table 1 The reconstruction and identification efficiency for the trig-
gered test-beam particle in ProtoDUNE-SP simulation for positrons,
charged pions, protons and charged kaons for different beam momenta.

Charged kaons are negligible in number from 1 to 3 GeV/c. The simu-
lated events include the triggered test-beam particle, beam halo particles
and numerous cosmic rays

Momentum Reconstruction efficiency (%)

(GeV/c) Positrons
(
e+)

Pions
(
π+)

Protons (p) Kaons
(
K+)

Muons
(
μ+)

1 88.0+0.2
−0.2 86.1+0.6

−0.6 84.1+0.6
−0.6 – 88.6+2.1

−2.5

2 89.9+1.2
−1.3 87.3+1.3

−1.5 86.8+1.9
−2.1 – 100.0+0.0

−9.2

3 90.5+1.1
−1.2 87.5+0.5

−0.5 86.1+1.1
−1.2 – 94.0+2.2

−3.1

6 90.9+0.9
−1.0 78.8+0.6

−0.6 78.9+1.8
−1.9 80.7+2.5

−2.7 95.4+2.2
−3.5

7 92.1+1.0
−1.1 75.3+0.9

−1.0 73.8+2.6
−2.8 78.3+3.4

−3.8 85.7+5.5
−7.6

Sect. 6.1. The following selection is used to obtain the sample
of events that are highly likely to contain a beam particle, and
hence form the denominator for the efficiency calculation.

Data:
1. The beam trigger is active.
2. A single track is reconstructed in the beam monitors

immediately upstream of ProtoDUNE-SP.
3. The high-voltage applied to the cathode is stable at −

180 kV.
4. The readout electronics on the beam-side of the detector

are active.
5. There are at least 10 3D hits in the region where the beam

particle enters the detector. These 3D hits are produced as
part of the disambiguation procedure described in Sect. 3,
not within the Pandora software.

Simulation:
1. There is a triggered test-beam particle in the MC particle

hierarchy
2. There are at least 10 3D hits in the region where the beam

particle enters the detector.

The efficiency is then defined as the fraction of the selected
events with a reconstructed beam particle hierarchy.

There are some limitations in the ability of the beam instru-
mentation alone to give the unambiguous particle identifica-
tion required to calculate the denominator of the reconstruc-
tion and identification efficiency. Pions and antimuons are not
distinguished, and since triggered test-beam charged pions
can decay in the beamline to antimuons, they are included
as a joint sample. For the 6 and 7 GeV/c samples, positrons,
charged pions and antimuons can not be distinguished, and
are hence not included in the comparisons.5 A summary of
the momentum settings used for data and MC comparisons is
as follows: π+/μ+ from 1 to 3 GeV/c, e+ from 1 to 3 GeV/c,
p from 1 to 7 GeV/c, and K+ for 6 and 7 GeV/c.

5 Physics analysis is possible as positrons are reconstructed as show-
ers and can be easily selected. However, calculation of the absolute
efficiency in data is not possible.

Fig. 19 The beam particle identification efficiency for the test-beam
particle in ProtoDUNE-SP simulation for different beam momenta. No
data were collected at 4 GeV/c or 5 GeV/c, so no entries are shown for
these momenta

Two additional simulation samples were produced to
investigate the effect of potential systematic uncertainties.

1. The SCE-off sample does not have a simulation of the
space charge effect. It gives an estimate of potential
efficiency mismodelling due to differences in the SCE
between data and MC. Since a sample with increased SCE
was not available, the efficiency difference from using the
SCE-off sample was used to produce a symmetric band
around the standard simulation efficiency values.

2. A sample with the beam halo component reduced by 15%.
This sample was motivated by Ref. [14] that shows that
the MC overestimates the beam trigger rate, and hence
the event pileup. The difference between the efficiency
measured from the standard simulation and this sample
was taken as a symmetric systematic uncertainty centred
on the standard simulation efficiency.
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Fig. 20 The triggered test-beam particle reconstruction efficiency for
ProtoDUNE-SP as a function of the beam momentum in data and simu-
lation, for charged pions and antimuons (top left), positrons (top right),

protons (bottom left) and charged kaons (bottom right). The pale red
simulation band shows the total uncertainty and the statistical-only
uncertainty is shown in dark red

Furthermore, to account for potential differences in the
3D hit finding between data and MC, the selection criterion
requiring 10 3D hits in the region where the beam enters the
detector was varied for the simulation to 8 and 12 and the
change in efficiency was taken as a systematic uncertainty,
giving the higher and lower limits on the systematic uncer-
tainty band, respectively. This variation only has a significant
effect for the 1 GeV/c sample because the low energy parti-
cles produce fewer hits than those at higher energies. The
total systematic uncertainty is calculated as the quadrature
sum of the aforementioned individual systematic uncertain-
ties under the assumption of Gaussian uncertainties.

Figure 20 shows the reconstruction and identification effi-
ciency for triggered test-beam charged pions, positrons, pro-
tons and kaons as a function of the beam momentum set-
ting. The simulation is shown with statistical uncertainties
(darker red) and the quadrature sum of statistical and sys-
tematic uncertainties (pale red).

Agreement is seen between the data and simulation and
any discrepancies are within 5%. As expected, the lowest
efficiency is seen at 1 GeV/c where the particles deposit the
least energy in the detector. In particular, 1 GeV/c protons are

the most difficult to reconstruct since they travel the shortest
distance within the detector.

Figure 20 also shows that the fraction of events with a
reconstructed beam slice for the pion/muon sample is slightly
overestimated in MC compared to data. A number of factors
could cause this behaviour. The SCE is underestimated in
the simulation [4], which means that the reconstructed beam
slices are slightly easier to identify in the simulation. Fur-
thermore, the ratio of muons to pions can differ between data
and MC but it is not possible to distinguish these two types
of particles due to their similar masses, and a difference in
the reconstruction efficiency between pions and muons will
induce a data vs MC discrepancy. Finally, in the experimental
data, there is a higher probability that beam pion and muon
tracks will be broken at the boundary between the first two
APAs due to the presence a malfunctioning electron diverter
[4] that distorts the electric field, which could cause a small
reduction in efficiency. Newer versions of the simulation will
account for these three effects. However, small differences in
the integrated efficiency between data and MC do not have a
big impact for the cross-section analyses because the overall
normalisation cancels in the cross-section calculation.
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7 Conclusions

A summary of Pandora, a pattern-recognition software pack-
age, has been presented alongside relevant modifications
allowing it to be applied to simulated and experimental
data interactions in the ProtoDUNE-SP LArTPC detector.
Pandora is the primary event reconstruction used in all
ProtoDUNE-SP physics analyses and enables the measure-
ment of hadronic cross sections on liquid argon, the primary
physics goal of the experiment. The performance of Pan-
dora has been extensively evaluated for simulated charged
test-beam and cosmic-ray interactions in the ProtoDUNE-
SP detector. Several pattern-recognition metrics have been
evaluated enabling a comparison of data and simulation. It
is not trivial to extrapolate the performance measured in
ProtoDUNE-SP due to the much higher detector occupancy
compared to the FD, but it will provide a lower bound on the
expected performance and the results presented here demon-
strate the potential of Pandora to provide accurate and effi-
cient event reconstruction.

The efficiency to reconstruct the triggered test-beam par-
ticle and correctly identify it as of beam origin exceeds 80%
for the majority of particle types (e+, π+, p, K+, μ+) and
momentum setting combinations (1, 2, 3, 6 and 7 GeV/c).
It was also shown that the main cause of these inefficien-
cies arises from background contamination from both cosmic
and beam-halo sources. In background-removed simulation
samples the triggered test-beam particle reconstruction and
identification efficiency above a few hundred hits is almost
100% in all cases. A comparison of data and MC shows
agreement within 5% for the reconstruction and identifica-
tion efficiency for different triggered beam-particle species
across the beam momentum values, and possible sources for
the small observed efficiency differences were discussed.

Over the coming years, developments to the pattern-
recognition are expected from the introduction of new algo-
rithms and the incorporation of deep-learning techniques to
drive some key decisions within the Pandora multi-algorithm
approach. Examples include improved vertex finding, event
slicing and hit classification. Whilst many of these new
algorithms are being developed for the DUNE FD, they
will be tested on the ProtoDUNE-SP simulation and data.
ProtoDUNE-SP has been dismantled but a very similar
upgraded detector called ProtoDUNE-HD is under construc-
tion in the same cryostat, which is due to commence data
taking in 2023.
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