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ABSTRACT: We present a computational study of the one-photon and
excited-state absorption (ESA) from the two lowest energy excited states of
uracil in the gas phase: an nπ* dark state (1n) and the lowest energy bright
ππ* state (1π). The predictions of six different linear response electronic
structure methods, namely, TD-CAM-B3LYP, EOM-CCSD, EOM-CC3,
ADC(2), ADC(2)-x, and ADC(3) are critically compared. In general, the
spectral shapes predicted by TD-CAM-B3LYP, EOM-CCSD, EOM-CC3,
and ADC(3) are fairly similar, though the quality of TD-CAM-B3LYP slightly deteriorates in the high-energy region. By computing
the spectra at some key structures on different potential energy surfaces (PES), that is, the Franck−Condon point, the 1n minimum,
and structures representative of different regions of the 1π PES, we obtain important insights into the shift of the ESA spectra,
following the motion of the wavepacket on the excited-state PES. Though 1π has larger ESA than 1n, some spectral regions are
dominated by these latter signals. Aside from its methodological interest, we thus obtain interesting indications to interpret transient
absorption spectra to disentangle the photoactivated dynamics of nucleobases.

1. INTRODUCTION

The development of pump-probe spectroscopy has allowed
tremendous advances in our understanding of the excited-state
dynamics of molecules and materials.1−3 In this field, transient
absorption (TA) has surely been one of the most profitably
used techniques.2,4 However, the interpretation of a TA
spectrum, especially for medium/large molecular systems in
the condensed phase, is seldom straightforward. It is indeed
the result of different processes [ground-state (GS) bleaching,
stimulated emission and excited-state absorption, hereafter
ESA], not easily disentangled.5 In particular, it is not trivial to
predict and interpret ESA spectra: the manifold of the excited
states is often very dense and many excited states can give rise
to appreciable ESA in a given spectral region. A correct
assignment/interpretation of the ESA and, consequently, of
TA spectra would thus enormously benefit from computation
of ESA by means of quantum mechanical methods.6 However,
the number of computational studies tackling this task is still
relatively limited, especially when compared to the huge
amount of computational data available for one-photon
absorption (OPA) spectra.7−16

In fact, accurate calculation of ESA poses several nontrivial
challenges. The computational cost is usually high since a large
number of excited states has to be computed. It is also
necessary to attain an accurate treatment of higher-lying
excited states in a region where the density of states is large
and the double excitations can play an important role.
In the high-energy region of the spectrum, the role of double

and higher (triple, quadruple) excitations cannot be discarded

a priori. As a consequence, several computational issues, for
example, the choice of the basis set or the selection of the
active space in a multiconfigurational calculation, can be more
delicate than in standard excited-state calculations. More
importantly, there are several key methodological aspects to be
considered.
Methods to obtain ESA can be broadly divided in two

groups: (1) state-specific approaches, where initial and final
state wave functions are explicitly optimized and transition
moments between them are evaluated and (2) response/
propagator methods, where the excited-state response is
obtained directly from the GS wave function, without any
knowledge of the excited-state wave functions. Intermediate
between the two groups are response variants where a linear
response approach (like in OPA) is applied on a specific
representation of the chosen initial excited state, obtained, for
example, by applying some overlap criterion like in the
maximum overlap method (MOM)17 or the square-minimiza-
tion method18 to avoid variational collapse during the non-
aufbau self-consistent-field optimization of the excited state.
The “black-box” nature of response/propagator methods
makes them particularly attractive to use. However, since the
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spectra are computed as transitions between excited states
generated from the GS, it remains unclear, and it is partly
addressed in this study, whether a chosen electronic structure
method is capable of capturing all spectral signatures, and in
particular those corresponding to excitation channels with
double or higher excitation character. A similar problem has
recently been discussed in connection with simulations of
excited-state X-ray absorption.19−21

A critical comparison between different methods can
provide useful benchmarks to understand advantages and
limitations of different approaches. In this spirit, we here report
a study of the ESA for a prototypical molecule, uracil, tackled
by six different response methods, namely, equation-of-motion
coupled cluster singles and doubles (EOM-CCSD),22−24 EOM
coupled cluster singles, doubles and approximate triples
(EOM-CC3),25 time-dependent density functional theory
(TD-DFT) in combination with the CAM-B3LYP functional,
and algebraic diagrammatic construction to second and third
order, ADC(2), ADC(2)-x, and ADC(3).26 We focus on the
two lowest energy excited states: a dark state with nπ*
character (S1 in the Franck−Condon (FC) point, hereafter 1n)
and a bright ππ* state (S2 in the FC region, hereafter 1π). The
ESA will be computed for different representative structures of
the potential energy surface (PES): the GS minimum (FC
point), the minimum of 1n (plus a planar pseudo-minimum),
three points of the 1π PES, that is, a planar pseudo-minimum
and two representative structures of the path connecting the
FC point to the lowest energy conical intersection (CI) with
the GS. In this way, we should obtain a more complete picture
than the one obtained by looking only at the FC point, as often
carried out in many comparative studies, since for planar
structures, as it happens for uracil, many electronic transitions
are decoupled by symmetry. At the same time, we can get very
useful information to interpret the TA spectra of uracil, which
has been studied in the past in order to understand the
photoactivated dynamics of this molecule. Actually, the
possible role of dark states in the excited-state decay of
pyrimidines after UV absorption is a lively debated topic,27−32

an exhaustive review falling outside the aims of this paper, for
its possible implication in the photophysics of nucleic acids. In
this respect, we hope to assess whether characteristic ESA
signals for 1n and 1π exist and can be used to discriminate
between the two and to obtain indications on how the states
change along the photoexcited path, laying the groundwork for
future studies in the condensed phase. From the methodo-
logical point of view, it is worth to notice that since the OPA of
uracil, like for the other nucleobases, is peaked at ∼250−270
nm, the final states of ESA lie at high energies so that their
description is particularly challenging for electronic structure
methods. As our study shows, it is comforting that, overall, the
methods examined provide a consistent picture of the OPA
and of the ESA of 1n and 1π of uracil. On the other hand,
some differences appear; the spectral shapes obtained with
TD-CAM-B3LYP, EOM-CCSD, EOM-CC3, and ADC(3) are
indeed rather similar, whereas ADC(2) and, especially,
ADC(2)-x spectra exhibit some different features.

2. COMPUTATIONAL DETAILS
Geometry optimizations were performed at the MP2/cc-pVTZ
level for the GS and at the EOM-CCSD/aug-cc-pVDZ level for
the excited states. The molecular Hessian was also calculated
and, unless otherwise specified, no imaginary frequencies were
obtained.

The OPA and ESA calculations in the gas phase were
performed using EOM-CCSD, EOM-CC3, and TD-DFT, with
the CAM-B3LYP functional, ADC(2), ADC(2)-x, and
ADC(3). Dunning’s correlation consistent basis set aug-cc-
pVDZ was adopted in all calculations.33 Test calculations were
also carried out at the EOM-CCSD level using the aug-cc-
pVDZ basis set incremented with Rydberg-type basis
functions, chosen according to the prescription of Kaufmann,
Baumeister, and Jungen (KBJ),34 with quantum numbers n = 3,
3.5, and 4. The EOM-CCSD spectrum obtained with the aug-
cc-pVDZ + KBJ basis is reported in the Supporting
Information.
The ESA computed at the FC point at the RASPT2 level, as

implemented in the MOLCAS 8 package,35 have been recently
published for all canonical nucleobases in the gas phase,
including uracil.15 These data have also been used in this work
as additional benchmark for 1π ESA.
The RASPT2 computations are based on an adapted

(ANO)-type triple-ζ basis set with removed Rydberg-like
orbitals and a RAS(0,010,82,12) active space including all
π and π* valence orbitals in a complete active space (i.e., with
full configuration interaction) plus additional π* orbitals (12)
with up to two electron permutations allowed in order to
further increase the dynamic correlation toward convergence
(see ref 15 for details). Thirty singlet excited states were
included in the multiconfigurational state-average treatment in
order to account for enough states to monitor all ESA signals
of interest.
The spectra were computed for the GS minimum (FC

geometry) and for a few representative points of the PES of 1n
and 1π. In detail, for 1n, we considered two structures: the
absolute minimum (optimized starting from the minimum
reported by Matsika36 that was obtained at the multireference
configuration interaction MRCI1/cc-pVDZ level) and a
stationary point (identified by the label pl), optimized under
the constraint of planarity. This planar stationary point is less
stable than the absolute minimum by only 0.11 kcal/mol and
exhibits an imaginary frequency of 157.9 cm−1.
In fact, the minimum of 1n (coordinates given in the

Supporting Information) is also almost planar, and its
geometry is very similar to the planar stationary point but
for a very small out of plane distortion of H3 (the H atom
bonded to N3). We also considered two non-planar structures
of 1n, obtained at the M052X/aug-cc-pVDZ and M052X/6-
31+G(d,p) levels of theory, labelled R4 and R5. The Cartesian
coordinates (and the ESA spectra) for these two geometries
can be found in the Supporting Information.
For 1π, we also carried out a constrained planar

minimization, and the resulting structure exhibits two
imaginary frequencies (465.33 and 200.66 cm−1). Our
attempts of optimizing an absolute minimum for 1π were
unsuccessful. As discussed below, a barrierless path on 1π
connects the FC point with a CI with the GS. We therefore
selected three additional non-planar (npl) structures (labeled
as npl1, npl2, and npl3) along this decay path, as predicted by
CAM-B3LYP via different levels of calculation, namely CAM-
B3LYP/aug-cc-pVTZ, CAM-B3LYP/6-31+G(d,p), and PCM/
CAM-B3LYP/6-31+G(d,p). These structures (whose energy
gradient is very small, see the Supporting Information) are
rather similar, with the pyrimidine ring bent, and the C5 and
C6 atoms slightly pyramidalized. In the main text, we shall
report the spectra obtained for the more distorted one (npl3),
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whereas npl1 and npl2 spectra can be found in the Supporting
Information.
The schematic drawing of the planar stationary points and

the distorted npl3 structure are shown in Figure 2.

The spectra computed on the planar (pseudo-)minima of
the GS, the 1n, and the 1π state optimized at the CAM-
B3LYP/aug-cc-pVDZ level are also reported in Supporting
Information (see Figures S2−S4).
All MP2, CCSD, and CC3 calculations were performed

using the frozen core approximation. The MP2 GS
optimization was performed with Gaussian 16,37 whereas the
excited-state optimizations were carried out with Q-Chem
5.0.38 Hessian calculations were carried out with CFOUR.39

The OPA and ESA spectral calculations at the EOM-CCSD
and ADC levels were performed using Q-Chem 5.0,38 whereas
the OPA and ESA spectra at the CAM-B3LYP level were
obtained using Dalton.40 The CC3 calculations were carried
out using the eT code.41

Spectra are reported as decadic molar extinction coefficients
ϵ(ω) as a function of the frequency

∑ω ω ω ω
ω

ϵ = g
f

( ) ( , )
3

2j
j

j

j (1)

Figure 1. (a) Uracil, including atom labeling. Schematic drawing of the frontier orbitals, computed at the CAM-B3LYP/aug-cc-pVDZ level,
involved in the lowest energy transitions of uracil in the gas phase: (b) HOMO − 1; (c) HOMO; (d) LUMO.

Figure 2. Optimized planar structures with representative bond
lengths (in Å: GS: black; 1n: red; 1π: blue) and the distorted npl3
structure.

Figure 3. Uracil. OPA spectra at the (MP2 optimized) FC geometry for all six electronic structure methods. A black triangle marks the position of
the dark 1n state. A vertical dashed line corresponds to the first IE. The first IE of CAM-B3LYP and ADC(2)-x is outside the shown frequency
ranges. In abscissa, we report the excitation energy in electron Volts and in left ordinate, the decadic molar extinction coefficient,42 ϵ(ω) × 10−3, in
units M−1 cm−1. On the right ordinate is the oscillator strength, f × 10.
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where ωj and f j are the excitation energies and oscillator
strengths of the stick spectra, respectively, ω is the laser
frequency, and g(ω, ωj) is the Lorentzian broadening function

ω ω γ
π ω ω γ

=
[ − + ]

g( , )
( )j

j
2 2

(2)

with γ = 0.0045563 Hartree (1000 cm−1) as half width at half-
maximum. The prefactor = 703.301 yields the decadic
molar extinction coefficient in units of L mol−1 cm−1 when
excitation energies and frequencies are given in Hartree (see
ref 42 for details).
For all methods, we have computed the first ionization

energy (IE) as follows

• For EOM-CCSD, by standard EOM-IP-CCSD calcu-
lations;

• For EOM-CC3, as excitation into a super-diffuse
orbital;43−45

• For ADC(2) and ADC(3), by standard ADC(2)-IP and
ADC(3)-IP calculations;

• For CAM-B3LYP, both by Koopmans’ theorem, IE =
−ϵHOMO, and directly as difference between the total
energy of the cation and the total energy of the neutral at
the FC geometry.

• The difference of total energy between the cation and
the GS was used as estimate of the IP for ADC(2)-x

Estimates of the first ionization limit in the ESA spectra were
obtained as difference between the first IE of the GS and the
excitation energy of the valence excited state considered.
The first ionization thresholds are indicated in the figures by

vertical dashed lines. All values are collected in Tables S3 and
S4 in Supporting Information. Estimates of the IE have been
included to pinpoint that ESA predictions relative to final
states that fall above the first IEif not even transitions to
high-energy states close to the ionization limitmust be
handled with some caution. Above the ionization limit,
continuum states are present, which are badly described in
square-integrable basis sets. Some of the “final” states may
therefore correspond to unphysical representations of the
continuum.46,47 For TD-DFT, as discussed elsewhere,48−50

when approaching the ionization threshold of the highest
occupied molecular orbital (HOMO) Kohn−Sham orbital,
spurious mixing with ionic states may arise.48−50

3. RESULTS
3.1. One-Photon Absorption Spectra. In Figure 3, we

report the OPA spectra computed with six methods at the FC
geometry. The raw data for the figure are tabulated in Tables
S5, S7, and S9−S12. Tables S20−S24 contain the natural
transition orbitals (NTOs) of the main OPA transitions for all
methods except EOM-CC3.
Our spectra are generally consistent with those obtained in

several computational studies of uracil.28,51,52 EOM-CCSD,
CAM-B3LYP, ADC(3), and EOM-CC3 provide quite similar
OPA spectra at the FC geometry, with four intense bands: at
∼5.2 eV, below 7 eV, at 7.5−7.7 eV, and just below 9 eV. On
an average, the EOM-CCSD peaks are slightly blue-shifted by
0.1−0.2 eV with respect to the other three methods. The
computed relative intensities are also similar, with the third
band being the strongest, while the other three have
comparable intensities. The spectral patterns predicted by
ADC(2)-x and ADC(2) are overall consistent with the picture
just described, with two noticeable differences: ADC(2)-x

peaks are significantly red-shifted (by ∼1 eV) with respect to
the other methods reported in Figure 3 and, in fact, the most
intense transitions fall at ∼4.6, ∼6, ∼6.6, and ∼8 eV,
respectively. The energy gap between the second and the
third peak also decreases. This latter feature is even more
prominent in the ADC(2) spectrum. ADC(2) yields several
transitions of similar intensity between 6 and 7 eV, resulting in
a less resolved spectrum in that region.
Finally, as shown in the Supporting Information, the OPA

spectra computed at the EOM-CCSD and CAM-B3LYP level
at the minimum optimized at the CAM-B3LYP level are almost
coincident with those shown in Figure 3.
The experimental vapor phase spectrum of uracil53 is

available up to 7 eV. With the exception of the ADC(2)-x
one (which is red-shifted), the computed spectra are fully
consistent with the experimental one, which shows a broad
band peaking at 5.17 eV, with a shoulder at ∼6.05, and another
peak at 6.63 eV. As also shown by previous studies on
cytosine,54,55 vibrational effects56,57 can give account of the
small blue-shift of the excitation energy to 1π and the position
of the first experimental maximum.
For what concerns the assignment of the spectra, all

methods considered agree that the lowest energy bright
transition can be described as a HOMO → LUMO excitation
(the 1π state), with antibonding character with respect to the
C5−C6 double bond (see Figure 1 and Tables S1 in
Supporting Information).
The second intense peak also has ππ* character, that is, from

the HOMO to the second lowest energy π* MO (3π),
according to all methods. It is preceded by a weak one,
involving the second highest energy π orbital and the lowest
unoccupied molecular orbital (LUMO) (2π). As anticipated
above, ADC(2) provides a slightly different picture of the
spectral region at 6−7 eV: the 3A′ state (second band) has a
predominant Rydberg component (see NTO in the Supporting
Information) and the third band involves, beside the 3π state,
two other transitions of intensity comparable to it but with
dominant n → Rydberg character.
The transitions responsible for the band peaking at 7.5−7.8

eV derive from the mixing of a ππ* excitation (from the second
highest energy π to the second lowest energy π* orbital, 4π)
with several n → Rydberg states. However, according to
ADC(3), the most intense transition has prevalent n →
Rydberg character, but, also in this case, it is strongly mixed
with 4π. ADC(2)-x also assigns the third intense peak (falling
at ∼6.5 eV) to the transition to 4π. Probably, the mixing with
n → Rydberg states explains why, although the broadened
OPA spectrum provided by the different methods in that
region is rather similar, the intensities on the individual
transitions are different. For example, in the EOM-CC3
spectrum, we have a single transition, at ∼7.5 eV, much more
intense than the other ones, whereas, according to CAM-
B3LYP and EOM-CCSD, the different transitions contributing
to this band have a similar intensity. On the other hand, the
CAM-B3LYP spectrum computed at the CAM-B3LYP
minimum (see Figure S2) provides an intensity pattern
much more similar to the EOM-CC3 one, suggesting that
vibronic interactions can modulate the coupling between
bright and dark states and these differences should not be
overinterpreted.
Finally, the intense transition at ∼8.9 eV [at ∼7.9 according

to ADC(2)-x] is also due to a ππ* (from the third highest
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energy π to the LUMO, 5π) though, according to ADC(3), the
most intense peak has n → Rydberg character.
The involvement of states of Rydberg character raises the

question on whether the aug-cc-pVDZ basis is sufficiently
flexible to describe such transitions. We have verified this by
computing the OPA spectrum at the EOM-CCSD level with
the extended aug-cc-pVDZ + KBJ basis set. The resulting
spectrum, as shown in Figure S1, confirms that the aug-cc-
pVDZ basis is sufficiently flexible.
Since they could be active in the ESA spectra, it is also

important to analyze the weakly allowed transitions, like those
with nπ* character, not affecting the OPA spectra.
Independent of the adopted method, the lowest energy excited
state in the FC region corresponds to a nπ* transition
(hereafter 1n), which can be described as an excitation from
the lone pair (LP) of the carbonyl oxygen O8 toward the π*
LUMO (see Figure 1 and the characterization via the NTOs in
Table S2).
The energy gap between 1π and 1n significantly changes

with the level of theory. It is ∼0.35−0.39 eV, according to
EOM-CCSD, EOM-CC3, and CAM-B3LYP; ∼0.65 eV,
according to ADC(2) and ADC(2)-x; and only 0.03 eV,
according to ADC(3). The second nπ* transition (hereafter
2n) involves excitation from the LP of carbonyl O7 atom
toward the second lowest energy π* orbital, as it can be seen
from the NTOs in Figures S5, S7, and S9−S12).
Its relative stability with respect to 1n does not significantly

change with the method, being in the range 1.3 eV [according
to EOM-CCSD, EOM-CC3, ADC(2), and CAM-B3LYP] to
∼1.6 eV [according to ADC(3)]. As a consequence, its
position with respect to the bright transitions exhibit the same
trends as described for 1n.

A detailed assignment of the OPA can be found in the
Supporting Information. In the next section, we will analyze
the transitions that are more important for the assignment of
the ESA.
Summarizing the results of this section, the methods

examined provide similar OPA spectra, with four main bands
clearly recognizable, with the partial exception of ADC(2),
where the spectral region between the second and the third
band is much more congested.
Finally, we assess the importance of double excitations on

the electronic transitions identified by OPA. To this end, we
consider the relative importance of single excitations (% R1) in
the excitation vectors for CCSD and CC3 (see Table S13 in
Supporting Information). While the percentage weight of
single excitations of the transitions is slightly reduced in CC3
compared to CCSD, all transitions remain dominated by single
excitations (% R1 > 91 in all cases). Nonetheless, moving
toward higher energies, the improved description of the excited
states from CC3 results in some states moving up and down in
energy and in some intensity redistribution among the
individual states.

3.2. Excited-State Absorption. 3.2.1. Franck−Condon
Point. We start our analysis of the ESA from the 1n and 1π
states at the FC point. In addition to providing useful
methodological information, ESA from the FC region can
affect the appearance of the experimental ESA (or TA) spectra.
Moreover, since the 1π spectroscopic state decays on a ≤1 ps
time-scale28,58 (and this is also the limit for the possible
population of 1n), ESA from the FC region could provide a
significant contribution to the total signal.
As shown in Figure 4, the ESA spectra below 4 eV computed

for 1n by the different methods are rather similar. We find a
first, relatively weak transition at ∼1.3 eV, associated to the 1n

Figure 4. Uracil. ESA spectra of 1n at the (MP2 optimized) FC geometry for six electronic structure methods. A vertical dashed line indicates the
estimated value of the first IE in the excited state, obtained as IE of the GS minus the energy of 1n (see text for details). In abscissa, we report the
excitation energy in electron Volts and in left ordinate, the decadic molar extinction coefficient,42 ϵ(ω) × 10−3, in units M−1 cm−1. On the right
ordinate is the oscillator strength, f × 101. Note that the ordinate of each panel has a different scale. A figure using the same scale is reported in
Supporting Information (see Figure S8).
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→ 2n transition, before two stronger peaks at 2.0−2.5 eV. In
detail, EOM-CCSD predicts a weak feature at 1.35 eV, a
weaker one at 2 eV, followed by two strong peaks at 2.4−2.5
eV. These two latter are due to the transitions to 7A″ and 8A′′
excited states, which mainly involve the excitation from the LP
of O8 and O7, respectively, to the second lowest energy π*
orbital, as shown by their NTOs in Tables S20 in Supporting
Information. In the CAM-B3LYP spectra, the two peaks are
∼0.2 eV red-shifted and also involve the excitation from the
combination of the LPs of the two oxygen atoms to the two
lowest energy π* states. Also according to CAM-B3LYP, these
pairs of intense transitions are accompanied by two very weak
features at ∼1.3 and ∼2.1 eV. The EOM-CC3 spectrum below
4 eV is similar to the CAM-B3LYP one, apart from a moderate
red-shift (∼0.1 eV) of the two peaks at ∼2 eV.
According to ADC(2), the intense peak just below 2 eV is

assigned to the transition to a state involving the excitation
from the O7 LP toward the LUMO, whereas the one at ∼2.2
eV involves an excited state that can be described as an
excitation from a combination of the O7 and O8 LP to the
second lowest energy π* state. The assignment of the
ADC(2)-x and the ADC(3) spectra is similar to that of
CAM-B3LYP.
Shortly, the six methods provide a similar spectral pattern

(with a fairly consistent assignment) of this low-energy region
part of the ESA spectra of 1n. On the other hand, remarkable
differences in the computed intensities are found as CAM-

B3LYP, EOM-CC3, and ADC(3) intensities are roughly one-
half of those predicted by the other three methods.
All methods predict a relatively intense band above 4 eV,

whose intensity depends however on the adopted method.
CAM-B3LYP predicts that this high-energy band is slightly less
intense than the one falling at ∼2.1 eV, whereas at the other
extreme, ADC(3) and EOM-CC3 predict that this latter one is
roughly half as intense. In detail, CAM-B3LYP predicts a
“cluster” of peaks in the 4−4.5 eV range. However, only one
bears a significant oscillator strength at 4.15 eV, and it involves
excitation from a low-lying LP/σ orbital toward the LUMO.
The other methods provide at least two intense transitions in
this region. For example, in the EOM-CCSD spectrum, there
are two intense transitions at ∼4.3 and ∼4.5 eV, assigned to
excitations to 22A″ and 24A′′ states. The former excited state
corresponds to the transition from the O8 LP to a Rydberg
state, the latter corresponds to the lowest energy O8 LP to the
LUMO. There are also two fairly intense transitions above 4.5
eV.
According to ADC(2)-x, the ESA to 17A″ (more intense, at

4.18 eV), 20A′′ (at 4.49 eV), 21A′′ (at 4.54 eV), and 25A′′
and 26A′′ states are intense. They all involve excitation from
the O8 LP to Rydberg states. State 17A′′ also has a minor
contribution from the LP on O7, whereas states 20A′′ and
21A′′ also involve a σCO → π* contribution.
Above 4 eV, the strongest transitions at the ADC(2) level

correspond to the excitations to 23A″ [4.54 eV], 27A′′ [4.84

Figure 5. Uracil. ESA spectra of 1π at the (MP2 optimized) FC geometry for all seven electronic structure methods. A vertical dashed line indicates
the position of the first IE estimated, as described in the computational details. The estimated IE of ADC(2)-x is outside the plotted frequency
range (5.44 eV). That of RASPT2 was not determined. In abscissa, we report the excitation energy in electron Volts and in left ordinate, the
decadic molar extinction coefficient,42 ϵ(ω) × 10−3, in units M−1 cm−1. On the right ordinate is the oscillator strength, f × 102.
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eV], and 28A′′ [4.95 eV] states. The first state is dominated by
the σCO → π* contribution. The most intense one, for the
transition to 27A″, has a major contribution from the O8 LP to
a π* orbital, whereas the third one is primarily a LP O7, O8 →
Rydberg excited state.
The relatively more intense peaks according to ADC(3)

originate from transitions from 1n to 21A″ [4.18 eV, f = 0.51],
22A″ [4.20 eV, f = 0.44], and 26A″ [4.46 eV, f = 1.89]. These
states are all of rather “mixed” character.
Finally, EOM-CC3 yields three relatively intense peaks (of

progressively decreasing intensity) at 4.13, 4.36, and 4.70 eV,
due to transitions to states 12A″, 23A′′, and 27A′′,
respectively. The two most intense peaks in CC3 above 4 eV
correspond to the two most intense peaks in CCSD above 4
eV.
In summary, though the details and the intensities can differ,

two main 1n ESA bands are predicted by all methods in the
FC point: one peaking at ∼2 eV [at ∼2.5 eV according
ADC(3)], the other just above 4 eV.
The ESA spectrum computed for 1π is much richer (see

Figure 5), with many peaks below 4 eV.
In the low-energy region, that is below 2 eV, we can clearly

distinguish the picture provided by EOM-CCSD, CAM-
B3LYP, and ADC(3) from that of ADC(2) and ADC(2)-x.
According to the first three methods, below 2 eV, there are
only two fairly intense ESA features peaking at ∼1.1 eV (just
below 1.0 eV for CC3) and ∼1.4 eV, corresponding to the
transitions from 1π to the two other lowest energy ππ* states
2π and 3π (see their characterizing NTOs in the Supporting
Information). Not surprisingly, considering the differences
found in the OPA spectra, ADC(2) and ADC(2)-x predict a
larger number of bright transitions, with intense peaks well
below 1 eV. However, also for these two latter methods, the
first two intense peaks in this low-energy region are assigned to

the 1π → 2π and 1π → 3π transitions. The additional fairly
intense peak predicted by ADC(2) at ∼1.5 eV is assigned to
the transition to a n → Rydberg state. In the ADC(2)-x case,
this transition moves to 1.8 eV.
The EOM-CC3 spectrum exhibits a spectral pattern similar

to the one of CAM-B3LYP and EOM-CCSD, but the first peak
falls below 1 eV.
The ESA spectra computed at EOM-CCSD, EOM-CC3,

CAM-B3LYP, and ADC(3) level are also fairly similar in the
2−3 eV energy region, with four features below 2.5 eV, though
the former method predicts, on average, larger intensities.
Overall, all methods yield a rather shallow band covering that
region, except for the ADC(3) spectrum, which is slightly more
peaked. According to EOM-CCSD, the most intense peak, just
above 2 eV, corresponds to the transition to an excited state
involving the two carbonyl LP’s and a Rydberg state (state
6A′). CAM-B3LYP provides same indications as the excited
states in this region are deriving from the interaction between
4π and several n → Rydberg states, the most intense ESA
transitions involving a n → Rydberg state (the same as in
CCSD).
All methods examined here predict that the strongest

transitions are found between 3 and 4 eV; however, the spectra
differ in the number of intense transitions found in this region.
For example, CAM-B3LYP yields two strong peaks, whereas,
according to ADC(3), seven fairly intense transitions
contribute to the peak. There is a general agreement
concerning the relative intensity of this band with respect to
those falling below 3 eV, that is, roughly six times larger. The
band is due to the 1π → 5π transition, mixed with transitions
to states with HOMO → Rydberg character. The degree of
mixing, which affects the number of “active” transitions,
depends on the method considered. Nevertheless, a similar
intensity of this band in all spectra indicates that the 1π → 5π

Figure 6. Uracil. ESA spectra from 1n at the 1n planar (left panels) and non-planar (right panels) EOM-CCSD stationary points. A vertical dashed
line, if present, corresponds to the estimated first ionization. In abscissa, we report the excitation energy in electron Volts and in left ordinate, the
decadic molar extinction coefficient,42 ϵ(ω) × 10−3, in units M−1 cm−1. On the right ordinate is the oscillator strength, f × 102. The gray spectral
profiles and sticks in the CAM-B3LYP plots correspond to the case where artefacts due to resonances in the response equations are probably
present.
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transition is the one carrying the oscillator strength and that
the role of double excitations is not significant.
This conclusion is confirmed by comparison with the ESA

spectrum of the 1π from a recent RASPT2 study,15 which (see
computational details) provides the best RASPT2 theoretical
reference of excitation energies and transition dipole moments
for the singlet manifold of ππ* states available until now. The
RASPT2 spectrum has been reproduced in Figure 5 to ease the
discussion. Notably, despite the absence of the Rydberg states
contributions, motivating the smaller number of peaks, the
position and relative intensity of the main bands are similar to
that predicted by TD-CAM-B3LYP, EOM-CCSD, and EOM-
CC3. ADC(2) and ADC(2)-x, though also predicting the most
prominent band above 3 eV, yield instead less structured
spectra in the low-energy region.
It is important to keep in mind that any analysis of the ESA

region ≥4 eV, both in the experiments and in calculations, can
be problematic in the proximity to the first ionization threshold
of uracil, which would make two photon ionization processes
unavoidable.
3.2.2. ESA at 1n Stationary Points. As anticipated in

Section 2, we also computed, at the EOM-CCSD level, the
ESA at different 1n stationary points obtained using different
levels of theory. Moreover, as shown in Figure 6, we compare
ESA spectra obtained at the planar (pseudo-minimum) and
non-planar (minimum) EOM-CCSD geometries. EOM-
CCSD, CAM-B3LYP, and ADC(3) were used, which, as
discussed earlier, provided ESA spectra similar to the EOM-
CC3 ones at the FC geometry. The spectra obtained at the two
additional geometries R4 and R5, the latter exhibiting a
noticeable out-of-plane distortion of the C4O8 carbonyl group,
are shown in Figure S5 in Supporting Information. All spectra
exhibit a modest dependence on the chosen minima, though
some differences can be found (see also Tables S14, S15, and
S17 in Supporting Information).
Here, we shall focus our analysis on the results obtained at

the EOM-CCSD planar and non-planar stationary points (cf.
Figure 2), as shown in Figure 6.
Starting from the planar geometry, EOM-CCSD predicts a

first absorption band in the region 2.2−3.2 eV, with an intense
“central” peak just below 3 eV (due to two close lying
transitions) accompanied by less intense features on the red-
shifted and on the blue-shifted side. The lowest energy one, at
∼2.2 eV, is assigned to the 1n → 2n transition. The most
intense one, at 2.91 eV, and the one at 3.16 eV are assigned to
the transitions from 1n to two excited states that can be
described as excitations from the combination of the LP on the
two carbonyl groups to the lowest and second lowest energy
π* orbitals. A fairly intense contribution to the 2.9 eV band
comes from the transition, just below 2.9 eV, to a π-Rydberg
excited state. A series of closely lying transitions of moderate
intensity contribute to the band at ∼4.2 eV, whereas two very
strong peaks dominate the relatively intense band at 5 eV.
They are due to transitions to states 19A″ and 20A″, both of
Rydberg character.
The CAM-B3LYP spectra are different with respect to the

CCSD ones, though the general pattern is somewhat similar,
with three main peaks below 4 eV, the central one being the
most intense in this region. However, their intensity is almost
three times smaller than the one predicted by EOM-CCSD,
confirming the trends highlighted in the FC region. The peaks
are red-shifted with respect to EOM-CCSD by a few tenths of
electron Volts, the central peak (the largest) falling at ∼2.5 eV.

They are assigned to the transition from 1n to other nπ*
excited states, in line with the assignment derived from EOM-
CCSD. However, in this region, at variance from the EOM-
CCSD peak at 2.9 eV, no ESA to π-Rydberg excited state is
found.
The spectra computed at the CAM-B3LYP 1n minimum are

similar to those just described (see Figure S3).
Up to 4 eV, the ESA spectrum computed at the ADC(3)

level is very similar to the one described above for CAM-
B3LYP but for a small, almost uniform, blue-shift. Above 4.5
eV, the comparison between the three methods, in particular
with CAM-B3LYP, is complicated by the possible occurrence
of resonances. Indeed, in Hartree−Fock and TD-DFT
quadratic response theory,59,60 computing the transition
strength between two excited states involves the solution of
a linear set of response equations of the form59,60

ω ω ω ω[ − − ] − =E S N A( ) ( )f i
A

f i (3)

at values of the energy corresponding to the ESA excitations,
(ωf − ωi). Since the OPA excitation energies are obtained
solving the generalized eigenvalue equation

ω− =E S X( ) 0 (4)

it is clear that eq 3 may diverge if the energy difference
between the states i and f, (ωf − ωi), is close to a one-photon
excitation.
As highlighted by the gray spectrum in the mid panels of

Figure 6, two transitions (depicted as dashed gray) are
obtained at around 5 eV with suspiciously large (relatively
speaking) intensities. At the planar 1n geometry, one is at 5.03
eV with f = 0.15 and the other at 5.15 eV with f = 0.07. At the
non-planar geometry, they occur at 4.75 eV with f = 0.17 and
5.08 eV with f = 0.16. This could be an indication that we are
in the proximity of a resonant frequency. At the 1n planar
geometry, we obtain OPA excitations at 3.87, 4.80, and 5.48
eV, whereas at the non-planar geometry, the same transitions
are at 3.81, 4.76, and 5.47 eV.
The CAM-B3LYP profiles in blue have therefore been

obtained excluding these values from the broadening. For
ADC(3), no values above 4.5(non-planar)−4.9(planar) eV
could be obtained due to convergence difficulties.
Finally, the main ESA peaks computed for all three methods

at the non-planar minimum of 1n are similar to those just
described for the planar one, only slightly more spread out.
This is not surprising since the deviation from planarity is very
small.

3.2.3. ESA at 1π Stationary Point. Calculations using
different methods28,36 show that a barrierless path on the PES
of the 1π state connects the FC point with a CI with GS, giving
an account of the subpicosecond features revealed by time-
resolved experiments for uracil both in the gas phase and in
solution.12,27,28,31,61

On the other hand, analysis of the PES shows that a steep
path connects the FC point with a low-energy gradient region,
where the pyrimidine ring keeps a planar geometry.12,28,31 The
motion to the CI involves loss of planarity, with pyramidaliza-
tion of C5 and out-of-plane motion of H5, i.e. the H atom
bonded to C5. The first part of this path is not very steep and a
low-gradient non-planar pseudo-minimum is predicted by
several methods.12,28,31,62

In order to obtain insights on the variation of the ESA
associated to the motion of the wavepacket on the 1π PES, we
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have thus computed the ESA at different representative planar
and non-planar structures (see Figures 7 and S6).
We start our analysis from the pseudo-minimum (cf. Figure

2) optimized at the EOM-CCSD level forcing uracil to keep a
planar geometry. The ESA spectra for the three electronic
structure methods at this geometry are shown on the left
panels of Figure 7.
The spectra predicted by EOM-CCSD and CAM-B3LYP are

almost superimposable up to 3.5 eV, though the intensities
predicted by EOM-CCSD are almost twice as large and, on an
average, the peaks are slightly blue-shifted. There are two
transitions at ∼1.5 and ∼2 eV, which, according to both
methods, are assigned to 1π → 2π and 1π → 3π.
A cluster of transitions is then predicted at ∼3 eV, though

significantly less intense than the peaks falling in this region for
1n, deriving from the mixing between 4π and several n →
Rydberg states.
Finally, both methods predict that several intense transitions

lie at 4 eV. However, as also observed for the 1n state, the
analysis of the high-energy part of the CAM-B3LYP spectrum
is complicated by the appearance of one transition, at 4.39 eV,
(depicted as dashed gray) whose intensity is very large ( f =
0.62), and likely due to problems with resonant one-photon
energies, as described in the previous section. Actually, the 1π
excitation energy at the 1π pseudo-minimum is 4.49 eV. The
blue spectrum in Figure 7 was therefore drawn excluding this
transition, and it shows a number of relatively intense
transitions (4 or 5), of which the two at ∼3.80 and ∼4 eV
are assigned to the 1π → 5π transition mixed with HOMO →
Rydberg character. The band peaks at around ϵ = 15,000 M−1

cm−1.
According to EOM-CCSD, at least four strong transitions lie

in this region, including one at ∼4.5 eV. Two of them fall
below 4 eV and are assigned to the process leading from 1π to

two HOMO/Rydberg excited states. The following one is due
to the 1π → 5π transition and, finally, the one on the blue to
another ππ* state involving the excitation from a low-lying π
orbital to the LUMO.
Also in this case, the ESA spectrum computed by ADC(3) is

similar to the one of CAM-B3LYP up to ∼4 eV. Convergence
problems were encountered at higher energies and no
transitions could therefore be obtained >4.0 eV.
For what concerns non-planar structures, independently of

the methods, the spectra (see right panel of Figure 7 for npl3
and Figure S6 for npl1 and npl2) exhibit some common trends
with respect to those obtained for the planar one. First, the
lowest energy peaks are blue-shifted, falling, for npl3, above 2
eV. Then, the number of transitions with significant oscillator
strength increases. At non-planar geometries, nπ* and ππ* mix,
so that some transitions are no longer forbidden by symmetry
and share oscillator strength. As a consequence, for npl3, the
computed spectra suggest the existence of a broad absorption
band peaking just above 2 eV (i.e., ∼600 nm), around 3 eV
(i.e., ∼400 nm), and then between 4 and 5 eV (270−250 nm).
Once again, CAM-B3LYP exhibits two transitions, at 3.09 and
3.24 eV, of very high intensity, in particular the first one. We
again attribute them to resonances and exclude them from the
spectral simulation, as shown in Figure 7. Indeed, the OPA
excitation energy to 1π at npl3 structure is 3.08 eV, and the
transition whose intensity is strongly overestimated falls at 3.09
eV.

4. DISCUSSION

Uracil has become a classical benchmark for electronic
quantum mechanical methods.28,51 In addition to its
biochemical relevance, its chemical structure and photo-
physical properties allow investigating several of common
features of many families of compounds. We are indeed in the

Figure 7. Uracil. ESA spectra from the lowest excited (bright) state at the optimized planar geometry (left panels) and at the npl3 geometry (right
panel) of 1π, for three different electronic structure methods. A vertical black dashed line, if present, corresponds to the estimated first IE of the
excited state. In abscissa, we report the excitation energy in electron Volts and in left ordinate, the decadic molar extinction coefficient,42 ϵ(ω) ×
10−3, in units M−1 cm−1. On the right ordinate is the oscillator strength, f × 102.
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presence of an heterocyclic compound, with two asymmetric
exocyclic substituents (the carbonyl groups) heavily con-
jugated with the ring π system. As a consequence, several
different excited states with ππ* and nπ* character are very
close in the FC region, their interplay depending on the
molecule structural rearrangements. Actually, the main non-
radiative decay pathway involves a large deformation of the
ring planarity, strongly coupling many excited states.27,28,58

Moreover, even the interaction with πσ* states cannot be
discarded. For all these reasons, the study of the optical
properties of uracil provides a stringent test for the
performances of the computational methods tested in this
paper, namely EOM-CCSD, EOM-CC3, TD-CAM-B3LYP,
ADC(2), ADC(2)-x, and ADC(3).
Confirming previous indications, the different methods

provide a fairly similar picture of the lowest energy bright
transitions of the OPA spectrum.28 On the other hand, it is
clear that, overall, the EOM-CCSD, CAM-B3LYP, and
ADC(3) spectra are rather close, with three main “bands”
peaking roughly at ≥5, ≤7, and ≤8 eV, the two first bands
having similar intensity and the last one slightly more intense.
As discussed in Section 3, the picture obtained from EOM-
CCSD, EOM-CC3, CAM-B3LYP, and ADC(3) appears to be
fully consistent with the available experimental vapor phase
spectra.53 ADC(2) provides a rather different spectral pattern
of the high-energy region, with the several moderately intense
transitions between 6 and 7 eV, which is, nonetheless, also
compatible with the experiments. Finally, the ADC(2)-x
spectra are significantly red-shifted with respect to the others

and with respect to the experimental spectrum. The agreement
between the six methods tested is instead much worse for what
concerns the location of the dark nπ* transitions. In particular,
the methods investigated provide rather different values for the
energy gap between 1π and 1n, though the estimates of EOM-
CCSD, EOM-CC3, and CAM-B3LYP are pretty similar
(0.35−0.39 eV with 1n more stable). The energy difference
at the FC point between 1π and 1n can remarkably affect the
possible population transfer between these two states. As a
consequence, the outcome of any dynamical simulation of this
process would depend on the underlying electronic structure
method.
For what concerns the main focus of our study, that is, the

calculations of the ESA, EOM-CCSD, EOM-CC3, TD-CAM-
B3LYP, and ADC(3) yield similar ESA spectra in the FC
region, for both 1π and 1n, though EOM-CCSD predicts, on
an average, twice as large intensities. Actually, even a modest
broadening would make extremely difficult to distinguish
between TD-CAM-B3LYP and EOM-CC3 spectra up to 3 eV.
There is also a fair agreement between the four methods in the
3−4 eV region, though, on an average, the TD-CAM-B3LYP
spectra are less rich in that region (see below). Also in the case
of ESA, the ADC(2) and ADC(2)-x predictions are different
from those of the other four methods: the ESA of 1n and 1π
are red-shifted and their pattern of intensity is different. On the
other hand, some common trends can be recognized. For 1n,
under 4 eV, a single ESA band, due to two close-lying
transition, is predicted, whose maximum shifts from <2 to 2.5
eV depending on the method. For 1π, three main bands are

Figure 8. Uracil. Simulation of the pump-probe experiment at the CCSD level. Striped patterns correspond to the FC results (zero time delay).
Green is the GS, red is the 1n, and blue is the 1π state.
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predicted, peaking roughly at 1.5, 2.5, and 3.5 eV, the last one
being the most intense.
Our calculations of ESA in the stationary and pseudo-

stationary points of 1n and 1π confirm the general agreement
between EOM-CCSD and TD-CAM-B3LYP spectra, though
the former ones are significantly more intense. On the other
hand, the discrepancy between these two methods increases in
the high-energy region.
This study provides encouraging indications on the

reliability of TD-CAM-B3LYP, especially up to 4 eV. However,
interestingly, TD-CAM-B3LYP spectra fairly agree with the
EOM-CCSD and EOM-CC3 ones, also in the high-energy
region, close to the IP of uracil, a region in which some failures
of TD-DFT could be expected. On an average, we register that
the TD-CAM-B3LYP spectra are “less rich” above 4 eV, that is,
the number of intense transitions decreases with respect to the
other methods. This could be due to some difficulties in
treating the coupling between higher-lying Rydberg states.
Actually, at least for the ESA from 1n and 1π minima, the
comparison between TD-CAM-B3LYP and the other methods
is, in this region, made more difficult by the risk of obtaining
nonphysically high values of the transition strength due to
(possible) divergences, in the proximity of a resonant
frequency, in the linear response term that enters the
expression of the TD-DFT transition moment between two
excited states. Possible strategies to bypass this problem, falling
outside the scope of the present study, could be to use MOM
instead of standard DFT to compute the ESA spectra or to
adopt suitable damping procedures in the proximity of the
resonance.
Double excitations should play a minor role, at least in the

energy range here investigated. This is also shown by the
reasonable agreement between EOM-CCSD and EOM-CC3
spectra and, at least for what concerns 1π in the FC region, the
strong similarity between single-reference based methods and
RASPT2.
On the other hand, test calculations, reported in Supporting

Information (see Figure S7), using B3LYP indicate that, as it
could be expected, the quality of the results depends on the
choice of the functional. B3LYP and CAM-B3LYP spectra
exhibit overall a similar shape for 1π, but the former are on an
average red-shifted. As a consequence, for 1π the B3LYP
spectra are consistent with those by the other methods. For 1n,
on the other hand, two (relatively) strong absorption peaks are
predicted well below 2 eV, in noticeable disagreement with
EOM-CC3. Moreover, the intensity of the band at 4 eV is
much larger than for CAM-B3LYP.
To the best of our knowledge, ESA experimental spectra in

the gas phase are not available, whereas some indications have
been obtained in water. Solvent effect is missing in our
calculations, and it will be the subject of a forthcoming study.
On the other hand, previous work shows that solvents able to
establish hydrogen bonds weakly affect ππ* transitions and
strongly destabilize nπ*.28,62 In the hypothesis that these
effects are, roughly, the same for these kind of transitions for
any ππ* and for any nπ*, ESA should not be dramatically
affected since it is largely dominated by ππ* → ππ* and nπ*
→ nπ* absorption.
Under these assumptions, our results appear consistent with

the available experiments. To facilitate the comparison with the
experimental results, which are usually discussed on the
wavelength scale, we report our results on this scale in Figure
8. The S0 OPA is expressed as a negative signal, to simulate GS

bleaching. Please note that the experimental pump-probe
spectrum, and the experimental TA spectra also measure
stimulated emission, which is not considered in our treatment.
In the fluorescence spectrum of uracil, a broad spectrum
peaking at 310 nm, associated to emission from 1π, is present
and would provide a negative contribution to the ESA in that
region.63

For 1π in the FC region we predict, according to CCSD,
four broad ESA bands, peaking roughly just below 600 nm, at
∼400, ∼355, and 300 nm. When going toward the minimum,
the lowest energy band red shifts slightly, whereas the
remaining part of the spectrum blue shifts, exhibiting a broad
feature peaking at ∼410 nm and maxima at ∼355, ∼300, and
∼275 nm.
A broad ESA around 600 nm is usually associated to

nucleobases in solution,64 in agreement with our predictions
(considering the effect of stimulated emission in the blue wing
of the spectrum). Though our calculations predict significant
ESA also below 300 nm, the intensity is smaller than that
computed in the OPA spectrum. This indication is in line with
the observation of negative induced absorbance (bleaching) in
the TA spectra measured at 250 nm until the GS is
repopulated.65

On the other hand, the contribution of the ESA would
modify the GS bleaching signal, even in the absence of any
significant repopulation of the ground electronic state. The
subtle dependence of the spectral signal on the dynamics of
several intertangled excited states makes indeed its interpre-
tation very complicated, and calculations can significantly help
it.
For what concerns 1n, we predict a peak around 500 nm in

the FC region, and rather intense bands, with maxima at ∼390
and ∼420 nm, in its minimum. Interestingly, an intense band
at ∼300 nm is predicted, blue-shifting at ∼250 nm in the
minimum. The first band would thus interfere with the
stimulated emission peak, while the latter with the GS
bleaching.
This result would be consistent with the features of the long-

living dark states evidenced for 1-cyclohexyl-uracil in different
solvents29 which absorbs in the 300−450 nm range (and not
for longer wavelengths). This state has been indeed assigned to
1n,29 though its involvement in pyrimidine photophysics is
highly debated.28

As discussed in Section 3, CAM-B3LYP would provide
similar pump-probe spectra to those of CCSD, but the lowest
energy positive peaks would be slightly red-shifted.
From a more general point of view, even though, on an

average, ESA from 1π is larger, our calculations clearly indicate
that ESA from nπ* can also be significant. Actually, there are
some energy windows for which ESA from 1n is significantly
larger than that from 1π.
In this respect, our calculations on the non-planar structures

show that, as it could be expected, the mixing between states of
different symmetry leads to much richer and broader spectra,
and a proper treatment of the states that are dark in the FC
region is critical for a correct reproduction of the spectra.
In this contribution, we did not consider vibronic effects, an

aspect actually rarely addressed for ESA.66 As far as uracil is
concerned, even in the gas phase, the OPA is broad and
structureless as a result of not only the remarkable displace-
ment of the equilibrium geometries and strong Duschinsky
effects67 but also of 1π/1n inter-state couplings (investigated
for thymine in ref 68). It is reasonable to assume that these
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effects do play a similar or even larger role in the ESA spectra.
More in general, it should be emphasized that we did not
consider dynamical effects. In fact, we considered “idealized”
situations in which the photoexcited wavepacket is on just one
electronic state (1π or 1n) per time. In reality, at least in the
ultrafast time regime, the wavepacket is expected to move
simultaneously on the two states.68,69

5. CONCLUSIONS
In this study, we report a critical comparison between the
absorption spectra, OPA and ESA, computed for uracil in the
gas phase using different computational approaches, focusing
in particular on the ESA of the two lowest energy excited
states, one nπ* and one ππ*, in different critical regions of the
PES.
We provide a thorough computational analysis of the OPA

spectrum of uracil in the gas phase, not only assigning the most
intense transitions up to 9 eV but also locating the nπ*
transitions and the transitions involving Rydberg states. We
also obtain very interesting indications on the performances of
different methods in describing the ESA of a key heteroatomic
molecule.
From the methodological point of view, CAM-B3LYP and

EOM-CCSD are in fairly good agreement with the computa-
tionally more expensive EOM-CC3 [and ADC(3)] or with
available RASPT2 spectra, for what concerns both dark and
bright transitions, even in the high-energy region, where the
weight of double excitations could be larger.
At the same time, we obtain some indications on the

possible problems of the present implementation of TD-DFT
in some spectral regions.
Spectra computed with ADC(2) and ADC(2)-x are rather

similar, with ADC(2)-x showing lower intensities than
ADC(2). The ADC(2)-x method provides OPA and ESA
spectra that are red-shifted compared to all other methods.
This general lowering of the excitation energies was clearly
highlighted in the review of Dreuw and Wormit70 and
attributed to an unbalanced description of the excitation
spectrum. The lowering has been observed in several
benchmarking studies.26,71,72 It remains unclear whether
ADC(2)-x actually provides a significant improvement over
ADC(2), despite its higher computational cost.
We also show that the ESA from a state that is dark in OPA,

as 1n, cannot be neglected and that in some energy scale, it
would rule the ESA spectrum. Moreover, we have the first
indications on the expected changes in the spectra when the
wavepacket moves away from the FC region toward the
minima and the crossing region. In the latter case, the
departure from planarity and the coupling between transitions
with different symmetry leads to a significant broadening of the
spectral shape.
Response methods appear to be appealing choice since they

can, in principle, treat excited states of different symmetry on
the same footing. This possibility is very important to interpret
the contribution to the spectral signals coming from the non-
planar region, which dominates the ultrafast GS recovery in
many molecules, as uracil, and for which reduction/selection of
the right active space is more cumbersome. In this respect, the
novel, very efficient, implementation of the EOM-CC3 method
used here25 is a particularly attractive addition to the set of
coupled cluster methods currently available.
The good performances of TD-CAM-B3LYP are also

comforting, confirming that this approach is very cost-effective

and putting on a firmer ground its eventual use to study larger
molecular systems.
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(61) Crespo-Hernańdez, C. E.; Cohen, B.; Hare, P. M.; Kohler, B.
Ultrafast excited-state dynamics in nucleic acids. Chem. Rev. 2004,
104, 1977−2020.
(62) Santoro, F.; Barone, V.; Gustavsson, T.; Improta, R. Solvent
effect on the singlet excited-state lifetimes of nucleic acid bases: A
computational study of 5-fluorouracil and uracil in acetonitrile and
water. J. Am. Chem. Soc. 2006, 128, 16312−16322.
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