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ABSTRACT 
The availability of accurate and robust models for the prediction of the behavior of pressurized tanks under fire 

exposure is a key requirement to improve the design of fire protection systems. Most of the models present in the 

literature take into consideration fully engulfing pool fire scenarios only. In the present study, a CFD modelling 

approach previously validated against full engulfing pool fires tests is used to simulate partial engulfment 

conditions. The model allowed analyzing local flow field promoting thermal stratification, which in turn drives 

internal pressurization of the tank. Comparison with fire test results shows good agreement with experimental 

measurements both in terms of temperature and pressurization curves. The results obtained represent a valuable 

source of information to support risk management, the planning of emergency response and improve fire protection 

systems design. 
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1 Introduction 
The possible occurrence of accidental fires involving tanks for the storage or the transportation of gases liquefied 

under pressure, such as liquefied petroleum gas (LPG), represents a critical safety issue in the process industry and 

in the management of infrastructures for the transportation of goods, as highways and railways. The heat load 

generated by the fire may induce the vessel failure, which can result in extremely dangerous events such as Boiling 

Liquid Expanding Vapor Explosion (BLEVE), fireball and missiles projection (Leslie and Birk, 1991; Mcdevitt, 

1990; Moodie et al., 1985). A huge number of such accidents is reported in the literature (e.g. see the review of 

Abbasi and Abbasi, 2007), with severe impact on the population, as evident from the recent accident that took 

place on the Bologna highway in Italy (Malm, 2018) and from the Lac-Megantic accident in Canada (U.S. 

Department of Transportation, 2013). 

The prevention of these accidents requires a continuous improvement of codes and standards for design, operation 

and maintenance of tanks and thermal protection systems (Bradley et al., 2021; Di Padova et al., 2011; Tugnoli et 

al., 2012). This entails the understanding of the phenomena characterizing the behavior of fluids liquefied under 

pressure when exposed to intense fires inside tanks, which benefit from the improvement of simulation models. 

As reported in the literature reviews by Moodie (1988) and Birk (2006), many experimental fire tests were 

performed on pressure vessels in the last 50 years, providing valuable knowledge in the field. Based on these 

experiments, several models for the prediction of the response of pressurized tanks exposed to fire have been 

developed. Most of them (Aydemir et al., 1988; Birk, 1983; Bubbico and Mazzarotta, 2018; Dancer et al., 1990; 

Gong et al., 2004; Graves, 1973; Johnson, 1998a, 1998b; Scarponi et al., 2016; Yu et al., 1992) fall under the 

definition of “zone” models (also usually referred to as “integral” or “lumped” models), since they are based on 

the decomposition of the problem domain into one or more control volumes and on the solution of integral mass 

and heat balance equations for each of these volumes. Zone models such as AFFTAC (Johnson, 1998a, 1998b) 

and VessFire (Berge, 2009) are the current standard in transportation, process and oil&gas industry for the 

simulation of the response of tanks to fire exposure and for the assessment of the performance of thermal protection 

systems. Nevertheless, all the models belonging to this category rely to different extents on adjustable parameters 

and simplifying assumptions based on the analysis of experimental results. This limits their field of applicability 

to the range of experimental conditions adopted for their validation. Furthermore, most of them (including 

AFFTAC and VessFire) disregard key phenomena affecting the response of the fluid stored in the vessel, such as 

the thermal expansion of the liquid and the thermal stratification in the liquid and vapor phase (Scarponi et al., 

2018). 

Several authors succeeded in overcoming these limitations proposing CFD-based models. Shen et al., (2020) 

carried out a literature on recent applications of CFD to process safety and loss prevention, showing how such 

tools may provide new insights about industrial accident scenarios, improving their modelling and assisting the 
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design of mitigation measures such as fire protection systems. When discussing future research directions in 

domino effect assessment, Chen et al. (2020) indicate CFD-based models as candidates to accurately predict 

vulnerability of equipment items. However, due to the high computational cost, the first CFD approaches 

(D’Aulisa et al., 2014; Hadjisophocleous et al., 1990; Rum et al., 2018; Scarponi et al., 2018, 2019a) considered 

2D domains only (usually a vertical section at the center of the tank). This excluded the possibility of simulating 

complex fire scenarios, such as partial engulfing pool fires or local jet fire impingement, where a variable fire load 

in the axial direction of the tank (for cylindrical tanks) is present. More recently, Scarponi et al. (2019b, 2020) 

were able to extend the analysis to the third dimension, proposing a CFD based modelling approach that was able 

to reproduce with good accuracy the full engulfing pool fire tests carried out by the Health and Safety Executive 

on LPG tanks of different sizes (Moodie et al., 1988, 1985). Nonetheless, a comprehensive validation of the CFD 

modelling approach proposed on fire scenarios different from full engulfing pool fires is still lacking. 

The assessment of fire scenarios characterized by a non-uniform distribution of the heat load over the tank surface 

is particularly challenging. The effect of local phenomena, such as thermal stratification, free convective layer 

formation, strong temperature gradients between engulfed/not-engulfed zones producing thermal stresses, severely 

affect the overall conditions inside the tank and cannot be disregarded. Currently available lumped/zone models 

are not able to capture these complex phenomena and may produce non-conservative results when applied to 

partial fire engulfment scenarios. Furthermore, they do not allow for an accurate definition of non-uniform fire 

loads, such as those in which the flame only impacts one side of the storage tank. Examples of such scenarios 

occurred in the past are fire impingement due to jet fires (Birk et al., 2013), radiation form a nearby tank fire (Rum 

et al., 2018), and partially engulfing pool fires (Malm, 2018). Intense non-uniform fire loads are now becoming a 

relevant threat also for tank farms and isolated tanks installed in wildland-urban and wildland-industrial interface 

areas (Ricci et al., 2021; Scarponi et al., 2020), where severe wildfires may be experienced. 

In the present study, the 3D CFD model originally proposed by Scarponi et al. (2019b) was further developed to 

allow the analysis of non-uniform fire scenarios. A thorough validation was carried out simulating a fire tests 

performed on a medium scale (1.9 m3) LPG tank by Birk et al. (2006a), in which an array of liquid propane burners 

was used to reproduce partial pool fire engulfment conditions. As pointed out by several authors, pool fires are 

among the most dangerous category of industrial fires when domino effect is considered, due to their potential of 

escalation (Cozzani et al., 2016; Yi et al., 2020, 2019). CFD simulation results were analyzed in order to investigate 

how local flow field features promote thermal stratification, driving pressure build-up. A comparison to the results 

of a zone model was also carried out, evidencing the importance of specific phenomena not considered in these 

simplified models on overall operating parameters, such as tank internal pressure. 
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2 Description of the reference fire test experimental set up 
The benchmark for the validation of the proposed CFD approach is an experimental fire test carried out by Birk 

and co-workers (Birk et al., 2006a). The test, referred to as “test 04-6” in the original experimental report (Birk et 

al., 2006a), was part of an experimental campaign aimed at studying the response of a medium scale (1.9 m3) LPG 

tank to a partial engulfing fire (Birk et al., 2006a, 2006b). As shown in Figure 1, a cylindrical tank with 

hemispherical ends was used for the test, with an inner diameter of 0.953 m, a wall thickness of 7.1 mm and a total 

length (end to end) of 3.07 m. The fire was generated using a 5x5 array of liquid propane burners, designed to 

reproduce the heat load of an engulfing pool fire with a black body temperature in the range of 871 ± 56 °C. The 

burner system was set up so that the flame covered approximately the 25 % of the tank wall surface area (see 

Figure 1a). The test was the only one in the experimental campaign carried out without thermal protection and in 

favorable wind conditions, ensuring a quite constant contact between the flames and the tank (see Figure 1b). 

Thus, this test was considered as reference to assess the prediction capability of the modelling approach described 

in Section 3. 

 
Figure 1: Burner array configuration (a) and experimental set-up (b). Adapted from Birk et al. (2006a). 
 

Assuming that the heat flux entering the tank was entirely due to thermal radiation, a black body temperature of 

866 °C was estimated by Birk et al. (2006a). The test tank was equipped with a static pressure transducer and 61 

type K stainless-steel-sheathed lading thermocouples (with a 3 mm diameter), 48 of which were placed inside the 

tank to measure lading temperature (distributed over 5 vertical arrays, from I to V, see Figure 2) while 13 were 

fixed to the outer wall. A scheme illustrating the thermocouple positioning is reported in Figure 2. 

b)

West view South view

Nominal flame front width

1.35 m

a)
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Figure 2: Scheme of thermocouples position in the lading (a) and on the outer wall (b). Thermocouples 
in the lading are distributed along the 5 vertical arrays (I to V) depicted in panel a. 
 

Unfortunately, during the test taken as reference, data from thermocouples placed along the measuring array III 

(thermocouples 25 to 33) gave erroneous reading and were thus excluded from the present analysis.  

The total duration of the test was 480s. The test was stopped right after a crack opened at the top of the tank. The 

initial liquid filling degree was 80 % by volume. The average lading and wall temperature at the beginning of the 

test were around 14 °C and 50 °C respectively. The quite high initial temperature of the wall was due to radiation 

from the sun. The initial pressure in the tank was 7.7 bar, which is about 0.6 bar higher than the vapor pressure of 
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pure propane at 14°C. This was caused by the initial temperature inhomogeneity and by impurities present in 

commercial propane, which was used in the test. More details on the experimental setup are reported elsewhere 

(Birk et al., 2006a, 2006b). 

3 Numerical model 

3.1 Governing equations 
The starting point of the present study was the modelling setup proposed by Scarponi et al. (2019), that was 

modified in order to make it suitable for the simulation of the partial engulfment condition obtained during the fire 

test described in Section 2.  

The model was implemented using ANSYS Fluent 18.2. The transport equations for mass, momentum, turbulence 

(k-ω SST model) and energy throughout the fluid (the tank lading) and the solid (the steel wall) domains are 

reported in Table 1. The Volume Of Fluid (VOF) (Hirt and Nichols, 1981), was adopted as multiphase model, 

which is suitable for simulating a system featuring two or more immiscible phases. Interphase mass transfer was 

reproduced using the evaporation-condensation model implemented in Fluent and based on the work of Hertz and 

Knudsen (Knudsen, 1934) (see E01 in Table 1). Thermal radiation inside the tank (i.e. radiation among points 

lying on the inner wall and between the inner wall and the fluid) was not modeled. The fluid in the tank was 

considered pure propane, with physical properties expressed as a function of temperature according to 

thermodynamic data provided in Liley et al., (1999). The vapor phase density was calculated using the Ideal Gas 

equation. This was preferred to the Soave-Redlich-Kwong used by Scarponi et al. (2019) to improve convergence. 

Simulations carried out in the modelling setup phase showed that the ideal gas equation resulted in slightly higher 

pressurization curves with respect to the Soave-Redlich-Kwong equation, with a maximum relative deviation 

always lower than 5%. Thermal conductivity, heat capacity and density of the tank wall, made of carbon steel, 

were taken from European standard EN 10222-1 (CEN - European Committee for Standardization, 1998). 

At the beginning of the simulations, the tank lading was assumed to be motionless and at thermodynamic 

equilibrium (temperature 14°C, pressure 7.1 bar). In order to allow for a better comparison with experimental data, 

an offset of 0.6 bar was applied to pressure values obtained from CFD simulations, to compensate the discrepancy 

between the initial pressure in the fire test and the saturation pressure of pure propane at the initial temperature 

used in the CFD calculations, caused by the presence of impurities in the commercial propane used in the 

experimental test. 
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Table 1: Governing equation for the turbulent, two phases, transient CFD simulation developed. 
ID Property Equations 

E01 
Volume fraction of the 
secondary phase 
(liquid) 

𝜕𝜕
𝜕𝜕𝜕𝜕

(𝛼𝛼𝐿𝐿𝜌𝜌𝐿𝐿) + 𝛻𝛻 ∙ (𝛼𝛼𝐿𝐿𝜌𝜌𝐿𝐿𝑢𝑢�⃗ 𝐿𝐿) = 𝑚̇𝑚𝑉𝑉→𝐿𝐿 − 𝑚̇𝑚𝐿𝐿→𝑉𝑉 

ρL: liquid density; t: time; αL: liquid volume fraction; 𝑢𝑢�⃗ 𝐿𝐿: Reynolds averaged velocity; 
mV→L: and mL→V: condensation and evaporation liquid phase source terms, expressed as 
follows: 

𝑖𝑖𝑖𝑖 𝑇𝑇 > 𝑇𝑇𝑠𝑠𝑠𝑠𝑠𝑠            𝑚𝑚𝐿𝐿→𝑉𝑉 = 𝐶𝐶𝐸𝐸𝛼𝛼𝐿𝐿𝜌𝜌𝐿𝐿 �
𝑇𝑇 − 𝑇𝑇𝑠𝑠𝑠𝑠𝑠𝑠
𝑇𝑇𝑠𝑠𝑠𝑠𝑠𝑠

� ,  𝑚𝑚𝑉𝑉→𝐿𝐿 = 0 

𝑖𝑖𝑖𝑖 𝑇𝑇 < 𝑇𝑇𝑠𝑠𝑠𝑠𝑠𝑠            𝑚𝑚𝐿𝐿→𝑉𝑉 = 0,𝑚𝑚𝑉𝑉→𝐿𝐿 = 𝐶𝐶𝐶𝐶𝛼𝛼𝑉𝑉𝜌𝜌𝑉𝑉 �
𝑇𝑇𝑠𝑠𝑠𝑠𝑠𝑠 − 𝑇𝑇
𝑇𝑇𝑠𝑠𝑠𝑠𝑠𝑠

� 

T: temperature; Tsat: saturation temperature; CE and CC: coefficients (both set to the default 
value of 0.1 s-1); αV: vapor volume fraction 

E02 Volume fraction of the 
primary phase (vapor) 𝛼𝛼𝑉𝑉 = 1 − 𝛼𝛼𝐿𝐿 

E03 Two-phase averaged 
quantity 

𝜑𝜑 = 𝜑𝜑𝑉𝑉𝛼𝛼𝑉𝑉 + 𝜑𝜑𝐿𝐿𝛼𝛼𝐿𝐿 
Two-phase volume fraction averaged property φ function of liquid and vapor properties 
(φL and φV, respectively) where φ can be density ρ, viscosity µ, turbulent viscosity µT, 
thermal conductivity k. 

E04 Momentum 

𝜕𝜕
𝜕𝜕𝜕𝜕

(𝜌𝜌𝑢𝑢�⃗ ) + 𝛻𝛻 ∙ (𝜌𝜌𝑢𝑢�⃗ 𝑢𝑢�⃗ ) = −𝛻𝛻𝛻𝛻 + 𝛻𝛻 ∙ �𝜇𝜇(𝛻𝛻𝑢𝑢�⃗ + 𝛻𝛻𝑢𝑢�⃗ 𝑇𝑇) −
2
3
𝜇𝜇𝜇𝜇 ∙ 𝑢𝑢�⃗ 𝐼𝐼� + 𝜌𝜌𝑔⃗𝑔 + 𝐹𝐹 ���⃗ − 𝛻𝛻 ∙ 𝜏𝜏′ 

ρ: two-phase volume fraction averaged density; p: Reynolds averaged pressure; 
μ: two-phase averaged viscosity; g: gravity acceleration; I: identity tensor. 

E05 

Reynolds stress tensor 
(introducing the 
Boussinesq 
approximation) 

𝜏𝜏′ = 𝜇𝜇𝑇𝑇[(𝛻𝛻𝑢𝑢�⃗ + 𝛻𝛻𝑢𝑢�⃗ 𝑇𝑇)]  −
2
3

(𝜌𝜌𝜌𝜌 + 𝜇𝜇𝑇𝑇𝛻𝛻 ∙ 𝑢𝑢�⃗ 𝐼𝐼) 
μT: two-phase averaged turbulent viscosity; K: turbulent kinetic energy 

E06 Turbulent viscosity 
𝜇𝜇𝑇𝑇 =

𝜌𝜌𝜌𝜌
𝜔𝜔

1
𝐿𝐿

 
ω: Turbulent specific dissipation rate; the definition of L can be found in (ANSYS inc, 
2012)  

E07 Turbulent kinetic 
energy 

𝜕𝜕
𝜕𝜕𝜕𝜕

(𝜌𝜌𝜌𝜌) + ∇ ∙ (𝜌𝜌𝜌𝜌𝑢𝑢�⃗ ) = ∇ ∙ (𝛤𝛤𝑘𝑘𝛻𝛻𝛻𝛻) + 𝐺𝐺𝐾𝐾 − 𝑌𝑌𝐾𝐾  

ΓK: turbulent Prandtl number for K; GK: generation of K due to mean velocity gradients; 
YK: dissipation of K due to turbulence. The definitions of ΓK,GK and YK can be found in 
(ANSYS inc, 2012) 

E08 Turbulent specific 
dissipation rate 

𝜕𝜕
𝜕𝜕𝜕𝜕

(𝜌𝜌𝜌𝜌) + ∇ ∙ (𝜌𝜌𝜌𝜌𝑢𝑢�⃗ ) = ∇ ∙ (𝛤𝛤𝜔𝜔𝛻𝛻𝛻𝛻) + 𝐺𝐺𝜔𝜔 − 𝑌𝑌𝜔𝜔 

Γω: turbulent Prandtl number for ω; Gω: generation of ω; Yω: dissipation of ω. The 
definitions of Γω, Gω and Yω can be found in (ANSYS Inc, 2012) 

E09 Energy  
(fluid domain) 

𝜕𝜕
𝜕𝜕𝜕𝜕

(𝜌𝜌𝜌𝜌) + 𝛻𝛻 ∙ �𝑢𝑢�⃗ (𝜌𝜌𝜌𝜌 + 𝑝𝑝)� = −𝛻𝛻𝛻𝛻 + 𝛻𝛻 ∙ �𝑘𝑘𝑒𝑒𝑒𝑒𝑒𝑒𝛻𝛻𝛻𝛻� + ∆𝐻𝐻𝑣𝑣𝑣𝑣𝑣𝑣(𝑚̇𝑚𝑉𝑉→𝐿𝐿 − 𝑚̇𝑚𝐿𝐿→𝑉𝑉) 
E: two-phase Reynolds averaged specific energy; keff: effective thermal conductivity; 
∆𝐻𝐻𝑣𝑣𝑣𝑣𝑣𝑣: heat of vaporization; 

E10 Effective thermal 
conductivity 

𝑘𝑘𝑒𝑒𝑒𝑒𝑒𝑒 = 𝑘𝑘 +
𝑐𝑐𝑝𝑝𝜇𝜇𝑇𝑇
𝑃𝑃𝑃𝑃𝑇𝑇

 

k = two-phase volume fraction averaged thermal conductivity cp: two-phase volume 
fraction averaged heat capacity, PrT: turbulent Prandtl number = 0.85 (ANSYS Inc, 2012) 

E11 Energy 
(solid domain) 

𝜕𝜕
𝜕𝜕𝜕𝜕

(𝜌𝜌𝑠𝑠𝐶𝐶𝐶𝐶𝑠𝑠𝑇𝑇𝑠𝑠) = 𝛻𝛻 ∙ (𝑘𝑘𝑠𝑠∇𝑇𝑇𝑠𝑠) 

TS: temperature in the solid; kS: steel thermal conductivity; ρS steel density; CpS steel heat 
capacity 
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Turbulent kinetic energy and specific dissipation rate were initialized at 10-9 m2/s2 and 10-3 s-1 respectively. The 

no-slip condition was set at the inner wall whereas symmetry was assigned at the vertical plane cutting the tank in 

half (see Figure 3a). 

A specific treatment was required for the definition of the thermal boundary condition on the outer wall of the 

tank. The aim was to reproduce the partial engulfment condition of the test. Only thermal radiation was considered 

as the heat transfer mechanism between the tank wall and the environment (flame and/or air). Under this 

assumption, the heat flux entering the faces of the cells laying on the external wall of the tank is calculated as 

follows: 

 𝑞𝑞 = 𝜀𝜀𝑤𝑤(𝐼𝐼𝑅𝑅 − 𝜎𝜎𝜎𝜎𝑤𝑤4)          (1) 

where 𝜀𝜀𝑤𝑤 (assumed equal to 0.9, see Section 2) is the emissivity of the external wall, Tw is the temperature of the 

external wall, σ is the Stefan-Boltzmann constant (= 5.67∙10-8 W m-2 K-4), and and IR is the incident radiation on 

the tank wall. This can be calculated as follows from the black body temperature of the radiative source (TR):  

𝐼𝐼𝑅𝑅 = 𝜎𝜎𝑇𝑇𝑅𝑅4           (2) 

The temperature of the radiative source varies according to whether the wall is in contact with the flame (in this 

case TR is equal to the value of the flame black body temperature Tf) or with the air surrounding the tank (in this 

case TR is equal to the value of the air temperature Tair). An intermediate zone is also included, in which the value 

IR is obtained using a function combining Tf and Tair. This allowed reproducing the effect of the decay of thermal 

radiation between the portion of the wall engulfed in fire and the one in contact with the external air, as discussed 

in detail in Section 3.4.  

The convective contribution to the heat transfer was excluded from the analysis in order to avoid the introduction 

of further uncertainties, due to the scarce confidence with which the convective heat transfer coefficient inside and 

outside the flame zone may be estimated. In the engulfed region, this assumption is supported by the limited 

contribution of convection, since the radiative contribution to the total heat transfer in liquid hydrocarbon pool 

fires is usually higher than 90% (Landucci et al., 2013). Furthermore, the estimation of the fire black body 

temperature (866 °C) provided in the experimental report was carried out assuming that the heat flux to the tank 

was entirely due to thermal radiation (see Section 2). Therefore, this value incorporates the convective heat transfer 

from the fire. Moreover, in the wall region in contact with air, the convective term is negative (heat is removed 

from the tank by the surrounding air). Therefore, from the process safety point of view, its exclusion from the 

analysis is a conservative assumption. 

3.2  Solution methods 
The following discretization schemes were considered: second order upwind for density, momentum, energy and 

turbulent quantities (k and ω), PRESTO! for pressure and Geo-Reconstruction for the phase volume fraction. 
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Pressure-velocity coupling was achieved using the SIMPLEC algorithm. Gradients were evaluated following the 

Least Square Cell-Based method. 

A first order implicit scheme was adopted for the transient formulation, with a time step of 0.005 s. 

At each time step, iteration was stopped when at least one of the residuals based convergence criteria (absolute or 

relative) reported in Table 2 were satisfied for all transport equations (see ANSYS Inc (2012) for more details). 

The simulations were run up to the time at which the internal pressure equalled the value at which the fire test was 

stopped (25.4 bar). 

 

Table 2: Convergence criteria adopted in the present study. 
Equation Absolute criteria Relative criteria 
Continuity 10-4 5 ∙ 10-3 
Momentum 10-4 5 ∙ 10-3 
Energy 10-7 5 ∙ 10-3 
k and ω 10-3 5 ∙ 10-2 

 
3.3 Computational domain 
Taking advantage of the symmetry of the problem (the engulfed region was centered with respect to the tank ends), 

only half of the tank was considered in the CFD simulation, as shown in Figure 3a. The computational domain 

(the tank solid wall and its internal volume, as shown in Figure 3b) was discretized using an unstructured grid 

obtained as a combination of tetrahedrons and hexahedrons with a maximum edge size of 3 cm (2 cm for the cells 

laying on the external wall). Appropriate resolution of the inner wall region, where the gradients of temperature 

and velocity are high, was achieved defining 25 inflation layers (volume growth rate of 1.1) with a first layer 

thickness of 0.2 mm (see Figure 3c). The resulting number of cells was 931,088. A grid independence study was 

successfully carried out generating a finer mesh featuring 4,792,991. 
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Figure 3: Tank portion considered for the CFD simulation (a); overview of the computational grid (b); 
(c) detail showing the increased grid resolution in the near wall region (cyan and gray cells refer to the 
fluid and the solid domains respectively). 
 
3.4 Definition of the boundary conditions for partial engulfment 
In order to simulate partial engulfment conditions, a space varying profile of the radiating temperature 

corresponding to the incident radiation on the tank outer wall was defined. As discussed in Section 3.1, three 

different zones, shown in Figure 4a, were considered.  
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Figure 4: (a) Illustration of the 3 zones defined to reproduce partial engulfment conditions; (b) profiles 
of incident radiation as a function of the angular coordinate along the circumference at the center of the 
tank (i.e. the intersection of the tank outer wall with the symmetry plane) for the four simulation cases 
(A to D) defined in Table 3. Liquid and vapor wetted portions of the tank lading at the beginning of the 
simulations are identified by the cyan (liquid) and red (vapor) dotted lines. 
 

The red zone in Figure 4a represents the engulfed region, defined in terms of the flame length along the tank axial 

direction (Lf) and the angle Θf. Here, a black body radiating temperature of 866 °C (estimated from experimental 

data, see Section 2), corresponding to an incident radiation (IF) of 95.4 kW/m2, was set as boundary condition. The 

liquid propane burners system was designed to provide a nominal value of Lf equal to 1.35 m (see Figure 1a) and 

to engulf the 25% of the tank surface. This implies that angle Θf in Figure 4a is equal to 200°. Concerning angle 

Θ0 in Figure 4a, indicating the angular coordinate where the red zone begins, it was not possible to identify a single 

value from experimental data due to the variation of flame position. Therefore, two different cases were 

considered: Θ0 = 45° and Θ0 = 60°. 

The grey zone in Figure 4a represents the region not impinged by the flame. A radiating temperature of 12°C 

(corresponding to the average ambient temperature measured during the test), corresponding to an incident 

radiation (Iair) of 0.4 kW/m2, was set in this zone. Finally, in order to mimic the effect of the decay of thermal 

radiation between the red and the grey zones, an intermediate (or transition) zone was also included (orange zone 

in Figure 4a). In this zone, the incident radiation (II) decreases from a maximum value, the radiation of the flame 

at the border of the red zone, to a minimum value equal to the radiation coming from the environment surrounding 

the tank (at the border of the grey zone). In formulas, this is expressed as follows: 

𝐼𝐼𝐼𝐼 = 𝐼𝐼𝑎𝑎𝑖𝑖𝑖𝑖 + (𝐼𝐼𝐹𝐹 − 𝐼𝐼𝑎𝑎𝑎𝑎𝑎𝑎) ∙ exp(−𝑎𝑎 ∙ 𝛿𝛿2)  (3) 
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Where IF is the incident radiation from the fire (95.4 kW/m2), Iair incident radiation from the environment 

surrounding the tank (0.4 kW/m2), 𝛿𝛿 is the distance from the border of the red zone and 𝑎𝑎 is a parameter set so that 

when 𝛿𝛿 = 𝛿𝛿𝐹𝐹 (see Figure 4a) the exponential in Eq. 3 is equal to 10-2. Thus, the radiating temperature in the 

transition zone is obtained from 𝐼𝐼𝐼𝐼 inverting Eq. 2. Despite the well controlled fire conditions during the test, it 

was not possible to obtain an accurate estimation of the extension of the transition zone as well as of the shape of 

the function describing the decay of thermal radiation between the engulfed zone and the region outside the flame. 

Furthermore, due to the limited number of thermocouples present on the outer wall, experimental data do not 

provide useful information to assess the extension and features of the transition zone. Thus, the decay of the 

thermal radiation between the engulfed zone and the region outside the flame was represented using the 

exponential function reported in Eq. 3. This ensures a smooth transition from IF to Iair, supporting numerical 

convergence. On the other hand, due to the uncertainty in defining a single value for the extension of the transition 

zone 𝛿𝛿𝐹𝐹 (and/or for parameter 𝑎𝑎), two different situations were investigated: 𝛿𝛿𝐹𝐹 = 10 cm and 𝛿𝛿𝐹𝐹 = 20 cm. Thus, 

considering also the variation of Θ0, a total of four simulations were run to validate the model, as shown in Table 

3. Figure 4b shows the profiles of incident radiation as a function of the angular coordinate along the circumference 

at the center of the tank for each of the four simulations carried out. 

Table 3: Values of Θ0, Θf, 𝛿𝛿𝐹𝐹 and Lf used in the four simulation cases carried out for model validation 
Simulation ID Θ0 𝜹𝜹𝒇𝒇 Θf 𝑳𝑳𝒇𝒇 

A 45° 10 cm 

200° 135 cm 
B 60° 10 cm 

C 45° 20 cm 

D 60° 20 cm 
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4 Results 

4.1 Pressure build-up 
The comparison between the pressurization curves obtained in the CFD simulations and the experimental data is 

reported in Figure 5.  

 
Figure 5: Comparison between the pressurization curves obtained in the four simulation cases defined 
in Table 3 and the experimental data: (a) pressure as a function of time; (b) parity plot showing simulated 
pressure values with respect to corresponding experimental data. An offset of 0.6 bar is applied to CFD 
results in order to match the initial pressure value measured in the fire test (see Section 2). 
 

Pressure curves from simulation cases C and D (see Table 3), very close to each other, are in better agreement 

with experimental data with respect to cases A and B. Actually, in the first two cases (C and D), the relative 

deviation between the calculated and the measured pressure never exceeds 12% (with the curve for simulation 

case D showing a slightly better fit of experimental data), while maximum errors as high as 16% and 18% are 

recorded for cases A and B respectively. The maximum absolute difference of simulation results with respect to 

experimental data is of 3.7, 4.8, 2.5 and 2.3 bar for simulation cases A, B, C and D respectively. These results 

suggest that, within the range considered for each parameter, 𝛿𝛿𝐹𝐹 has a stronger influence on the pressurization rate 

than angle Θ0. Furthermore, the experimental pressure curve is better matched by a higher value of 𝛿𝛿𝐹𝐹 (𝛿𝛿𝐹𝐹 = 20 

cm), regardless the value of Θ0. 
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4.2 Lading Temperatures 
The results of the analysis of the differences among the calculated and measured temperature values of the liquid 

are reported in Figure 6. In Figure 6a, for each of the 47 thermocouples measuring the liquid temperature and for 

each of the simulation cases described in Table 3, the value of ∆Ti,max is plotted versus the value of ∆𝑇𝑇𝑖𝑖. The 

difference ∆Ti,max is the maximum difference between the calculated and measured temperature for the i-th 

thermocouple. The difference ∆𝑇𝑇𝑖𝑖 is the average difference between the calculated and measured temperature for 

thermocouple i, calculated over the entire duration of the test (480 s) using a sampling interval of 1s. Due to the 

noisy reading of some of the thermocouples, experimental data have been smoothed considering a 10s moving 

mean. 

 

 

Figure 6: Comparison between calculated and measured liquid temperatures: (a) ∆𝑇𝑇𝑖𝑖 vs. ∆Ti,max for all 
the thermocouples in the liquid phase; (b) distribution of the average deviation ∆𝑇𝑇 obtained for 
simulation cases A, B, C and D (see Table 3). Red hyphens identify the mean of each distribution. Black 
hyphens are at a distance equal to the standard deviation from the mean of the distribution. Green boxes 
include the 2nd and the 3rd quartiles of the distributions. Black diamonds show the maximum and the 
minimum deviation from the experimental data. 
 

 

Figure 6 clearly shows that ∆Ti,max falls within the interval the interval -19 to 16 °C, while and ∆𝑇𝑇𝑖𝑖 is always 

between -10 and 15 ° C. For each of the simulation cases described in Table 3, Figure 6b provides a summary of 
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the error statistics showing the characteristics of the distribution of ∆𝑇𝑇, defined as the difference between the 

calculated and measured temperature, evaluated for the entire set of thermocouples at intervals of 1 s. Also in the 

case of liquid temperatures, as for pressure data, the best match of CFD results with experimental measurements 

was obtained considering 𝛿𝛿𝐹𝐹 = 20 cm (simulation cases C and D). Thus, in the following, lading temperature 

profiles will be discussed only considering simulations cases C and D.  

Figure 7 shows the comparison between temperatures from CFD simulations and experimental data for 

thermocouples placed along the vertical centerline of the tank (i.e. array I in Figure 2) at different time intervals 

since the beginning of the test. The results for the other thermocouple arrays are reported in the Supplementary 

Material (with the exclusion of data from array III, for which inconsistent measurements were recorded as 

mentioned in Section 2). As far as the temperatures of the liquid phase are concerned (i.e. the region outside the 

red shaded zone in Figure 7), CFD results reproduce the experimental data with good accuracy and limited 

differences are present among cases C and D. It is also possible to notice from the figure how the thermal 

stratification (the temperature difference between the bottom of the tank and the liquid-vapor interface) registered 

in the fire test is well replicated in CFD simulations. This is a very important aspect for the validation of the present 

modelling approach. Actually, several studies pointed out that, before Pressure Relieve Valve (PRV) opening, the 

pressurization of fired LPG tanks is driven by the temperature of the liquid-vapor interface (Aydemir et al., 1988; 

Leslie and Birk, 1991; Venart, 1999). It is therefore crucial, for a model aiming at accurately predicting pressure 

build up due to fire exposure, to be able to reproduce the vertical temperature gradient generated by free convective 

flows in the liquid phase. Such flows are three dimensional in nature and strongly dependent on the fire exposure 

mode. Hence, capturing such patters falls outside the modelling capabilities of the single and multi-zone lumped 

models commonly used in current practice by emergency responders and safety managers to predict fired tanks 

pressurization. The results shown in Figure 5 and Figure 7 demonstrate that this limitation can be overcome using 

a CFD based modelling approach as the one presented here, which is able to correctly capture the actual 

pressurization behavior of the tank, avoiding the underestimation that derives by neglecting the stratification 

phenomena, as discussed in Section 4.4. 
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Figure 7: Comparison between experimental and CFD lading temperatures along array I (see Figure 2) 
at different instants of time for cases C and D. The red shaded zone represents the vapor phase at the 
beginning of the test. Note that the extension of this decreases during the test due to liquid expansion. 
 

With respect to temperatures in the vapor phase, Figure 8 reports the comparison between CFD results and 

experimental data obtained from thermocouple 0 (Figure 2 shows the position of the thermocouple in the vapor 
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space). Figure 8a shows that after an initial time lapse (about 90s for simulation cases B and D, about 120s for 

simulation case C and about 150s for simulation case D) in which the CFD and experimental data are similar, the 

CFD results deviate considerably from the experimental data. A strong under prediction can be observed in all the 

cases following the initial time lapse. This behavior has two main causes. A first element is that thermal radiation 

inside the tank was not modelled. Actually, radiation from the inner tank wall would be partially absorbed by the 

vapor, increasing the temperature in the ullage. The second cause, probably the most relevant from the quantitative 

point of view, is the radiation error typically observed in gas temperature measurements in enclosures surrounded 

by hot walls (Carvalho and dos Santos, 1990), which may cause thermocouple to provide temperature values that 

are considerably different from the actual gas temperature (Daniels, 1968). The radiation error is known to increase 

with the increase of the wall temperature, explaining why the deviation between CFD results and experimental 

measurements becomes important only after a couple of minutes since the beginning of the test. 

 
Figure 8: (a) Comparison between temperature values provided by thermocouple 0 and gas temperature 
obtained from the four simulation cases defined in Table 3. Experimental measurements corrected 
considering the radiation error are also reported (red dotted line); (b) Position of the vapour-liquid 
interface (identified as the vertical coordinate point where αV = αL = 0.5) with respect to time since the 
start of the fire calculated by CFD simulations. 
 

Although a thorough radiation error analysis is outside the scope of the present study, an indicative estimation of 

the actual gas temperature was carried out following the procedure proposed by Brady and co workers (2015) and 
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was reported in Figure 8a (red dotted line). The details of the calculation of the radiation error are reported in the 

Supplementary Material. However, it should be remarked that the estimation of the temperature correction due to 

thermal radiation is based on a number of parameters that may be affected by strong uncertainty (Brady et al., 

2015). This applies in particular to the emissivity of the thermocouple head and to the value of the Nusselt number 

used in the thermal balance. Thus, the corrected gas temperature shown in Figure 8a only represents a rough 

approximation of the actual temperature of the vapor space around thermocouple 0. Nevertheless, the corrected 

temperature shows a higher similarity to those obtained from CFD simulations than the original temperature 

reading. 

When considering the differences among the simulation cases, Figure 8a shows that gas-phase temperatures 

obtained for cases A and C (Θ0 = 45°) are higher than those in cases B and D (Θ0 = 60°), since a higher amount of 

thermal energy enters directly into the vapor space when a lower value of Θ0 is considered. 

The comparison of results obtained in Case A and Case C (same value of Θ0, higher value of 𝛿𝛿𝐹𝐹 in case C) stresses 

the importance of the strong cooling effect of the liquid-vapor interface on the vapor space. Figure 8b shows the 

transient evolution of the liquid-vapor interface position since the start of the fire in the different simulation cases. 

The interface position was identified as the vertical coordinate point where αV = αL = 0.5 (see E01 and E02 in 

Table 1). As shown in Figure 7, the thermal gradient above the interface is quite high, with values up to 15 K/cm. 

Therefore, even a small difference in the liquid-vapor interface position has a strong effect on the temperature 

value registered in the overhead region. Comparing the results reported in panels (a) and (b) of Figure 8, it is 

possible to observe that, as the level of the gas-liquid interface gradually raises, the slope of the curve showing the 

temperature increase with respect to time decreases, in coherence with experimental data. The higher values of the 

interface level obtained for case C results in lower gas-phase temperatures (up to 20°C) measured at the position 

of thermocouple 0. 
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4.3 Wall Temperatures 
Figure 9 shows a comparison among the measured and calculated temperatures of the outer wall of the tank shell.  

 
Figure 9: Comparison between simulated external wall temperature profiles at the central section of the 
tank and wall thermocouples measurements at different intervals of time since the start of the fire. The 
red shaded zone represents the portion of the wall in contact with the vapor at the beginning of the test, 
whose extension decreases during the test due to liquid expansion. Results obtained for the four 
simulation cases defined in Table 3 are shown.  
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The comparison between experimental data and CFD results shows a general good agreement for all the four 

simulations. In particular, the CFD model accurately reproduces the sharp temperature drop in correspondence 

with the liquid vapor interface (at the left and right sides of the red shaded zone highlighted in Figure 9). As 

observed in many other fire tests (see, for instance, Anderson et al., 1974 and Moodie et al., 1985), this drop is a 

consequence of the higher heat transfer coefficient in the liquid phase. 

Focusing on wall thermocouple W12 (positioned at Θ = 45°), it is possible to observe that the experimental 

measurements are much better reproduced in the simulation cases assuming Θ0 = 45° (i.e. cases A and C). This, 

together with similar observations made on pressurization curves and liquid phase temperature data, suggests that 

the thermal boundary condition assumed for case C in Table 3 (Θ0 = 45° and 𝛿𝛿𝐹𝐹 = 20 cm) is that which 

approximates more accurately the actual fire exposure obtained in the experimental test. In all the cases (both 

simulations and test), the highest temperature is recorded at the top of the tank (Θ = 90 °C). Maximum temperature 

values are well beyond the value where thermal wakening of carbon steel becomes important (CEN - European 

Committee for Standardization, 1998). This explains the rupture pattern observed in the fire test: a crack formed 

at the top of the tank and propagated in the axial direction up to the limits of the engulfed area, stopping where the 

wall was colder (Birk et al. (2006a). 

Overall, the CFD results shown in Figures 5, 7 and 9 provide a satisfactory simulation of the pressure and 

temperatures recorded during the experimental fire test. Thus, the CFD modelling approach proposed in the present 

study should be considered a reliable tool for the analysis of LPG tanks exposed to complex fire conditions such 

as partial engulfment. 

 

4.4 Flow field and thermal stratification 
As mentioned above, thermal stratification is a result of the local flow field characteristics, which determine the 

tank pressurization curve. Figure 10a shows a map of the vertical component of the velocity (uz) at 60 s over the 

the horizontal plane passing through the center of the tank. Quite low values of uz (- 0.05 < uz < 0.05 m/s ) can be 

observed all over the plane with the exception of the near wall region in correspondence with the engulfed zone 

(delimited by the red line), where the free convective layer stands out. Starting from a null value at the wall, uz 

rises quickly (within few mm from the wall) reaching a maximum that oscillates (along the x-coordinate where 

the velocity peaks are varying with time) between 0.3 and 0.6 m/s and then falls back to an approximately zero 

value within about 4 cm from the wall. A fast drop of uz is also visible moving from the border of the engulfed 

zone throughout the transition zone (i.e. moving from the red line to the orange one along the x-coordinate in 

Figure 10). Flow field characteristics similar to those just described are observed during the entire simulation. 

However, as time advances, the peaks in of uz show progressively lower values and the oscillatory behavior along 
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the x-coordinate disappears. This can be observed in Figure 10b, showing the vertical velocities near the end of 

the simulation (480 s). 

  

 
Figure 10: Map of the vertical component of the velocity (uz) over the horizontal plane passign through 
the center of the tank (the contour surface was obtained by verticaly translating the the points on such 
plane by a distance proportional to the vertical velocity) after 60 s (a) and 480 s (b) 
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The peculiar characteristics of the free convective layer in correspondence with the engulfed zone 

determine a continuous intake of warm liquid that accumulates in the region beneath the liquid-vapor 

interface. This is clearly shown in Figure 11, reporting streamlines departing from the 10 black points 

highlighted in figure, which are equally spaced along a horizontal line (parallel to the tank axis), 1 cm 

away from the wall exposed to fire. Vectors composing each streamline are placed at an interval of 0.5 s 

to one another and extend for a total duration of 15 s. The yellow surface in Figure 11 cuts the liquid 

domain where the temperature equals the saturation temperature at the tank pressure (T*(p)) reduced by 

10 °C. Considering Figure 11a (120s after the start of the fire) it can be observed how the warm liquid in 

correspondence with the engulfed zone rises along the wall (also recalling liquid from outside the 

engulfed zone), follows a path parallel to the liquid-vapor interface and then deviates towards the tank 

end giving place to a recirculation cell. The flow field thus promotes the formation of a warm liquid layer 

(the region above the yellow surface is warmer than the one below), not limited to the area in the 

proximity of the engulfed zone, but extended beneath the entire liquid-vapor interface. A similar behavior 

is present in Figure 11b and c (respectively 240s and 360s after fire start). It is interesting to notice that 

the volume of the liquid featuring a temperature above T*(p) – 10 °C is reduced when the time since the 

fire start is increased (e.g. compare Figure 11a (120 s) to Figure 11c (240 s)), confirming that the 

phenomenon of thermal stratification intensifies with time. 
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Figure 11: Streamlines departing from the 10 black points equally spaced along a horizontal line 
(parallel to the tank axis) at 1 cm from the wall exposed to fire at 120 (a), 240 (b) and 360 (c). Vectors 
composing each streamline are placed at an interval of 0.5 s to one another and extend for a total 
duration of 15 s. The yellow surface cuts the liquid domain where the temperature equals the saturation 
temperature at the tank pressure (T*(p)) reduced by 10 °C.  
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5 Discussion 
The analysis of CFD results obtained in the simulation of the representative fire test selected proved that the 

modelling approach proposed is capable of reproducing experimental measurements for partial engulfment 

conditions with good accuracy. The parametric study of the geometrical features of the engulfed zone allowed 

identifying the boundary condition that better matches the fire exposure scenario obtained in the experiment. This 

highlights the importance of carefully designing fire systems in large-scale experimental tests, in order to achieve 

a good control of the fire shape and heat flux to the target. Thus, burners array should certainly be preferred to 

pool fires (obtained igniting a flammable liquid pool beneath the tank) in medium and large scale fire tests, due to 

the higher fire stability and therefore to the reproducibility of data. Actually, the well-defined and stable fire 

conditions achieved in the reference fire test selected allowed obtaining a satisfactory agreement between 

calculated and measured pressure curves. The same was obtained for wall and liquid temperatures, while an 

accurate comparison with experimental results was not possible for vapour phase temperature due to radiation 

error affecting experimental data. 

The results obtained represent a step forward in modelling pressure vessels exposed to fire accident scenarios for 

the reasons discussed in the following. The CFD approach validated extends considerably the range of fire 

scenarios that can reliably be analysed, in particular considering the limits of lumped models used in current 

practice by emergency responders and risk analysts. In fact, none of such simplified models is nowadays able to 

predict, with a reasonable degree of confidence, the response of pressure vessels exposed to partially engulfing 

pool fires, jet fire impingement, and other fire scenarios featuring 3D characteristics (e.g. fireballs, or fire exposure 

in the presence of defective thermal insulation, wildfire fronts at the wildland-urban and wildland industrial 

interface). Actually, they do not allow the user to accurately specify complex fire loads. In perspective, the results 

obtained may be used for the training of such models in order to extend their prediction capabilities to account, at 

least by a conservative approach, for these scenarios. 

This aspect is of particular importance since zone or lumped models currently used in design and emergency 

planning, being not able to capture stratification phenomena as those discussed in Section 4.4, may provide under-

conservative results. An example is reported in Figure 12, where the results provided by the CFD simulation of 

case C (see Table 3) are compared to those obtained by the simulation of the experimental test using a zone model, 

RADMOD. Details on how the RADMOD simulation was carried out are reported in the Supplementary Material. 

The RADMOD zone model, developed by Cozzani and coworkers (Cozzani et al., 2006; Gubinelli, 2005), was 

applied in several studies to calculate the time to failure of tanks exposed to fire radiation (e.g. see Khakzad, 2019; 

Landucci et al., 2009; Ricci et al., 2021). 

Figure 12a reports the difference between the pressure in the tank (p) and the saturation pressure calculated at the 

average liquid temperature (p*(TL_ave)), while Figure 12b reports the difference between the average liquid 
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temperature (TL_ave) and the saturation temperature calculated at the tank pressure (T*(p)), obtained using the CFD 

model. Both curves represent a measure of thermal stratification. The pressure curve shows that the pressure builds 

up much faster than the saturation pressure at the average liquid temperature. The temperature curve increases 

continuously up to a value of around 21°C, showing that most of the liquid phase deviates considerably from 

equilibrium conditions towards a subcooled state. 

Figure 12b also shows the difference between CFD and RADMOD results in terms of average liquid temperature 

(blue dotted line) and tank pressure (red dotted line). The average liquid temperature calculated by the two models 

is almost the same (the blue dotted line never exceeds 1 °C), while the difference in the prediction of tank 

pressurization is evident, and becomes equal to more than 8 bar at the end of the simulation. In the RADMOD 

model, the tank pressure corresponds to the saturation pressure calculated at the liquid temperature. Thus, the 

results of the above comparison suggest that both modelling approaches accurately predict the amount of thermal 

energy transferred from the fire to the liquid phase, but only the CFD model is able to reproduce the pressurization 

curve measured during the experiment. 

The inability of the zone model in capturing thermal stratification leads to the under-conservative results shown 

in Figure 12a. The zone model provides a relevant under-prediction of the pressure in the tank when compared to 

experimental data. The time to reach 25.4 bar, the maximum pressure value recorded in the experimental test, is 

about 1.7 times higher when using the zone model.  

 
Figure 12: (a) Comparison of experimental results for pressure versus time obtained in the experimental test to 
CFD simulations (Case C in Table 3) and RADMOD zone model results; (b) Effect of thermal stratification on 
key operating parameters of the vessel exposed to fire in the experimental test simulated: differences between i) 
the average liquid temperature TL_ave and the saturation temperature calculated at the tank pressure T*(p) 
obtained from CFD simulations (Case C); ii) the pressure in the tank, p, and the saturation pressure of pure 
propane calculated at the average liquid temperature, p*(TL_ave); iii) the pressure obtained from CFD and 
RADMOD simulations of the experimental test; and iv) the average liquid temperature obtained from CFD and 
RADMOD simulations of the experimental test.  
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The CFD approach developed resulted in a robust and validated tool for the study of the key phenomena driving 

pressure build-up due to fire exposure in real-size vessels, limiting the need for full-scale fire tests, which are 

expensive, time consuming and pose relevant safety and environmental issues. In this perspective, the analysis 

reported in Sections 4.3 represents an example of how the CFD modelling approach may be considered as a “digital 

twin” of a fire test, and can be used to investigate in detail the internal flow field generated as a consequence of 

local fire exposure, affecting heat propagation throughout the tank and determining its rate of pressurization. 

The safety of pressurized vessels would undoubtedly benefit from the application of the model to a parametric 

analysis aimed at assessing the effects of different fire exposure modes, heat fluxes, filling degrees and tank 

geometries on the thermo-fluid dynamic response of the tank. In perspective, the CFD model may also be used as 

a virtual workbench to test the effectiveness of thermal protection systems. For instance, simulations may be run 

to estimate the minimum thickness of thermal insulation required to ensure tank integrity. CFD simulations may 

as well support the design of water mist systems, indicating the most effective disposition of nozzles and their 

optimum flow rate. In addition, a reliable estimation of the pressurization rate generated by a specific fire scenario 

may be useful to ensure a correct PRV sizing and to estimate depressurization time in process and storage vessels. 

More in general, the model may drive improvements in the design of pressurized vessels and safety systems, 

increasing the safety of storage and transportation operations, as well as emergency response planning. 

Among the drawbacks of the CFD approach, the computational time stands out. On an Intel® Core™ i9-9940 

CPU @ 3.30GHz (simulations were carried in parallel on 16 logical processors), it took approximately 30 min to 

simulate 1s real time. The simulation of the entire test took approximately 10 days. Considering that the 

computational domain in the present study was limited to half of the tank volume (thanks to the symmetric nature 

of the problem), and that real-size storage and transportation tanks have much wider volumes than the tank used 

in the reference fire test, the modelling approach considered at the state is not adequate if a quick assessment of 

tank response is needed. This issue will possibly be solved in the future, although transient solutions as the training 

of surrogate models or the extension of the existing lumped models by empirical add-ons are advisable for the 

management of emergency planning and process safety issues. 

In perspective, further problems still need to be thoroughly explored: the performance of defective thermal 

insulation (see for instance the studies carried out by Yoon and Birk (2004) and Scarponi et al. (2017)) and, mostly, 

the fluid behaviour after the opening of the PRV. Additional research is needed also to address the integration of 

fluid-dynamic simulations with the stress analysis of the tank, aiming at a more detailed and less conservative 

approach in the prediction of tank failure (Manu et al., (2009)). Pressure rise data and transient wall temperature 

maps form CFD simulations may be used as time and space varying boundary condition for finite element analysis, 

with the aim of accurately reproducing the mechanical and thermal stresses in the tank walls. The results of such 

analysis may provide new insights on the rupture pattern of tanks under fire exposure. 
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6 Conclusions 
The availability of models for the prediction of the behavior of pressurized tanks under fire exposure is a key 

element to improve the design of tanks and of fire protection systems. Robustness and accuracy of such models 

are essential requirements, since they are applied to process and transportation safety. These features pass through 

the model ability to reproduce the basic physical phenomena underlying tank heat up and pressurization. A CFD 

modelling approach previously validated against full engulfing pool fire tests was validated in the present study to 

simulate partial engulfment conditions. The detailed comparison of pressure build-up, lading temperature and wall 

temperature predictions with the results of an experimental fire test proved the ability of the model in capturing 

the complex phenomena leading to thermal stratification of the liquid and fast pressurization. This confirms that 

the CFD model developed is a reliable tool for the simulation of pressure tanks under fire exposure also when 

complex fire conditions, such as partial engulfment, are considered. In perspective, this allows for the simulation 

of fire scenarios where lumped/zone models currently used may provide under-conservative results. 

Moreover, the CFD model developed allows investigating key phenomena occurring at local scale, that are hard 

(if not impossible) to analyze during experimental fire tests. These results thus represent a valuable source of 

information, which may drive improvements in vessel design and increase the safety of storage and transportation 

operations, reducing the need for expensive and time-consuming full-scale fire tests. 
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