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Abstract

Additive cellular automata over a finite abelian group are a wide class of cellular
automata (CA) that are able to exhibit the complex behaviors of general CA and are
often exploited for designing applications in different practical contexts. We provide
decidable characterizations for Additive CA of the following important properties
defining complex behaviors of complex systems: injectivity, surjectivity, equicon-
tinuity, sensitivity to the initial conditions, topological transitivity, and ergodicity.
Since such properties describe the main features required by real systems, the deci-
sion algorithms from our decidability results are then important tools for designing
proper applications based on Additive CA. Indeed, we describe how our results can
be exploited in some emblematic applications of cryptosystems, a paradigmatic and
nowadays crucial applicative domain in which Additive CA are extensively used.
We deal with methods for data encryption and, namely, we propose some strong
modifications to the existing schemes in order to increase their security level and
make attacks much harder.

Keywords: Cellular Automata, Additive Cellular Automata, Decidability, Complex
Systems, Data Encryption

1. Introduction

Cellular automata (CA) are widely known formal models that find application in
several disciplines and their different subdomains (for recent results and an up-to
date bibliography on CA see for instance [20, 1, 16, 9, 10, 14], while for simulations
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of complex systems by CA see for instance [26, 4, 25, 22, 21]). This is essentially
due to three reasons: the huge variety of distinct CA dynamical behaviors; the
emergence of complex behaviors from simple local interactions; the ease of their
implementation (even at a hardware level).

In practical applications one needs to know if the CA used for modelling a certain
system exhibits some specific property. However, this can be a severe issue. Indeed,
Jarkko Kari proved a strong result stating (roughly speaking) that all non-trivial
dynamical behaviors are undecidable [28]. From this seminal result, a long sequence
followed.

Luckily, the undecidability issue can be tackled by imposing some constraints on
the model. In the specific case of this paper, the alphabet and the global updating map
are constrained to be a finite abelian group and an additive function, respectively,
giving rise to Additive CA over a finite abelian group (or, briefly, Additive CA). We stress
that such requirements do not prevent Additive CA at all from being successfully
used for practical purposes. On the contrary, since Additive CA are able to exhibit
the complex behaviors of general CA, they are often exploited for designing many
applications.

Decidable characterizations of the dynamical properties for Additive CA essen-
tially exist only for the subclass of linear CA (LCA) over (Z/mZ)n, i.e., those with
linear local rule defined by n× n matrices over (Z/mZ) (see [29, 3, 11] for results
involving any n ≥ 1, while see [33, 6, 23] for n = 1). The present paper provides
decidable characterizations of injectivity, surjectivity, equicontinuity, sensitivity to
the initial conditions, topological transitivity, and ergodicity for Additive CA over
a finite abelian group. By means of an embedding of an Additive CA over a finite
abelian group into a linear CA over a bigger alphabet (which is a commutative
ring), the proof technique essentially consists in lifting each of the above mentioned
properties from the linear CA to the additive one.

Let us emphasize the significance of our results in real-world scenarios. Since
the properties under consideration often describe the main features required by real
systems to ensure a good functioning for themselves, the decision algorithms derived
from Theorems 18, 23, 24, 25, and Corollary 26 are then important tools for design-
ing proper applications based on Additive CA. Indeed, applications involves systems
that necessarily must exhibit one or more among the following features of complex
systems: reversibility, reachability, stability, instability, stronger form of instability,
ergodicity, etc.. The formal properties investigated in this paper just describe these
features. Namely, injectivity and surjectivity make reference to reversibility, surjec-
tivity alone is necessary to ensure any form of reachability, equicontinuity is just
stability, sensitivity to the initial condition is the most recognized form of instability,
topological chaos is a stronger form of instability defined by topological transitivity,
denseness of periodic points, and sensitivity (see [24, 5]), while transitivity alone
is a form of reachability, and the formal property of ergodicity just describes the
ergodicity feature itself.

A paradigmatic and nowadays crucial applicative domain in which CA are ex-
tensively used is that of cryptosystems. We then illustrate how our decidability
results can be exploited in some emblematic cryptographic applications such as block
encryption and secret sharing schemes. In particular, since the choice of the local
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rule plays an important role to get a method of high quality in several respects, the
class of Additive CA is richer than LCA, injectivity and reversibility are equivalent for
general CA, and, furthermore, chaos, topological transitivity and ergodicity coincide
for Additive CA over a finite abelian group [12], we propose some strong modifica-
tions to the existing methods based on CA, namely, the use of Additive CA instead
of the simpler LCA and the addition of the decision algorithms from Theorems 24
and 25 whenever reversibility and a transitivity/chaotic/ergodicity feature, respec-
tively, is required by the system. Actually, cryptosystems always have to exhibit
such features. Indeed, as to encryption systems, reversibility allows recovering the
original data from the encrypted ones, while for general cryptosystems ergodicity
and chaos ensure the confusion and diffusion conditions which in turn ensure an
appropriate degree of security [2, 39].

Obviously, our results can be also exploited in all the scientific fields and all the
applications where Additive CA are used.

The paper is structured as follows. Next section introduces all the necessary
background and formal definitions. Section 3 recalls the known results about linear
CA over (Z/mZ)n. Section 4 contains the new results, while Section 5 illustrates their
impact in cryptographic applications. In the last section we draw our conclusions
and provide some perspectives.

Acknowledgements

DG thanks the Mathematisches Forschungsinstitut Oberwolfach for its hospitality.

2. Background

Let S be a finite set. A configuration over S is a map from Z to S. We consider the
following space of configurations SZ = {c| c : Z→ S} . Each element c ∈ SZ can be
visualized as an infinite one-dimensional cell lattice in which each cell i ∈ Z contains
the element c i ∈ S. The space SZ is endowed with the standard Tychonoff metric d.

Let r ∈ N and δ : S2r+1→ S be any map. We say that δ is a local rule of radius r.

Definition 1 (Cellular Automaton). A one-dimensional CA based on a radius r local
rule δ is a pair (SZ, F), where F : SZ → SZ is the global transition rule defined as
follows:

∀c ∈ SZ, ∀i ∈ Z, F(c)i = δ (c i−r , . . . , c i+r) . (1)

We stress that the local rule δ completely determines the global rule F of a CA. We
also recall that any map F : SZ→ SZ is the global transition rule of a CA if and only
if F is (uniformly) continuous and F ◦σ = σ ◦ F , where σ : SZ→ SZ is the shift map
defined as ∀c ∈ SZ, ∀i ∈ Z, σ(c)i = c i+1. From now on, when no misunderstanding
is possible, we identify a CA with its global rule. Moreover, whenever an ergodic
property is considered for CA, µ is the well-known Haar measure over the collection
M of measurable subsets of SZ, i.e., the one defined as the product measure induced
by the uniform probability distribution over S.
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For the definitions of the standard dynamical properties under consideration as
equicontinuity, sensitivity to the initial conditions, topological transitivity, ergodicity,
and all the other topological mixing and ergodic conditions, we address the reader
for instance to [31, 11].

2.1. Additive and Linear Cellular Automata

Let us introduce the background of Additive CA. The alphabet S will be a finite
abelian group G, with group operation +, neutral element 0, and inverse operation
−. In this way, the configuration space GZ turns out to be a finite abelian group,
too, where the group operation of GZ is the componentwise extension of + to GZ.
With an abuse of notation, we denote by the same symbols +, 0, and − the group
operation, the neutral element, and the inverse operation, respectively, both of G
and GZ. Observe that + and − are continuous functions in the topology induced by
the metric d. A configuration c ∈ GZ is said to be finite if the number of positions
i ∈ Z with c i 6= 0 is finite.

Definition 2 (Additive Cellular Automata). An Additive CA over a abelian finite
group G is a CA (GZ, F) where the global transition map F : GZ → GZ is an endo-
morphism of GZ.

The sum of two Additive CA F1 and F2 over G is naturally defined as the map on GZ

denoted by F1 + F2 and such that

∀c ∈ GZ, (F1 + F2)(c) = F1(c) + F2(c)

Clearly, F1 + F2 is an Additive CA over G.

We now recall the notion of linear CA, an important subclass of Additive CA.
We stress that, whenever the term linear is involved, the alphabet S is Kn, where
K= Z/mZ for some positive integer m. Both Kn and (Kn)Z become K-modules in
the obvious (i.e., entrywise) way.

A local rule δ : (Kn)2r+1→ Kn of radius r is said to be linear if it is defined by
2r + 1 matrices A−r , . . . , A0, . . . , Ar ∈Kn×n as follows:

∀(x−r , . . . , x0, . . . , x r) ∈ (Kn)2r+1, δ(x−r , . . . , x0, . . . , x r) =
r
∑

i=−r

Ai · x i .

Definition 3 (Linear Cellular Automata (LCA)). A linear CA (LCA) over Kn is a
CA based on a linear local rule.

Let Kn[X , X−1] and Kn[[X , X−1]] denote the set of Laurent polynomials and the
set of Laurent series, respectively, with coefficients in Kn. A configuration c ∈ (Kn)Z

can be associated with the Laurent series

P c(X ) =
∑

i∈Z

c iX
i =





c1(X )
...

cn(X )



=





∑

i∈Z c1
i X i

...
∑

i∈Z cn
i X i



 ∈
�

K[[X , X−1]]
�n ∼=Kn[[X , X−1]] .
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Then, if F is the global rule of a LCA defined by A−r , . . . , A0, . . . , Ar , one finds

P F(c)(X ) = A · P c(X )

where

A=
r
∑

i=−r

AiX
−i ∈K[X , X−1]n×n

is the the matrix associated with the LCA F . In this way, for any integer t > 0 the
matrix associated with F t is At , and then P F t (c)(X ) = At · P c(X ) .

3. Known Results about Additive and Linear CA

Let us start with with sensitivity and equicontinuity for LCA over Kn. First of all,
we remind that a dichotomy between sensitivity and equicontinuity holds for LCA.
Moreover, these properties are characterized by the behavior of the powers of the
matrix associated with a LCA.

Proposition 4 ([15]). Let
�

(Kn)Z , F
�

be a LCA over Kn and let A be the matrix
associated with F. The following statements are equivalent:

1. F is sensitive to the initial conditions;
2. F is not equicontinuous;
3.
�

�{A1, A2, A3, . . .}
�

�=∞.

The decidability result concerning sensitivity and equicontinuity has been re-
cently reached in [13] by means of a deep algebra result and the decidability of
sensitivity and equicontinuity for the subclass of LCA over Kn with associated matrix
in Frobenius normal form [15].

Theorem 5 ([13]). Sensitivity and equicontinuity are decidable for LCA over Kn.

It is well-known that injectivity and surjectivity are decidable for general CA.
As to LCA over Kn, there was also provided a characterization of these properties
in terms of the determinant of the matrix associated with a LCA (the decidability
of such characterization follows from the fact that injectivity and surjectivity are
decidable for LCA over K, see [27]).

Theorem 6 ([3, 29]). Injectivity and surjectivity are decidable for LCA over Kn. In
particular, a LCA F over Kn is injective (resp., surjective) if and only if the determinant
of the matrix associated with F is the Laurent polynomial associated with an injective
(resp., surjective) LCA over K.

The decidability of chaos, ergodicity, topologically transitivity, and other ergodic
and mixing properties for LCA overKn has been recently proved in [11]. Furthermore
in [12], we showed the equivalence of all the mixing and ergodic properties for
Additive CA over a finite abelian group. Summarizing, the following holds.

5



Theorem 7 ([11, 12]). Let F be any Additive CA over a finite abelian group. The
following statements are equivalent: (1) F is chaotic; (2) F is ergodic; (3) F is
topologically transitive; (4) F is surjective and for every integer t > 0 it holds that
F t − I is surjective (I is the identity map); (5) F is topologically mixing; (6) F is weak
topologically transitive; (7) F is totally transitive; (8) F is weakly ergodic mixing; (9)
F is ergodic mixing.
Moreover, all the previously mentioned properties are decidable for LCA over Kn. In
particular, when K = Z/pkZ, given any LCA F over Kn, all the previous statements are
equivalent to the following condition:

det(A mod p) 6= 0 and det((Apkt−1−In) mod p) 6= 0 for all for all t ∈ {1, . . . , n},

where A is the matrix associated with F, In is the n×n identity matrix, and the operator
mod p over a matrix means that all coefficients appearing inside that matrix are taken
modulo p.

4. From Linear to Additive CA

In this section we are going to prove that sensitivity, equicontinuity, topological
transitivity, and all the properties equivalent to the latter are decidable also for
Additive CA. For each of them we will reach the decidability result by extending the
analogous one obtained for LCA to the wide class of Additive CA. In a similar way,
we provide a decidable characterization of injectivity and surjectivity for Additive CA.

We recall that the local rule δ : G2r+1→ G of an Additive CA of radius r over a
finite abelian group G can be written as

∀(x−r , . . . , x r) ∈ G2r+1, δ(x−r , . . . , x r) =
r
∑

i=−r

δi(x i) (2)

where the functions δi are endomorphisms of G.

The fundamental theorem of finite abelian groups states that every finite abelian
group G is isomorphic to

⊕h
i=1Z/kiZ where the numbers k1, . . . , kh are powers of

(not necessarily distinct) primes and ⊕ is the direct sum operation. Hence, the global
rule F of an Additive CA over G splits into the direct sum of a suitable number h′ of
Additive CA over subgroups G1, . . . , Gh′ with h′ ≤ h and such that gcd(|Gi |, |G j |) = 1
for each pair of distinct i, j ∈ {1, . . . , h′}. Each of them can be studied separately
and then the investigation of the dynamical behavior of F can be carried out by
combining together the results obtained for each component.

Let us illustrate the application of the fundamental theorem of finite abelian
group to Additive CA by means of the following.

Example 8. Let F be an Additive CA over G ∼= Z/2Z×Z/16Z×Z/32Z×Z/5Z×
Z/5Z×Z/49Z. Then, F splits into the direct sum of 3 Additive CA F1, F2, and F3
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over Z/2Z×Z/16Z×Z/32Z, Z/5Z×Z/5Z, and Z/49Z, respectively. Hence, F is
topological transitive iff both F1, F2, and F3 are topological transitive, while F is
sensitive to initial conditions iff at least one Additive CA among F1, F2, and F3 is
sensitive to the initial conditions.

Three different situations can occur.

(S1) G ∼= Z/pkZ. The alphabet G turns out to be a cyclic group and Additive CA over
Z/pkZ are just LCA over Z/pkZ. Decidable characterizations of all the dynami-
cal properties under consideration have been provided a few decades ago [33].

(S2) G ∼= (Z/pkZ)n with n> 1. Again, Additive CA over G coincide with LCA over
G, but G = (Z/pkZ)n is not a cyclic group and this makes the investigation of
the dynamical properties much more difficult than the case n= 1. However,
as recalled in Section 3, we recently succeeded in showing decidable charac-
terizations of sensitivity, equicontinuity, transitivity, and ergodicity, while a
characterization of injectivity and surjectivity had been already exhibited.

(S3) G ∼=
⊕n

i=1Z/p
kiZ. In this situation (Z/2Z×Z/16Z×Z/32Z of Example 8), the

group G is once more not cyclic and F turns out to be a subsystem of a suitable
LCA. Therefore, the study of the dynamical behavior of F is even harder than
in situation (S2). We do not even know easy checkable characterizations of
basic properties like surjectivity or injectivity so far. We will provide them in
the sequel as we stated at the beginning of this section.

Assumption. Hence, without loss of generality, in the sequel we can assume that

G = Z/pk1Z× . . .×Z/pknZ

with k1 ≥ k2 ≥ . . .≥ kn in order to reach our goal.

For any i ∈ {1, . . . , n} let us denote by e(i) ∈ GZ the bi-infinite configuration such
that e(i)0 = ei and e(i)j = 0 for every integer j 6= 0.

Definition 9. Let (GZ, F) be an Additive CA over G. We say that e(i) ∈ GZ spreads
under F if for every ` ∈ N there exists k ∈ N such that F k(e(i)) j 6= 0 for some integer
j with | j|> `.

Remark 10. Whenever we consider Pe(i)(X ) ∈ G[[X , X−1]], we will say that Pe(i)(X )
spreads under F if for every ` ∈ N there exists k ∈ N such that P F k(e(i))(X ) has at
least one component with a non null monomial of degree which is greater than ` in
absolute value. Clearly, Pe(i)(X ) spreads under F if and only if e(i) spreads under F .

Let Ĝ = (Z/pk1Z)n. Define the map ψ : G→ Ĝ as follows

∀h ∈ G, ∀i = 1, . . . , n, ψ(h)i = hi pk1−ki ,

where, for a sake of clarity, we stress that hi denotes the i-th component of h, while
pk1−ki is just the (k1 − ki)-th power of p.

7



Definition 11. We define the functionΨ : GZ→ ĜZ as the componentwise extension
of ψ, i.e.,

∀c ∈ GZ, ∀ j ∈ Z, Ψ(c) j =ψ(c j) .

It is easy to check thatΨ is continuous and injective. Since every configuration c ∈ GZ

(or ĜZ) is associated with the Laurent series P c(X ) ∈ G[[X , X−1]] (or Ĝ[[X , X−1]]),
with an abuse of notation we will sometimes consider Ψ as map from G[[X , X−1]]
to Ĝ[[X , X−1]] with the obvious meaning.

For any Additive CA over G, we are now going to define a LCA over (Z/pk1Z)n

associated with it. With a further abuse of notation, in the sequel we will write
p−m with m ∈ N even if this quantity might not exist in Z/pkZ. However, we will
use it only when it multiplies pm′ for some integer m′ > m. In such a way pm′−m is
well-defined in Z/pkZ and we will note it as product p−m · pm′ .

Definition 12. Let (GZ, F) be any Additive CA and let δ : G2r+1 → G be its local
rule defined, according to (2), by 2r + 1 endomorphisms δ−r , . . . ,δr of G . For each
z ∈ {−r, . . . , r}, we define the matrix Az = (a

(z)
i, j )1≤i≤n, 1≤ j≤n ∈ (Z/pk1Z)n×n as

∀i, j ∈ {1, . . . , n}, a(z)i, j = pk j−ki ·δz(e j)
i

The LCA associated with the Additive CA (GZ, F) is (ĜZ, L), where L is defined by
A−r , . . . , Ar or, equivalently, by A=

∑r
z=−r AzX−z ∈ Z/pk1Z

�

X , X−1
�n×n

.

Remark 13. Since every δz is an endomorphism of G, by construction A turns out
to be well-defined.

Remark 14. The following diagram commutes

GZ
F

−−−−→ GZ

Ψ





y





y
Ψ

ĜZ −−−−→
L

ĜZ

,

i.e., L ◦Ψ = Ψ ◦ F . Therefore we say that (ĜZ, L) is the LCA associated with (GZ, F)
via the embedding Ψ. Let us stress that we can not state that (GZ, F) is topologically
conjugated (i.e., homeomorphic) to (ĜZ, L). Indeed, (GZ, F) is a subsystem of
(ĜZ, L) and the subsystem condition alone is not enough in general to lift dynamical
properties from a one system to the other one. Despite this obstacle, in the sequel
we will succeed in doing such a lifting.

4.1. Sensitivity and Equicontinuity for Additive Cellular Automata

Let us start with the decidability of sensitivity and equicontinuity.

Lemma 15. Let (GZ, F) be any Additive CA. If for some i ∈ {1, . . . , n} the configuration
e(i) ∈ GZ spreads under F then (GZ, F) is sensitive to the initial conditions.
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Proof. We prove that F is sensitive with constant ε = 1. Let e(i) ∈ GZ be the configu-
ration spreading under F . Choose arbitrarily an integer ` ∈ N and a configuration
c ∈ GZ. Let t ∈ N and j /∈ {−`, . . . ,`} be the integers such that F t(e(i)) j 6= 0. Con-
sider the configuration c′ = c +σ j(e(i)). Clearly, it holds that d(c, c′) < 2−` and
F t(c′) = F t(c) + F t(σ j(e(i))) = F t(c) +σ j(F t(e(i))). So, we get d(F t(c′), F t(c)) = 1
and this concludes the proof.

In order to prove the decidability of sensitivity, we need to deal with the following
notions about Laurent polynomials.

Definition 16. Given any polynomial p(X ) ∈ Z/pk1Z
�

X , X−1
�

, the positive (resp.,
negative) degree of p(X ), denoted by deg+[p(X )] (resp., deg−[p(X )]) is the maxi-
mum (resp., minimum) degree among those of the monomials having both positive
(resp., negative) degree and coefficient which is not multiple of p. If there is no
monomial satisfying both the required conditions, then deg+[p(X )] = 0 (resp.,
deg−[p(X )]=0).

Lemma 17. Let (ĜZ, L) be a LCA and let A ∈ Z/pk1Z
�

X , X−1
�n×n

be the matrix
associated with L. If (ĜZ, L) is sensitive then for every integer m ≥ 1 there exists an
integer k ≥ 1 such that at least one entry of Ak has either positive or negative degree
with absolute value which is greater than m.

Proof. We can write A= B + p · C for some B, C ∈ Z/pk1Z
�

X , X−1
�n×n

, where the
monomials of all entries of B have coefficient which is not multiple of p. Assume
that there exists a bound b ≥ 1 such that for every k ≥ 1 all entries of Ak have degree
less than b in absolute value. Therefore, it holds that

�

�{Ak, k ≥ 1}
�

�<∞ and so, by
Proposition 4, (ĜZ, L) is not sensitive.

We are now able to prove the following important result.

Theorem 18. Let (GZ, F) be any Additive CA over G and let (ĜZ, L) be the LCA
associated with F via the embedding Ψ. Then, the CA (GZ, F) is sensitive to the initial
conditions if and only if (ĜZ, L) is. Moreover, the CA (GZ, F) is equicontinuous if and
only if (ĜZ, L) is.

Proof. Let us start with the equivalence between sensitivity of (GZ, F) and sensitivity
of (ĜZ, L).
=⇒: Assume that (ĜZ, L) is not sensitive. Then, by Proposition 4, there exist two
integers k ∈ N and m > 0 such that Lk+m = Lk. Therefore, we get Ψ ◦ F k+m =
Lk+m ◦ Ψ = Lk ◦ Ψ = Ψ ◦ F k. Since Ψ is injective, it holds that F k+m = F k and so
(GZ, F) is not sensitive.
⇐=: Assume that (ĜZ, L) is sensitive and for any natural k let Ak = (a(k)i, j )1≤i≤n, 1≤ j≤n

be the k-th power of A∈ Z/pk1Z
�

X , X−1
�n×n

, where A is the matrix associated with
(ĜZ, L). We are going to show that at least one configuration among e(1), . . . , e(n)

spreads under F . Choose arbitrarily ` ∈ N. By Lemma 17, there exist an integer
m ≥ 1 and one entry (i, j) such that either deg−[a(m)i, j ] < −` or deg+[a(m)i, j ] > `.

Without loss of generality suppose that deg+[a(m)i, j ] > `. The i–th component of
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P F m(e( j))(X ) is the well defined polynomial pki−k1 · pk1−k j · a(m)i, j . Since deg+[a(m)i, j ]> `,
we can state that e( j) spreads under F . By Lemma 15, it follows that (GZ, F) is
sensitive.

As to the equicontinuity equivalence, the above first implication also proves that
if (ĜZ, L) is equicontinuous (i.e., by Proposition 4, it is not sensitive) then F k+m = F k,
i.e., by [30], (GZ, F) is equicontinuous. Conversely, if (GZ, F) is equicontinuous then
it trivially follows that it is not sensitive, i.e., by the above second implication, (ĜZ, L)
is not sensitive, i.e., by Proposition 4, (ĜZ, L) is equicontinuous.

As immediate consequence of Theorem 18 we can state that the dichotomy
between sensitivity and equicontinuity also holds for Additive CA.

Corollary 19. Any Additive CA over a finite abelian group is sensitive to the initial
conditions if and only if it is not equicontinuous.

The following decidability result follows from Theorem 18 and the decidability
of sensitivity for LCA.

Corollary 20. Equicontinuity and sensitivity to the initial conditions are decidable for
Additive CA over a finite abelian group.

Proof. Use Theorem 5 and 18.

4.2. Surjectivity and Injectivity for Additive Cellular Automata

We now study injectivity and surjectivity for Additive CA.

Lemma 21. Let (ĜZ, L) be any LCA over Ĝ. If there exists a configuration b ∈ ĜZ with
b 6= 0 and L(b) = 0, then there exists a configuration b′ ∈ Ψ(GZ) such that b′ 6= 0
and L(b′) = 0. In particular, if b is finite then b′ is finite too.

Proof. Let b ∈ ĜZ any configuration with b 6= 0 and L(b) = 0. Set b(1) = p · b. If
b(1) = 0 then for every i ∈ Z each component of bi has pk1−1 as factor. So, b ∈ Ψ(GZ)
and b′ = b is just one possible configuration the thesis requires to exhibit. Otherwise,
by repeating the same argument, set b(2) = p · b(1). If b(2) = 0 then, for every i ∈ Z,
each component of b(1)i has pk1−1 as factor and so b(1) ∈ Ψ(GZ). Since L(b(1)) = 0,
a configuration we are looking for is b′ = b(1). After k1 − 1 iterations, i.e., once
we get b(k1−1) = p · b(k−2) (with b(k−2) 6= 0), if b(k1−1) = 0 holds we conclude that
b′ = b(k1−2) by using the same argument of the previous steps. Otherwise, by
definition, for every i ∈ Z each component of b(k1−1)

i itself certainly contains pk1−1

as factor. Therefore, b(k1−1) ∈ Ψ(GZ). Moreover, L(b(k1−1)) = 0. Hence, we can set
b′ = b(k1−1) and this concludes the proof.

The following lemma will be useful for studying both surjectivity and other
properties.

Lemma 22. Let (GZ, F) and (ĜZ, L) be any Additive CA over G and any LCA over Ĝ,
respectively, such that L ◦Ψ = Ψ ◦ F. Then, the CA (GZ, F) is surjective if and only if
(ĜZ, L) is.
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Proof. ⇐=: Assume that F is not surjective. Then, by the Garden of Eden theo-
rem [35, 36], F is not injective on the finite configurations, i.e., there exist two
distinct and finite configurations c′, c′′ ∈ GZ with F(c′) = F(c′′). Therefore, the
element c = c′ − c′′ ∈ GZ is a finite configuration such that c 6= 0 and F(c) = 0. So,
we get both Ψ(c) 6= 0 and L(Ψ(c)) = Ψ(F(c)) = 0. Since Ψ(c) 6= 0, it follows that L
is not surjective.
=⇒: Assume that L is not surjective. Then it is not injective on the finite configura-
tions. Thus, there exist a finite configuration b 6= 0 with L(b) = 0. By Lemma 21,
there exists a finite configuration b′ ∈ Ψ(GZ) such that b′ 6= 0 and L(b′) = 0. Let
c ∈ GZ be the finite configuration such that Ψ(c) = b′. Clearly, it holds that c 6= 0. We
get Ψ(F(c)) = L(Ψ(c)) = 0. Since Ψ is injective, it follows that F(c) = 0. Therefore,
we conclude that F is not surjective.

Next two theorems state that surjectivity and injectivity behave as sensitivity
when looking at an Additive CA over G and the associated LCA via the embedding
Ψ.

Theorem 23. Let (GZ, F) be any Additive CA over G and let (ĜZ, L) be the LCA
associated with it via the embedding Ψ. Then, the CA (GZ, F) is surjective if and only if
(ĜZ, L) is.

Proof. Use Lemma 22.

Theorem 24. Let (GZ, F) be any Additive CA and let (ĜZ, L) be the LCA associated
with it via the embedding Ψ. Then, the CA (GZ, F) is injective if and only if (ĜZ, L) is.

Proof. ⇐=: Assume that F is not injective. Then, there exist two distinct configura-
tions c, c′ ∈ GZ with F(c) = F(c′). We get L(Ψ(c)) = Ψ(F(c)) = Ψ(F(c′)) = L(Ψ(c′))
and, since Ψ is injective, it follows that L is not injective.
=⇒: Assume that L is not injective. Then, there exists a configuration b ∈ ĜZ such
that b 6= 0 and L(b) = 0. By Lemma 21, there exists a configuration b′ ∈ Ψ(GZ)
such that b′ 6= 0 and L(b′) = 0. Let c ∈ GZ be the configuration such that Ψ(c) = b′.
Clearly, it holds that c 6= 0. We get Ψ(F(c)) = L(Ψ(c)) = 0. Since Ψ is injective, it
follows that F(c) = 0. Since F(0) = 0, we conclude that F is not injective.

4.3. Topological transitivity and ergodicity

We start by proving that the embedding Ψ also preserves topological transitivity
between an Additive CA over G and the associated LCA.

Theorem 25. Let (GZ, F) be any Additive CA over G and let (ĜZ, L) be the LCA
associated with it via the embedding Ψ. Then, the CA (GZ, F) is topologically transitive
if and only if (ĜZ, L) is.

Proof. Since Ψ ◦ F = L ◦Ψ, for every k ∈ N it holds that Ψ ◦ (F k − I) = Ψ ◦ F k −Ψ =
Lk ◦Ψ−Ψ = (Lk− I)◦Ψ. By Lemma 22 , F k− I is surjective iff Lk− I is. Theorem 23
and 7 conclude the proof.
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As a final result, we get the decidability of many mixing and ergodic properties
for Additive CA over any finite abelian group, including chaos, ergodicity, and
topological transitivity.

Corollary 26. All the following properties are decidable for Additive CA over any finite
abelian group: (1) chaos; (2) ergodicity; (3) topological transitivity; (4) topological
mixing; (5) weak topological transitivity; (6) total transitivity; (7) weak ergodic
mixing; (8) ergodic mixing.

Proof. It is an immediate consequence of Theorem 7 and 25.

5. Applications

The above decidability results find application in several computer science do-
mains. We are going to deal with some cryptographic applications that are nowadays
of crucial importance and, in particular, illustrate how our results can be exploited
for improving the existing methods already based on CA (especially LCA).

Before proceeding, we want to stress the class of Additive CA over a finite abelian
group is richer than LCA. Indeed, for a same alphabet cardinality and the same
radius, the former includes also rules over a finite abelian group G that, according
to situation (S3) from Section 4, has some set

⊕n
i=1Z/p

kiZ as subgroup or it agrees
with such a set.

Block Encryption Several schemes exist that are based on linear higher-order CA
over Z/mZ (see for instance [7], where the size of the alphabet and the
memory used are m= 2 and n= 2, respectively), i.e., those specific, and in a
sense simpler, LCA over (Z/mZ)n with associated matrix in Frobenius normal
form.

Since the choice of the local rule plays a relevant role to get a method of high
quality in several respects and the class of Additive CA is richer than LCA, we
propose the following significant modifications to the existing schemes.

First of all, the linear local rule is replaced with one giving rise to an Additive
CA F over the abelian group Z/256Z×Z/2Z (instead of a LCA over (Z/2Z)2

with associated matrix in Frobenius normal form) in order that, once the radius
and the alphabet are fixed, the variety of local rules to be chosen, and then the
security of the cryptosystem, strongly increases. According to Definition 12,
the LCA L over (Z/256Z)2 associated with the Additive CA F is also built.

Furthermore, by virtue of Theorems 24 and 25, algorithms from Theorems 6
and 7 checking reversibility, ergodicity, and chaos for LCA are included in the
encryption schemes in order that a good rule is chosen, i.e., one defining an
Additive CA which is at the same time reversible, ergodic, and chaotic. Indeed,
besides reversibility which allows recovering the exact original plaintext from
the cyphertext, block encryption systems have to satisfy the so-called confusion
and diffusion properties [2]. Being just the dynamical counterparts of confusion
and diffusion for the dynamical system on which the cryptosystem is based,
ergodicity and chaos ensure that these required cryptographic properties hold.
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The setup phase of the scheme consists of the following steps:

SetupBE − 1. A first part of bits of the plaintext to be cyphered are collected
in bytes, each of them represented as element of Z/256Z, and put in the
first component c1 while the remaining ones, just as they are, are put
in the second component c2 with elements in Z/2Z, respectively, of the
initial configuration

c =
�

c1

c2

�

of an Additive CA F to be built over the abelian group G = Z/256Z×
Z/2Z.

SetupBE − 2a. Then, an Additive CA (GZ, F) over G with radius 1 local rule
δ : G3 → G is built as follows. A pseudo random number generator
provides the values of the functions δ−1, δ0, and δ1 from (2) over the
generators of the group G, i.e., the values α(z)i, j for z = −1,0,1, and
i, j = 1,2 such that

δ−1

�

1
0

�

=

�

α
(−1)
1,1

α
(−1)
2,1

�

, δ−1

�

0
1

�

=

�

α
(−1)
1,2

α
(−1)
2,2

�

,

δ0

�

1
0

�

=

�

α
(0)
1,1

α
(0)
2,1

�

, δ0

�

0
1

�

=

�

α
(0)
1,2

α
(0)
2,2

�

,

δ1

�

1
0

�

=

�

α
(1)
1,1

α
(1)
2,1

�

, δ1

�

0
1

�

=

�

α
(1)
1,2

α
(1)
2,2

�

,

where, for any z and j as above, α(z)1, j ∈ Z/256Z,α(z)2, j ∈ Z/2Z, and, in

addition, the constraints α(−1)
1,2 ,α(0)1,2,α(1)1,2 ∈ {0, 128} must necessarily hold

in order that δ−1, δ0, and δ1 are endomorphisms of G. In this way, ac-
cording to Definition 12, the LCA (ĜZ, L) over Ĝ = (Z/256Z)2 associated
with (GZ, F) is defined by the matrices A−1, A0, A1 ∈ (Z/256Z)2×2, where

A−1 =

�

α
(−1)
1,1 2−7α

(−1)
1,2

27α
(−1)
2,1 α

(−1)
2,2

�

,

A0 =

�

α
(0)
1,1 2−7α

(0)
1,2

27α
(0)
2,1 α

(0)
2,2

�

,

A1 =

�

α
(1)
1,1 2−7α

(1)
1,2

27α
(1)
2,1 α

(1)
2,2

�

,

or, equivalently, by the matrix A=
∑1

z=−1 AzX−z ∈ Z/256Z
�

X , X−1
�2×2

,
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i.e.,

A=

�

α
(1)
1,1X−1 +α(0)1,1 +α

(−1)
1,1 X 1 2−7α

(1)
1,2X−1 + 2−7α

(0)
1,2 + 2−7α

(−1)
1,2 X 1

27α
(1)
2,1X−1 + 27α

(0)
2,1 + 27α

(−1)
2,1 X 1 α

(1)
2,2X−1 +α(0)2,2 +α

(−1)
2,2 X 1

�

.

Thus, the coefficients of the characteristic polynomial of A are (up to
sign)

det A= d1,1X−2 + (d1,0 + d0,1)X
−1 + (d1,−1 + d0,0 + d−1,1) + (d0,−1 + d−1,0)X

1 + d−1,−1X 2

and

tr(A) = tr(A1)X
−1 + tr(A0) + tr(A−1)X

1 ,

where du,v = det
�

δu

�

1
0

�

δv

�

0
1

��

, for u, v = −1,0, 1.

At this point, an Additive CA F over the abelian group Z/256Z×Z/2Z
and the LCA L over (Z/256Z)2 associated with F have been built.

SetupBE − 2b. Algorithms from Theorems 6 and 7 run on L, i.e., on the
coefficients tr(A) and det(A) of the characteristic polynomial of A, to
establish whether, by virtue of Theorems 24 and 25, F is at the same
time reversible, chaotic, and ergodic.

Steps SetupBE−2a and SetupBE−2b are repeated until an Additive CA with
the required properties is outputted.

The encryption phase simply consists in computing, for some ` > 2, the next `
elements of the dynamical evolution of F starting from c. The cyphertext is
just F `(c).

We stress that about 1/7 turns out to be the fraction of the injective, i.e.,
reversible, Additive CA over a total of 233 possible distinct ones that can
be outputted by step SetupBE − 2a at varying all the possible 12-tuples of
values α(z)i, j . The scenario resulting from these numbers represents a huge
improvement with respect to the corresponding one involving linear higher-
order CA over Z/2Z (as for instance in [7]) and where these numbers are
very small. In particular, one reversible Additive CA can be detected from a
large set of reversible Additive ones during step SetupBE − 2b. Hence, our
modification to the scheme consisting of the introduction and the use, as above
illustrated, of Additive CA for encrypting a plaintext increases the security
level of the scheme itself. Furthermore, according to step SetupBE − 2b, the
addition of the algorithms ensuring confusion and diffusion, made it possible
by Theorems 24 and 25, makes attacks much harder.

Secret Sharing Schemes. Secret sharing schemes are those methods that define
how a secret can be shared among different participants. Regarding the
existing methods based on CA, the secret is inserted in an initial configuration
of a reversible linear higher-order CA F over Z/2Z of memory n (that can
be seen as a LCA over (Z/2Z)n with associated matrix in Frobenius normal
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form) and, after a certain number of iterations of F starting from the initial
configuration, the n-th components inside the last l configurations obtained
are the shares (see for instance [34, 8]). Each share is distributed by a trusted
authority among the l participants in such a way that only suitable subsets
of them can recover the secret. This is done putting together the shares and
calculating back the initial configuration by means of the inverse of the CA.

The use of Additive CA improves the schemes. Indeed, the same points about
both the choice of the local rule and the properties of the global behavior
discussed for block encryption apply here. Therefore, we propose the following
modifications to the standard secret sharing schemes based on CA.

An Additive CA F over the abelian group G = Z/256Z×Z/2Z× . . .×Z/2Z,
where Z/2Z appears n− 1 times, is used instead of a LCA over (Z/2Z)n with
associated matrix in Frobenius normal form. In this way, once the radius is
fixed, the number of local rules to be chosen hugely increases. The local rule
of F is defined by the values of every δi from (2) over the generators of the
group G. Such values can be chosen by a further modification of the standard
scheme in order that, by virtue of Theorems 24 and 25, a reversible, chaotic,
and ergodic Additive CA is defined. Then, they are suitably distributed by the
trusted authority to the participants together with the shares.

Remark 27. The fact that the values of the generators are also distributed
to the participants is a novelty and hence it represents a further difference
with respect to the existing schemes. Moreover, in the method we propose,
unlike the standard scheme, each share contains a piece of (blended besides
disjoint) information from each, instead of one, element among n out of the
last l configurations obtained by means of iterations of F starting from the
initial configuration in which the secret has been inserted. As a matter of fact,
now the CA used in the scheme is no longer strongly limited to be an LCA with
associated matrix in Frobenius normal form.

Let us detail the modified scheme involving l participants, i.e., with (n, l)-
threshold, by starting with the setup phase which is comprised of the following
two steps.

SetupSS − 1. The bits of the secret are collected in bytes, each of them repre-
sented as element of Z/256Z, and put in the first component c1 of the
initial configuration

c =





c1

...
cn





of an Additive CA F to be built over the abelian group G = Z/256Z×
Z/2Z× . . .×Z/2Z. The remaining components c2, . . . , cn are provided by
the mutually trusted party (MTP) by means of a pseudo random number
generator.
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SetupSS − 2a. An Additive CA (GZ, F) over G with local rule δ : G2r+1→ G
of radius r is built by the MTP which provides a natural number r > 0,
i.e., the radius of F , and the values of the functions δ−r ,. . . , δ0, . . .δr
from Equation (2) over the generators of the group G, i.e., the values

α
(z)
i, j = δz(e j)

i for z = −r, . . . , r, and i, j = 1, . . . , n, (3)

where, for each z and j, α(z)1, j ∈ Z/256Z, α(z)i, j ∈ Z/2Z for i = 2, . . . , n, and,

in addition, for each z and j = 2, . . . , n, the constraintα(z)1, j ∈ {0, 128}must
necessarily hold in order that δz is an endomorphism of G. In this way,
according to Definition 12, the LCA (ĜZ, L) over Ĝ = (Z/256Z)n associ-
ated with (GZ, F) is defined by the matrices A−r , . . . Ar ∈ (Z/256Z)n×n,
where for each z, i, and j, the (i, j)-entry of Az is

a(z)i, j =











2−7α
(z)
i, j if i = 1, j > 1,

27α
(z)
i, j if j = 1, i > 1,

α
(z)
i, j otherwise ,

or, equivalently, by A=
∑r

z=−r AzX−z ∈ Z/256Z
�

X , X−1
�n×n

.

SetupSS − 2b. By virtue of Theorems 24 and 25, the algorithms for establish-
ing whether F is at the same time reversible, chaotic, and ergodic are
run on A.

Steps SetupSS−2a and SetupSS−2b are repeated until an Additive CA with
the required properties is outputed.

The sharing phase is carried out by the MTP which computes, for some `≥ n,
the next `+ l − 1 elements

F(c), F2(c), . . . , F `(c), . . . , F `+l−1(c)

of the dynamical evolution of F starting from c. For each h = 1, . . . , l, the
share that the MTP distributes to the h-th participant is the vector









F `+h−1(c)1

F `+h−2(c)2
...

F `+h−n(c)n









together with the values of the 2r+1 endomorphisms over the h′-th generator
eh′ of G

δ−r(eh′), . . . ,δr(eh′) ,

where h′ = (h−1)mod n+1. In this way, any set of n consecutive participants
h, h+ 1, . . . , h+ n− 1 are able to rebuild the element F `+h−1(c) together with
the local rule δ and compute back the initial configuration c from which the
secret c1 can be extracted.
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Let us describe now the impact of our modifications to the standard scheme
over a significant case, namely, the secret sharing scheme with (3, 4)-threshold
for texts of 64 bits used in [8]. Such a scheme is based on a LCA over (Z/2Z)n

with associated matrix in Frobenius normal form and fixed radius r = 1.

The CA we propose to use is then an Additive CA over the abelian group G =
Z/256Z×Z/2Z×Z/2Z defined by the 27 values α(z)i, j (z = −1, 0, 1, i, j = 1, 2, 3)
that the MTP provides according to Equation (3). In this way, the LCA L over
(Z/256)3 associated with F is defined by the matrix A∈ Z/256Z

�

X , X−1
�3×3

where for each i, j the (i, j)-entry of A is

ai, j =











2−7α
(1)
i, j X−1 + 2−7α

(0)
i, j + 2−7α

(−1)
i, j X 1 if i = 1, j > 1,

27α
(1)
i, j X−1 + 27α

(0)
i, j + 27α

(−1)
i, j X 1 if j = 1, i > 1,

α
(1)
i, j X−1 +α(0)i, j +α

(−1)
i, j X 1 otherwise .

Thus, we get that

det A= d1,1,1X−3 + (d1,1,0 + d1,0,1 + d0,1,1)X
−2+

+ (d1,1,−1 + d1,0,0 + d1,−1,1 + d0,1,0 + d0,0,1 + d−1,1,1)X
−1+

+ (d1,−1,0 + d1,0,−1 + d0,1,−1 + d0,0,0 + d0,−1,1 + d−1,1,0 + d−1,0,1)X
0+

+ (d1,−1,−1 + d0,0,−1 + d0,−1,0 + d−1,1,−1 + d−1,0,0 + d−1,−1,1)X
1+

+ (d0,−1,−1 + d−1,0,−1 + d−1,−1,0)X
2 + d−1,−1,−1X 3 ,

where du,v,w = det



δu





1
0
0



δv





0
1
0



δw





0
0
1







, for u, v, w= −1,0, 1.

By considering all the possible 27-tuple of values α(z)i, j , it follows that step
SetupSS − 2a provides one Additive CA over a total of 248 possible distinct
ones. We estimated that among them just under 6% are reversible. We got
this outcome by repeatedly running the algorithm from Theorem 24 on det(A)
at varying A among a sample of all the matrices that can be defined in step
SetupSS − 2a. As in the case of data encryption, our modifications to the
standard scheme give rise to a scenario that, on the basis of these numbers and
the addition of the algorithms ensuring confusion and diffusion, represents a
significant improvement with respect to the corresponding one where linear
higher-order CA over Z/2Z are used.

6. Conclusions and perspectives

In this paper we have provided many decidability and characterization results
about the dynamical behavior of Additive CA over finite abelian groups. Moreover,
we have described how our results can be exploited in some emblematic applications
of cryptosystems such as block encryption and secret sharing schemes. Indeed, we
have proposed significant modifications to the existing methods, i.e., the use of
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Additive CA instead of the simpler LCA and the addition of the decision algorithms
from Theorems 24 and 25. In this way, the security of the resulting cryptosystems
strongly increases.

The are several research directions that are worth investigating from both theo-
retical and applicative points of view.

First of all, one might ask what results and characterizations are still true when
considering non abelian groups. Furthermore, it would be very interesting to find
out characterization or decidability results about positive expansivity and strong
transitivity. Since these are stronger conditions of chaos for Additive CA, they could
be required by the cryptographic methods in order these latter improve even more
from the security point of view. Finally, an important research direction consists in
generalizing our results to higher dimensions. Besides having a theoretical value,
they will be certainly useful in many applications as for instance the encryption or
compression of images and other multidimensional data [34, 32].

Going back to the results of the present paper, further possible investigations
concern how they can be exploited to improve the existing pseudo random number
generators (PRNG). Indeed, the most recent PNRG based on cellular models involve
linear non-uniform (or hybrid) CA over Z/mZ (see for instance [37, 38]). These
are variants of CA where cells use different local rules (see [17, 18, 19] for an
introduction and recent results on non-uniform CA). The random numbers are got
by the dynamical evolution of one fixed cell. Since linear non-uniform CA over
Z/mZ used in applications are homeomorphic to LCA over (Z/mZ)n, we can state
that the functioning of such PNRG depends on the dynamical behavior of these
latter. In particular, the studies on the existing methods show that the choice of the
(local and then global) transition rules is crucial in order to reach a high quality
pseudorandomness and an appropriate period length. As already pointed out, the
class of Additive CA over a finite abelian group is richer than LCA. Therefore, that is
a more suitable container of which one can draw rules up for further improving the
existing methods. Moreover, since a chaotic behavior is required to the dynamical
systems on which PNRG are based and chaos agrees with topological transitivity for
Additive CA, the algorithm deciding topological transitivity is an important tool to
be added in applications for providing, by virtue of Theorem 25, PNRG based on
chaotic Additive CA.
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[30] Petr Kůrka. Languages, equicontinuity and attractors in cellular automata.
Ergodic Theory and Dynamical Systems, 17(2):417–433, 1997.
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