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Force field parametrization 

In this work, the OPLS-AA 1,2 force field parameters for TPA, TPD, FTPD and spiro-OMeTAD were 

refined using ab initio methods. The procedure is detailed for TPA in the following. From the 

structure optimized at the DFT (ωB97X-D/6-311G*) level, the equilibrium bond distances and 

dihedral angles were obtained, while the charges were calculated via CHELPG. The force field 

parameters for the three identical and correlated dihedral angles in TPA were then determined via 

the following procedure. One dihedral angle was scanned at the DFT (ωB97X-D/6-311G*) level while 

the others were allowed to relax. The same scan was repeated at the MD level with the dihedral 

angle parameters set to zero. Here, the two dihedral angles that were not being scanned were fixed 

at their QM determined minimum position. The resulting energies of the DFT and MD scan were 

subtracted from each other, and the resulting potential profile was fitted with the Ryckaert-

Bellemans function 

                                                                       𝑉𝑟𝑏(𝜑) =  ∑ 𝑉𝑛𝑐𝑜𝑠𝑛𝜑                                                        (1)5
𝑛=0  

where ϕ is the dihedral angle, yielding the desired dihedral angle parameters 𝑉𝑛 (see Table S1). The 

procedure was repeated analogously for TPD, FTPD and spiro-OMeTAD. In Figure S1, the defined 

atom types for TPA, TPD and FTPD are shown. The atom types and angles for spiro-OMeTAD largely 

correspond to those of FTPD, which is why only the central spiro-bifluorene core is shown. 

 

Figure S1: Atom types for TPA, TPD, and FTPD. The atom types and angles for spiro-OMeTAD mostly 

correspond to those of FTPD, which is why only the central spiro-bifluorene core is shown. 
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In Figure S2 the dihedral angle profiles of TPA, TPD and FTPD at the DFT, initial and refined MD level 

are shown together with the dihedral angle distribution in the amorphous bulk phases. For spiro-

OMeTAD, the dihedral parameters of FTPD were used directly, and only the dihedral angle 

distribution is shown. The Ryckaert-Bellemans parameters of the dihedral angles are given in Table 

S1. 

 

Figure S2: Left panels: dihedral angle distribution in the amorphous bulk phase. Right panels: dihedral angle 

potential energy profiles at the DFT ( B97X-D/6-311G*) level and from the initial and final force field. Dihedral 

angles are indicated in the chemical structures on the right side. 

Table S1: Ryckaert-Bellemans parameters (𝑉𝑛, 
𝑘𝐽

𝑚𝑜𝑙
) for the dihedral angles in TPA, TPD and FTPD. For spiro-

OMeTAD, the FTPD values were used. A-C refers to the dihedral angles between atoms CN-NT-CN-C, D refers 

to the dihedral angle between atoms C-CB-CB-C and E refers to the dihedral angle between the atoms C-CI-O-

CE. 
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Amorphous morphology simulation 

With the refined force field parameters at hand, amorphous morphologies were simulated with a 

thermal annealing approach, similar to reports in literature. 3 First, 125 molecules were placed 

randomly in a box by PACKMOL. 4 Subsequently, an energy minimization was performed using a 

steepest descent algorithm. The system was then equilibrated in the NVT ensemble at 700 K for 1 ns, 

followed by NVT equilibration at 300 K for 1 ns. Lastly, NPT equilibration at 300 K was performed 

until convergence of the density. The system was then extended in a 2x2x2 supercell containing 1000 

molecules, and the previous procedure was repeated, extending the last NPT run until the density 

converged. All molecular dynamics simulations were performed in periodic boundary conditions 

using the GROMACS 5–9 program package. For temperature control, velocity rescaling with an 

additional stochastic term was applied (𝜏𝑇 = 0.2 ps), while for the pressure, isotropic coupling with a 

Berendsen barostat was applied (p𝑟𝑒𝑓 = 1.01325 bar, 𝜏𝑇 = 0.5 ps, compressibility = 4.5 · 10−5 bar−1). A 

1 fs timestep was used in all simulations as well as a 10 Å cut-off radius for the van-der-Waals and 

Coulombic interactions. The PME method with a 0.12 nm Fourier spacing was used for electrostatic 

interactions. 

Charged state geometric parameters 

 

Figure S3: Charge constrain schemes for FTPD. The circles indicate the area where the positive charge is 

localized.  
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Figure S4: Geometric parameters of FTPD in the charged state (+1) by considering different methods (DFT, C-

DFT, GFN2-xTB), DFT functionals and various charge constraint (C-DFT) schemes. The two panels on the top 

show the bond length difference (𝛥𝑟 =  𝑟𝑐ℎ𝑎𝑟𝑔𝑒𝑑 − 𝑟𝑛𝑒𝑢𝑡𝑟𝑎𝑙) patterns by moving from the neutral to the 

charged state. Top left panel: DFT (B3LYP, ωB97X-D) and GFN2-xTB data. Top right panel: C-DFT data with 

different schemes. The two panels on the bottom show the dihedral angles in the charged state. Bottom left 

panel: DFT (B3LYP, ωB97X-D) and GFN2-xTB data. Bottom right panel: C-DFT data with different charge 

constraint schemes.  

Localizing the charge on one half of the molecule has different effects on FTPD when compared with 

TPD (Figure 4). The rigid bridge of FTPD leads to a larger reorganization energy in constrain scheme 

c3 because the entire bridge reacts to the charged state reorganization instead of just one phenyl 

unit.  On the other hand, the discrepancy between the methods is not as large for FTPD because the 

rigid fluorene unit cannot assume a staggered conformation preventing the delocalization like TPD. 

The bond length alternation patterns also show the impact of the charge delocalization mainly in the 

bond length of bond 5, which corresponds to the central bond of the bridging unit in both TPD and 

FTPD. This bond is significantly shortened if the charge is allowed to delocalize over the central 

bridging unit due to π-conjugation.  
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Figure S5:  Charge constrain schemes for spiro-OMeTAD. The circles indicate the area where the positive 

charge is localized.  
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Figure S6: Geometric parameters of spiro-OMeTAD in the charged state (+1) by considering different 

methods (DFT, C-DFT, GFN2-xTB), DFT functionals and various charge constraint (C-DFT) schemes. The two 

panels on the top show the bond length difference (𝛥𝑟 =  𝑟𝑐ℎ𝑎𝑟𝑔𝑒𝑑 − 𝑟𝑛𝑒𝑢𝑡𝑟𝑎𝑙) patterns by moving from the 

neutral to the charged state. Top left panel: DFT (B3LYP vs. ωB97X-D) versus GFN2-xTB data. Top right panel: 

C-DFT data with different schemes. The two panels on the bottom show the dihedral angles in the charged 

state. Bottom left panel: DFT (B3LYP vs. ωB97X-D) versus GFN2-xTB data. Bottom right panel: C-DFT data with 

different charge constraint schemes.  

For spiro-OMeTAD, the observations with regard to the bond length alternation patterns and the 

changes in the dihedral angles are largely consistent with FTPD, even though the asymmetric 

changes in dihedral angles due to charge localization are less pronounced due to the steric demands 

of the overall bulkier structure. 

 

 

 

 

 



 

8 

 

Electronic coupling and geometric data 

 

Figure S7: Selected pairs with large electronic coupling for the four unique monomers of the TPA unit cell with 

the crystallographic axes. The four unique centers are shown in black and the neighbours forming the different 

pairs with the black centers are shown in red, green or blue. The pair formed with the red neighbour has the 

highest electronic coupling, followed by the green and blue neighbour. 

Table S2: Electronic coupling and geometric data for the pairs shown in Fig. S7(a). Pair A refers to the pair 

formed from the black and red monomers, pair B to the pair formed from the black and green monomers and 

pair C to the pair formed from the black and blue monomers. 

Table S3: Electronic coupling, transfer rates and geometric data for the pairs shown in Fig. S7(b). 
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Table S4: Electronic coupling, transfer rates and geometric data for the pairs shown in Fig. S7(c). 

 

Table S5: Electronic coupling and geometric data for the pairs shown in Fig. S7(d). 

 

 

Figure S8: Selected pairs with large electronic coupling for the two unique monomers of the TPD unit cell with 

the crystallographic axes. The two unique centers are shown in black and the neighbours forming the different 

pairs with the black centers are shown in red, green or blue. The pair formed with the red neighbour has the 

highest electronic coupling, followed by the green and blue neighbour. 
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Table S6: Electronic coupling and geometric data for the pairs shown in Fig. S8(a)/(b). Pair A refers to the pair 

formed from the black and red monomers, pair B to the pair formed from the black and green monomers and 

pair C to the pair formed from the black and blue monomers. 

 

Table S7: Electronic coupling and geometric data for the pairs shown in Fig. S8(c)/(d). 

 

 

Figure S9: Selected pairs with large electronic coupling for the unique monomer of the FTPD unit cell with the 

crystallographic axes. The unique center is shown in black and the neighbours forming the different pairs with 

the black centers are shown in red, green or blue. The pair formed with the red neighbour has the highest 

electronic coupling, followed by the green and blue neighbour. 
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Table S8: Electronic coupling and geometric data for the pairs shown in Fig. S9(a)/(b)/(c). 

 

 

Figure S10: Selected pairs with large electronic coupling for the unique monomer of the spiro-OMeTAD unit 

cell with the crystallographic axes. The unique center is shown in black and the neighbours forming the 

different pairs with the black centers are shown in red, green or blue. The pair formed with the red neighbour 

has the highest electronic coupling, followed by the green neighbour. 

 

Table S9: Electronic coupling and geometric data for the pairs shown in Fig. S10 (a)/(b)/(c). 
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Kinetic Monte-Carlo charge transport simulations (zero-field) in the amorphous phase 

 

Figure S11: KMC trajectories computed in amorphous phases (zero-field) shown from different planes. The 

colors used in the plots only serve to discern the superimposed trajectories. 

 

 

 



 

13 

 

Charge mobilities with an applied electric field 

Table S10: Mobilities (µ,
𝑐𝑚2

𝑉𝑠
) in the crystalline and amorphous phases in x- y- and z- directions with an electric 

field of 108 V

m
. For these simulations, in the amorphous case, just one snapshot of the MD-simulated systems 

was used. 

 

Computed dielectric constants 

The dielectric constants 𝜀𝑠 were computed based on the Clausius-Mosotti relation 14 

                                                𝜀𝑠 = 1 +
12𝜋𝛼

𝑁
𝑉

3 − 4𝜋𝛼
𝑁
𝑉

                                                  (2) 

with α being the molecular polarizability volume, N being the number of particles and V being the 

volume of the simulation boxes. 
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Table S11: Computed dielectric constants. 

 

Low CoM distance pair in the amorphous phase of FTPD 

 

Figure S12: Pair with low CoM distance in the amorphous phase of FTPD, taken from the MD-production run. 

The crossed conformation of the long molecular axes of the pair leads to lower CoM distance values compared 

to the crystalline phase.  

BLYP35/6-311G* hole reorganization energies  

Table S12: Internal hole reorganization energy (𝜆𝑖𝑛𝑡, eV) calculated at the BLYP35/6-311G* level. In these 

calculations, imaginary frequencies were encountered which is why they were not used in further simulations, 

however are still reported here for reference.  
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Electronic coupling distribution (extended) 

 

Figure S13: Coupling integral distributions (Log(Jij
2/eV2)) as calculated with the MOO approach versus center-

of-mass (CoM) distance in experimental crystalline (red) and MD generated amorphous (blue) phases, left 

panels. The right panel shows the coupling integral histograms up to -10 Log(J2/eV2), i.e., up to 10-5 eV, for both 

amorphous (blue) and crystalline (red) phases. 
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Computed and experimental hole mobility 

 

Figure S14: Computed (average) and experimental10,11,12,13 hole mobility in the crystalline and amorphous 

phases. 
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