
Berardi et al. Cybersecurity             (2023) 6:8  
https://doi.org/10.1186/s42400-023-00140-5

RESEARCH

Time sensitive networking security: 
issues of precision time protocol and its 
implementation
Davide Berardi1*   , Nils O. Tippenhauer2, Andrea Melis1, Marco Prandini1 and Franco Callegati1 

Abstract 

Time Sensitive Networking (TSN) will be an integral component of industrial networking. Time synchronization in TSN 
is provided by the IEEE-1588, Precision Time Protocol (PTP) protocol. The standard, dating back to 2008, marginally 
addresses security aspects, notably not encompassing the frames designed for management purposes (Type Length 
Values or TLVs). In this work we show that the TLVs can be abused by an attacker to reconfigure, manipulate, or shut 
down time synchronization. The effects of such an attack can be serious, ranging from interruption of operations to 
actual unintended behavior of industrial devices, possibly resulting in physical damages or even harm to operators. 
The paper analyzes the root causes of this vulnerability, and provides concrete examples of attacks leveraging it to 
de-synchronize the clocks, showing that they can succeed with limited resources, realistically available to a malicious 
actor.
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Introduction
The manufacturing industry is more and more relying on 
networking to empower machinery and processes. The 
rise of connected systems in the manufacturing Opera-
tional Technologies (OT) is the basis of the Industry 4.0, 
the industrial revolution of the XXI century. This evolu-
tion poses new challenges, because connecting OT net-
works to the Information Technology (IT) networks and 
also to the Internet opens the floor to cyber-security 
threats to the manufacturing environment. In the last 
few years, many examples of this have made the head-
lines of the newspapers (Hemsley et al. 2018; Miller et al. 
2021), emphasising it is a key issue to be addressed. At 
the same time OT networks strongly rely on low latency 
and real time communications, therefore Time Sensitive 

Networking (TSN) is a key topic for industrial net-
works  (Lo Bello and Steiner 2019; Fedullo et  al. 2022; 
Raveling 2022; Electrics 2017; Siemens 2022).

In this manuscript we address the combination of these 
issues considering security threats to the Precision Time 
Protocol (PTP) which is a basic building block in TSNs. 
Existing research work on the topic is mainly focused on 
attacks to the synchronization mechanism, even if they 
are somewhat limited to adversarial settings in which a 
powerful attacker can perform continuous traffic manip-
ulation  (Moussa et  al. 2016). A subject that has been 
essentially neglected in security analyses is the usage of 
Type Length Value (TLV) frames, a feature defined in the 
standard to manage the overall synchronization infra-
structure. In this manuscript, after briefly reviewing the 
role of TLVs, we will show that some of them can be mis-
used to successfully alter the clock synchronization. In 
particular they can be abused by an attacker to recon-
figure, manipulate, or shut down time synchronization. 
To the best of our knowledge, the security threats posed 
by such manipulation of TLVs have not been addressed 
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in the literature so far, in spite of the fact that it requires 
very little bandwidth and may allow the attacker to gain 
useful advantages to break time-related applications, 
such as Public Key Infrastructure services.

The contributions of this manuscripts are as follows.

•	 Show that the PTP standard fails to define appro-
priate security requirements for TLVs. As a result, 
implementations can be expected to have security 
issues related to TLV authentication.

•	 Analyse the semantic and use of the various TLVs to 
identify whether they may be exploitable for attack-
ing the PTP infrastructure, and classify them in a 
cyber-security related taxonomy, which is here pre-
sented in Appendix 8.

•	 Demonstrate and prve the effecrtiveness of different 
attacks that leverage this lack of security in TLVs, and 
are aimed at desynchronizing clocks and introducing 
clock drifts.

•	 Present and discuss possible contermeasures to this 
kind of attacks in terms of Network segmentation 
and communication encryption.

This work was accomplished exploiting a PTP testbed 
implemented using LinuxPTP (Cochran et al. 2015) and 
PTPD  (Owczarek et  al. 2015) that allows to reproduce 
the complex PTP setup in a virtual environment.

A summary of PTP and of its security
TSN and IEEE‑1588 (PTP)
Every system which operates according to a specific time 
frame, used to coordinate remote actors, suffers from the 
clock drift phenomenon, due to the fact that different 
time sources will have different time progressions. Syn-
chronizing the clocks and leaving them go independently 
will inevitably result in a clock difference after some time.

Specific synchronization protocols were designed to 
cope with this problem and guarantee synchroniza-
tion between remote devices. The Precision Time Proto-
col (PTP), standardized as IEEE-1588 is one of the most 
significant examples. There are three major releases of 
PTP: IEEE-1588 2002, v1.0, which was the first version, 
currently deprecated; IEEE-1588 2008, v2.0, which is, at 
the time of this writing, the main version of the protocol; 
IEEE-1588 2019, v2.1, which is a new version, typically 
found in the industrial devices now in production.

To achieve high resolution and precision, a hardware 
device with packet-time-stamping capabilities can be 
used. It will process network communications using 
a high precision clock, without passing the packets 
through any further stack layer that can alter the effective 
time and reduce the determinism of the process.

Currently, TSN standard exploits a specific profile 
of PTP called Generalized Precision Time Protocol 
(gPTP). A device compliant with this profile must com-
municate with PTP using Ethernet packets; this con-
straint ensures low jitter and bounded delay between 
two synchronized nodes.

Figure  1 describes the protocol placement of IEEE-
1588 in a TSN with two enabled switches. The switches’ 
clocks use a single logical time source—pictured as the 
TSN clock distributor—which grants them synchroni-
zation references using gPTP.

More generally PTP exploits a hierarchical struc-
ture, as described in Fig.  2. Here the Grand Master is 
a logical node in charge of synchronizing the entire 
hierarchy.

While a least one Grand Master is always required, 
the presence of additional Master nodes is optional. 
Additional Master nodes are in charge of the distribu-
tion of the Grand Masters’ clocks to the lower layer of 
the hierarchy.

The Ordinary clocks are leaf nodes with no respon-
sibility on redistributing the clock to other part of 
the network. On the other hand, boundary clocks are 
bridge devices which interconnect parts of the network 
and keep their internal clock synchronized with the 
upper layers of the hierarchy.

The transparent clock shown in the figure is a passive 
bridge of the network which is limited to the transmis-
sion of network packets. This kind of ‘clocks’ do not 
take part in synchronization and do not have internal 
references.

To define the hierarchy and elect the Grand Master, 
an algorithm called Best Master Clock Selection (BMC) 
is employed. This algorithm uses parameters configur-
able in the PTP devices of the infrastructure which will 
take part to the selection.

Fig. 1  A simple example of TSN network using the specialized PTP 
protocol (IEEE 1588), with a specialized profile called gPTP (802.1AS)

Fig. 2  PTP hierarchy. The clock symbol specifies which nodes are 
synchronized each other using PTP
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PTP hierarchy management
Being a protocol with an hierarchy and involving ele-
ments with different roles management is an issue, which 
is address in the protocol by defining several sets of 
management messages called Type Length Value (TLV). 
They are the management messages used to configure 
the protocol settings. For instance, TLVs can be used to 
set or retrieve the name of the node set by the network 
administrator or get the PTP version implemented by the 
device.

Moreover TLVs can be used to set critical parts of the 
systems, such as the state of the port (e.g. by disabling it) 
or the position of the node in the hierarchy. A detailed 
list of TLVs usage can be found in the standards [19] and 
their security classification can be found in Appendix 8.

Related works on PTP Security
The PTP protocol is not completely devoid of security 
countermeasures. However, there are examples in the 
literature showing realistic adversarial models that allow 
to overcome them. This has been extensively explored 
by several works: starting from Ullmann  (Ullmann and 
Vögeler 2009) who explores this protocol compared to 
Network Time Protocol (NTP) and culminating in recent 
works on the security of the PTPv2.1 standard (Han and 
Crossley 2019; Shereen et al. 2019).

As these works state, the clocks alterations that can 
be introduced controlling the infrastructure will still be 
present in the last PTP standard. Several options that 
can improve PTP security could be found in works by 
Moussa et al. (2019) and Neyer et al. (2019). These papers 
address the field of time synchronization and encryption, 
a theme which will return in the recently emerging TSN 
infrastructures. As stated by previous works  (Nasrallah 
et  al. 2018), this standard do not specifies any security 
profile and, like the PTP protocol, relies on specialized 
standards such as MACSec (Mizrahi 2011).

From an high level perspective, the PTP protocol 
implements security mechanism which rely on security 
service provided by other protocols. For instance it can 
implement a security layer to sign packets with a Mes-
sage Authentication Code (MAC),1 or it can be inte-
grated within a secure tunnel like IPSec. These solutions 
are far to be optimal for a clock distribution service as 
stated in Ullmann and Vögeler (2009), since by control-
ling the network infrastructure hosting the PTP commu-
nication, attackers can control the speed of PTP Protocol 
Data Units (PDUs). Therefore they can delay or accelerate 

the clock synchronization packets,2 even acting on proto-
cols at different layers. Exploiting this kind of delays will 
therefore control the time reference of the victims.

In Ullmann and Vögeler (2009) is also presented a list 
of vulnerabilities that affects PTP networks, that can be 
classified as:

Byzantine masters By spoofing a Master node, the 
dependant clocks can be induced to a time drift or sen-
sible clock skews. The effectiveness of this depends on 
the system configuration, in particular on the max appli-
cable correction to the clocks, ǫ . This values determines 
the magnitude of the clock applicable by the master, if 
it is large enough an attacker can declare an arbitrary 
clock offset to the clients, changing all the hierarchy’s 
references.

Boundary clock alteration An interposed device 
(boundary or transparent clock) can alter the timing 
between the packets. This operation can be made at the 
data-link or at the network layer, using network routes or 
dropping packets at a certain rate. These manipulations 
can effectively change the heuristics used in the Best 
Master Clock (BMC) selection algorithm or the synchro-
nization between the clocks. Encrypted connection do 
not mitigate the possibility of this attack  (Annessi et  al. 
2018).

The works above, to the best of our knowledge, are 
mostly focused on attack scenarios on the synchroniza-
tion part of the protocol, as well as the countermeasures 
that were proposed (Shereen et al. 2019).

Management frames of PTP
The PTP standard also includes an application level, built 
using specific messages (called protocol Data Units or 
PDUs in the following) strictly related to time synchro-
nization. These PDUS can be grouped in PDUs used to 
manage and set-up the hierarchy; PDUs that can be used 
to configure the parameters of the PTP nodes. In more 
detail:

•	 Sync, Follow_Up, Delay_Req and Delay_Resp: PDUs 
used to synchronize the clocks in a configuration 
referenced by the standard as “Request-Response” 
(E2E);

•	 Pdelay_Req, Pdelay_Resp Pdelay_Resp_Follow_Up: 
synchronization messages used in Peer to Peer (P2P) 
configuration.

•	 Announce: messages used in the hierarchy selection 
algorithm (BMC).

1  Standardized as an option in the Annex-K of the IEEE-1588 2008 docu-
ment [IEEE Std 1588-2008 (2008)].

2  While delaying packets is trivial, Ullmann et  al. in Ullmann and Vögeler 
(2009) describe a method to accelerate packets by exploiting changes on the 
infrastructure itself by using faster routes.
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•	 Signaling: frames used by clocks to transport a 
sequence of management-related PDUs. This kind 
of messages are required by protocol extensions 
such as Unicast negotiation or the security part of 
the IEEE-1588 standard (Annex-K);

•	 Management: frames which use a format called 
Type Length Value (TLV) due to its packet struc-
ture (Fig. 3).

In this work we focus on the (in)security of the Manage-
ment family of messages, demonstrating how they can 
be exploited and which risks can be lead. The TLVs are 
used to configure the protocol settings. For instance, 
they can be used to manage basic properties such as 
the name of the node set by the network administrator, 
or to get the PTP version implemented by a device, but 
also to set critical configuration values of the systems, 
such as the state of the port (e.g. by disabling it) or the 
position of the node in the hierarchy.

TLV work in a very straightforward way: they are 
basic fire-and-forget messages that, when received and 
accepted by the target, cause a change in its configu-
ration, without the need to enact a complex, stateful 
protocol. Thus, the challenge to ensure proper manage-
ment of the protocol is to guarantee that received TLVs 
are authentic and not malicious. A detailed list of TLVs 
usage can be found in the standards  [IEEE Std 1588-
2008 (2008)].

Up to PTPv2.0 no authentication for the TLV was 
recommended. In the latest version, PTPv2.1 (IEEE-
1588-2019 (2020)), the TLVs are basically the same as 
in PTPv2.0 and two different ways to secure their use 
are introduced, called internal security and external 
security  (Shereen et  al. 2019), but TLVs authentica-
tion is still optional. Since it make the overall deploy-
ment more complex it is often disregarded in practice, 
because the focus is mostly placed on the the synchro-
nization process. Furthermore, this remediation—as 
stated by the Annex P of the standard—is based on a 
centralized secrets manager (to manage a shared pass-
word), which introduces the problem of the manage-
ment of the secrets, such as Insider Threats, Certificate 
life-flow management (release and revocation), etc.

Last, but not least, the security of the management 
part of the protocol is fully implementation-dependent; 
i.e. different implementation may have different vul-
nerability degrees (for instance, LinuxPTP implements 
stricter security methods than PTPd by exploiting UNIX 
sockets).

For this reason the attacks presented in this manu-
script can be considered applicable both to PTPv2.0 
and to PTPv2.1 as long as TLVs authentication is not 
implemented.

The approach to attack PTP
In this work we explore the PTP features that imply dis-
tributed communication and which are not directly con-
nected to the synchronization. In this section we will 
present the main research question and an high-level 
description of the novel set of attacks derived from this 
investigation.

We can synthesize the main research question as: Does 
the PTP standard define sufficient security features in its 
management application to ensure that standard-compli-
ant implementations are immune against manipulation?

Answering this question is not-trivial due to the com-
plexity of the standard, and the need to check for vul-
nerabilities introduced in practical implementations. 
As outlined above we argue that TLVs have mostly been 
neglected when considering cybersecurity issues in PTP. 
This is understandable since in principle TLVs are not 
directly connected to the synchronization mechanisms 
and therefore may look innocuous. The purpose of TLVs 
is to enable massive, remote and automated management 
of a PTP network. While not usually required in small 
and closed contexts, these features are of paramount 
importance for the deployment of large scale implemen-
tations, as well as to more complex operations like topol-
ogy discovery, etc (Arnold 2019). Thus, we assume that in 
the most common PTP deployment scenarios TLVs are 
kept enabled by default, and can be used for the afore-
mentioned purposes. Furthermore, to the best of our 
knowledge, this common approach to keep TLVs as a 
default component of the deployment means also that 
they are not authenticated. We show in this work that, 
if they are not secured, they can easily be exploited cre-
ating tangible effects on the synchronization. Therefore 

Fig. 3  TLV packet formats. The mapping between the type name and 16-bit unsigned integer value can be found in the IEEE standard. Type and 
Length are represented by two unsigned 16-bit integers. Value interpretation is dependent from the Type field and its length is based on the 
homonym field, interpreted as the number of octects
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the answer to the research question is “no”, unless proper 
attention is given to all the components of the protocol, 
included management messages.

Attacker model
Acting as described by the kill-chain model, the attacker 
will try to get information on the network topology and 
configuration; get an initial foothold in the network and 
alter parameters; then he/she will try to maintain the 
access and keep the network under control, cleaning up 
any trace of the attack. This model describes a very broad 
scenario, applicable to almost every attack; to narrow 
the goals of an attacker, we have identified two possible 
objectives.

Disruption of safety constraints Safety integrity lev-
els (SIL) are requirements classes which specify thresh-
old values to obtain context-specific safety. For instance, 
medical devices have specific parameters to ensure safety. 
This kind of requirements, can be disrupted if the time 
synchronization between the devices is altered. In gen-
eral, devices implementing these requirements must have 
a procedure that handles failures. This kind of procedures 
could include the complete stop of the system.

Downgrade of endpoint confidentiality and authen-
tication schemes Public key infrastructure (PKI) tech-
nologies are heavily dependent on the timing aspect of 
the various clocks. While the time requirements of these 
technologies is sensibly different from the application 
target of PTP, time de-synchronization can occur contin-
uously to alter the wall-time clock of the endpoint. This 
will enable attacks on the validity of the certificate, ena-
bling expired ones to be validated by the endpoint.

Other protocols rely on a more strict synchroniza-
tion than the one used by PKI; a typical example is the 
Kerberos protocol. Since this protocol uses timestamps 
extensively, if the clock is not precisely synchronized 
between machines, it can be tricked into authenticating 
an entity using an old authenticator request.

Experimental set‑up
The attacks described in the following were developed on 
an experimental set-up using two PTP enabled devices, 
interconnected by a single boundary device and using 
PTP version 2.1 (IEEE-1588-2019). While being a rela-
tively new protocol, it shares most of his base with the 
previous version (IEEE-1588-2008), and the experiments 
are easily replicable using the old version.

PTP nodes can communicate using layer 4 (UDP) or 
layer 2 (Ethernet). In our experimental set-up it uses Eth-
ernet at layer 2. This means that the attacker is connected 
to the LAN infrastructure to be attacked. Without lack of 
generality we assume that specific network segmentation 

strategies, such as VLAN, are not used or have been by-
passed by the attacker.

Nonetheless the attacks proposed in this manuscript 
work in both cases, either with PTP over UDP and with 
PTP over Ethernet, because they rely on the application 
level logics of the PTP protocol and not on any specific 
vulnerability of the protocols used to transport the PTP 
information.

Attack complexity
To implement this kind of attacks, the attacker just needs 
to learn the network topology and send few management 
frames (as low as one frame for the Disable Port Attack). 
As a consequence, the attacker bandwidth requirements 
are close to zero, enabling this attack even from embed-
ded network platforms such as low powered micro 
controllers.3

Compared to attack strategies such as, for instance (Ull-
mann and Vögeler 2009; Moussa et al. 2016), the family 
of attacks exploiting the TLVs obtain similar effects but 
use less bandwidth cost. As mentioned in the introduc-
tion, traditional attack to PTP synchronization require 
persistence in the attack phase, either based on denial of 
service for bandwidth exhaustion or on network address-
ing poisoning, that is not needed in the cases presented 
in this work.

Implementation
Given the preconditions illustrated so far, here we pre-
sent the logics enabling two different ways to exploit the 
ensuing vulnerabilities, and describe the correspond-
ing related TLVs turning them into practical attacks. We 
illustrate the PTP testbed we implemented, demonstrate 
the effectiveness of the proposed attacks and finally com-
pare their efficiency with respect to prior work.

Exploiting TLVs in PTP implementations
The TLVs of PTP use three different verbs, GET, SET 
and COMMAND. While the first two are used to change 
or retrieve a value of the running daemon, through the 
third one it is possible to issue configuration commands 
(e.g. enabling or disabling a network port using the 
DISABLE_PORT command TLV). Our proposed attacks 
target those TLVs, as they are most relevant for the secu-
rity of the network.

The three different attacks can be summarized as 
follows:

3  TLV size is, on average, under a few hundreds of bytes. For instance, 
DISABLE_PORT TLVs have 44 bytes of PDU header, 4 Bytes of Type and 
Length fields and an empty Value.
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•	 Reconnaissance Attacks leverage commands such as 
CLOCK_DESCRIPTION and USER_DESCRIPTION 
to map the topology of the PTP-enabled network. 
The CLOCK_DESCRIPTION TLV can be the first 
reconnaissance tool available to the attacker, if not 
correctly limited to specific users (this safer default 
tactic is used by LinuxPTP) or not correctly confined 
within the network;

•	 Clock Disable Port Attacks disrupt synchroniza-
tion between nodes using enable or disable network 
ports with the eponymous ENABLE_PORT and 
DISABLE_PORT commands;

•	 Clock Accuracy Attacks change the parameters used 
by the Best Master Clock Selection algorithm using 
PRIORITY related TLVs.

Regarding the latter attack, it is interesting to note 
that the relevance and the possible risks of a misuse of 
the relate TLVs is not a new issue, since it is also high-
lighted in the notes of the PTP Standard documents. 
For instance, an extract from the IEEE-1588-2008 docu-
ment [IEEE Std 1588-2008 (2008)] specifies a note on the 
CLOCK_ACC​URA​CY TLV:

The accuracy and the time in the grandmaster clock 
is normally determined by interacting with a pri-
mary or application-specific time source, e.g., GPS, 
by means outside the scope of this standard. If the 
time is set in the grandmaster by means of the TIME 
TLV, then the accuracy should also be set. Since the 
clockAccuracy attribute is considered in the opera-
tion of the BMC algorithm, the setting of the clock-
Accuracy attribute in any clock by means of this TLV 
can result in a change of grandmaster the next time 
the BMC algorithm is performed.

Nonetheless this critical role of such TLVs is not directly 
associated with a security threat, in spite of the fact 
that the quoted TLV can be used to control the BCM 
algorithm outcome, resulting in election of different 

grandmaster and master clocks. The specific com-
mands/TLVs exploited for attacking are summarized in 
Table  1. Before delving into the implementation details 
and describing the corresponding test results in Sect. 6, 
we need to provide some background on the purposedly 
developed tools and the experimental setup.

Virtualized testbed design and implementation
To practically support this work we designed and imple-
mented a testbed which we used to test the attacks out-
lined above, but that can also be used to reproduce the 
attacks from prior works, such as byzantine master. We 
plan to release the testbed framework as open source for 
others to replicate our results and further elaborate on 
them.

The testbed leverages virtualization, allowing us to run 
actual PTP programs on guest machines connected by 
virtual networks. This approach results in a portable and 
self-contained specification of attacks, and allows to eas-
ily replicate results.

The architecture of our virtualized testbed can be 
seen in action in two of the performed tests, as shown 
in Figs. 5 and 7. The configuration relies on LinuxPTP, 
PTPD, and PTPv2 software time-stamping. The testbed 
can show the results of clock alteration on the target sys-
tem, accelerating or slowing down the clock difference 
between nodes. We configured the PTP hosts to enable 
configuration via TLVs, to replicate a setting in which 
TLVs are in general used for remote PTP management. 
Initially, TLVs are correctly configured (e.g., priority1 
and priority2 in LinuxPTP), but can be reconfigured 
remotely.

The testbed is deployed using Infrastructure-as-Code 
(IaC) tools, namely Vagrant4 and Ansible5 to automate 
the tests. All the nodes of the infrastructures run the 
same operating system: Ubuntu-18.04.

The nodes are implemented as VirtualBox guests 
equipped with E1000 GigE virtual NICs. In our setup, 
the system was tested using an Intel�  CoreTM  i7-8700 
CPU, with a nominal clock frequency of 3.20GHz. The 
Hypervisor does not offer support for PTP or TSN-ena-
bled virtual NICs. To overcome this problem we con-
figured software time stamping in the PTP daemons. 
Therefore, we connected the virtual machines with the 
default hypervisor network support (NatNetwork, in the 
terminology of VirtualBox). We implemented PTP syn-
chronization in virtual testbed with software timestamps 

Table 1  Exploited TLVs, details on attacks possible with these 
TLVs are presented in Sect. 5

TLV Security problem

DISABLE_PORT Exploitation: Denial of service

DELAY_MECHANISM Exploitation: Denial of service

CLOCK_DESCRIPTION Reconnaissance: Topology map

USER_DESCRIPTION Reconnaissance: Topology map

PRIORITY1 Exploitation: BMC tampering

PRIORITY2 Exploitation: BMC tampering

CLOCK_ACC​URA​CY Exploitation: BMC tampering

4  A tool to build portable development environment in form of virtual 
machines or containers: https://​vagra​ntup.​com.
5  A configuration toolkit to build and configure environments using SSH: 
https://​ansib​le.​com.

https://vagrantup.com
https://ansible.com
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using UDP, therefore it is completely transparent to layer 
2 topology and protocols employed.

The workflow we enacted using the virtualized testbed 
is as follows: 

1	 we defined a topology using configuration files, in 
this case a topology with two legitimate entities, a 
network switch and an attacker;

2	 we chose the nodes on which to instantiate a PTP 
clock, in this case a PTPd daemon in the two servers, 
which became Ordinary Clocks,

3	 the other entities were left as passive elements and 
the switch became a Transparent Clock and not a 
Boundary Clock;

4	 the attacker started issuing the TLVs to execute the 
attack;

5	 the various nodes were observed to highlight clocks 
behavior.

Software tools
To support the attack operations, different software tools 
were developed, composing a modular toolkit we named 
PTP Exploitation Framework (PEF).

The main modules of PEF are: 

1	 TLV Forging Module, the baseline to forge and send 
TLV frames;

2	 Reconnaissance Module, used to investigate the 
topology and active functionality of the PTP net-
work;

3	 Indirect Attack Module, used to modify the PTP net-
work behavior through indirect misconfiguration 
of nodes, i.e. a node (the attacker) will modify the 
behavior of a victim node by sending a specific TLV 
to a third node;

4	 Direct Attack Module, used to modify the PTP net-
work behavior by directly sending a target node spe-
cific TLVs from the attacker’s node.

The PEF tools was implemented for GNU/Linux systems 
in Python 3 and interfacing it with C APIs and reference 
tools such as ptp4l.

Experimental results
In this section we discuss the implementation of the 
attacks outlined in Sect.  4, and demonstrate their 
effectiveness.

Reconnaissance
The Reconnaissance attack is implemented as an exploi-
tation module of PEF. The goal is to analyse the network 

and identify the hosts that are running PTP daemons, 
leveraging TLV-based queries.

Implementation
The CLOCK_DESCRIPTION management TLV is used 
as follows: 

1	 the TLV is sent to all network hosts (e.g. using a mul-
ticast or broadcast address) and will cause all TLV-
capable hosts to reply to the scanning hosts;

2	 from the replies a list of all PTP-capable hosts is com-
piled, providing meta-data for each host such as the 
name of the network clock, the specific PTP daemon 
used, its version number, BMC algorithm properties 
etc.

Results
An example of the results of this attack is shown in 
Fig.  4. Thanks to this analysis the list of running dae-
mons is available. If a daemon is known to be vul-
nerable, it can be exploited, leading to the problems 
described in Sect. 4.

Fig. 4  PTP Exploitation Framework demonstration; the 
reconnaissance module displays the information got from the 
running PTP daemons
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Clock disable port attack
This attack exploits the Direct Attack Module of PEF. The 
attacker will misconfigure the target by sending IT a TLV 
that will then result in a synchronization failure.

Implementation
The attack scenario is described in Fig. 5.

•	 Fig. 5a show the start up of the scenario, with the two 
synchronized hosts and the attacker. The latter does 
not require to be synchronized with the hosts.

•	 Fig.  5b show the attack phase. A DISABLE_PORT 
TLV is sent by the attacker to the victim. As a result 
the PTP port is disabled for two minutes, stopping 
the PTP daemon synchronization capability.

Results
Figure 6 graphically show the result of this attack. The 
figure reports the drift of the clock of the host under 

attack with respect to the master. In the leftmost part 
of the Figure (green curve) it is shown that the drift 
becomes quickly negligible because of the synchroni-
zation provided by PTP. Then at time t = 30 min the 
attack takes place and the port is disabled for 2 min 
(the blank part of the figure between the two dashed 
vertical lines).

When the port of the attacked node is enabled 
again (sending a ENABLE_PORT TLV to the victim), 
the clock of the node start drifting away the refer-
ence master (purple line on the rightmost part of the 
figure). In other words by stopping the synchroniza-
tion for a period of time large enough our attack suc-
cessfully introduced a significant clock drift, which 
increases in time and eventually reaching a value of 
8 ms after thirty minutes. As a typical PTP synchroni-
zation should exhibit an accuracy in the range between 
10ns to 100ns [IEEE 1588 Precise Time Protocol (2017)], 
we argue that the drift introduced by our attack is 
significant.

Fig. 5  Testbed design and usage for the Clock Disable Port Attack. Our modular framework allows to build a system with IaC technologies, 
which can be configured to include an arbitrary number of entities such as clocks, attackers, etc. connected according to different topologies. 
In black, entities that are not part of the time synchronization platform; in green, entities that are correctly and mutually synchronized; in red 
de-synchronized entities
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Clock accuracy attack
This attack exploits the Direct Attack Module of PEF. In 
brief, the attacker will send a TLV that causes the target 
to choose a malicious reference clock and therefore lock 
on a wrong synchronization.

Implementation
The attack scenario is described in Fig. 7.

•	 In a first phase, referred as the learning phase, we 
synchronized the attacker node with the leaf nodes. 
This phase is required because the synchronization of 
PTP leaves can have some constraints like the maxi-
mum amount of µs which can be corrected. This 
is possible because, for the time being, there is no 
authorization mechanism over the synchronization 
of new leaves, this operation is completely transpar-
ent to the clock master.

•	 After the learning phase, the actual spoofing phase is 
started. The attacker takes the role of master-clock by 
sending a TLV announcing a clock with more prior-
ity by sending a CLOCK_ACC​URA​CY TLV

•	 The declared ACC​URA​CY of the clock is used to alter 
the outcome of the next Best Master Clock Elec-
tion (BMC), and will force the victims to choose the 
attacker as new reference.

Fig. 6  Results of a clock de-synchronization attack in the virtualized testbed. In this attack we have exploited a DISABLE_PORT TLV. The clock 
then proceeds to drift from the reference master; during the attack we keep the port disabled and then proceed to re-enable it after one minute

Fig. 7  Hierarchy-related attack: the attacker issue a CLOCK_ACC​URA​CY TLV. This TLV will poison the hierarchy management algorithm; when an 
election occurs, the attacker will become the Master / Grand-Master of the system. The synchronized clocks not controlled by the attacker are 
represented in green; the ones controlled by the attacker at every step are drawn in red

Fig. 8  When the attacker is elected as the master, the other clocks in 
the system are completely controllable. This graph shows a running 
query of the internal clock of a victim, compared with the internal 
clock value of a previously synchronized external observer
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Results
The final result of the attack is shown in Fig.  8. A nor-
mal clock should follow the values of the green dashed 
figure, but the clock of the attacked station is periodically 
altered on fake values by the attacker (that brings it back 
of a second every ten seconds. In practise Fig.  8 proves 
that the clocks of the victims are prevented from count-
ing time in the right way.

Implementation complexity
As a final result, Fig. 9 supports what discussed in Sect. 4. 
Here are compared the amounts of bandwidth con-
sumed by the messages that must be sent on the network 
to implement a Bandwidth Denial of Service and a TLV 
attack. This orders of magnitude larger for the DDoS. 
This means a larger effort for the attacker but also a 
larger probability of the attack being detected but some 
network monitoring tool.

Countermeasures
Now let us briefly discuss possible countermeasures to 
the attacks previously described.

As TLVs are enabling the attacks described, the most 
trivial countermeasure could be to disable the support 
of TLVs in the specific protocol deployment. Unfortu-
nately this is a solution with many weaknesses. First 
of all, as already stated, TLVs are used to implement 
the configuration features of a deployment exploit-
ing the PTP protocol. Disabling the TLVs will there-
fore result into a significant loss of functionality. This 
could be fine in a deployment which will never require 

any form of runtime configuration, but every system 
administrator knows that this is a very unrealistic case. 
Disabling the TLV while keeping some form of config-
uration capability would require a different configura-
tion channel, implemented with another protocol such 
as SNMP or TELNET. But these protocols may also be 
subject to problems equivalent to the one described 
in this work for TLVs. In summary, disabling the TLVs 
would either cause a significant loss of functional-
ity or require the introduction of additional protocols 
that may result in alternative attack vectors. Thus, we 
do not believe disabling the TLVs can be considered a 
reasonable countermeasure to the attacks described in 
this manuscript.

While disabling TLVs can generate problems, the 
access control can be delegated to the network infra-
structure. This comes at the price of a more compli-
cated management of the entire network. A common 
approach to achieve this kind of segmentation is the use 
of VLANs, usually implemented by IEEE-802.1Q. More 
sophisticated segmentation methods can be imple-
mented using technologies such as SDN (Callegati et al. 
2021). As stated, the network administrator is then 
responsible of the isolation of the visibility between the 
devices, with regard to TLV packets.

A more interesting option is to make the exchange 
of the TLVs more secure. Annex-K of the 2008 stand-
ard version discusses the possibility of TLV encryption 
and the 2019 standard version introduces it. Supported 
encryption modes include both common approaches, 
i.e. symmetric encryption with shared keys, which 
however is prone to insider threats, dictionary attacks 
and so on, and asymmetric encryption enabled by a 
public key infrastructure. The latter is not vulnerable 
to dictionary or brute-force attacks, but may still be a 
source of challenges, since it requires a complex setup 
to ensure security of the entire system. First of all the 
PKI need to provide a fine handling of revocation pro-
cesses, otherwise insider threats can pass unnoticed. 
Moreover, if not configured and designed correctly, 
this kind of systems can trick the user into man-in-the-
middle scenarios or admit rogue machines (Prandini 
et  al. 2010). In many application cases the complexity 
of setting up a security infrastructure of this kind will 
discourage its application, leading to the adoption of a 
simpler, yet vulnerable set-up.

The implementation of more usable, but still robust 
methods to configure authentication architectures 
based on asymmetric cryptography in industrial net-
work is a topic which we are currently investigating, 
mainly referring to the OPC-UA protocol, and which 
could provide a more robust answer to the security 
problems presented in this work.

Fig. 9  Comparison between Bandwidth-requirements of a Denial of 
Service (DOS) attack and normal PTP operations (PTP). The data are a 
result of an average between five runs of 10 minutes and represented 
using logarithmic scale. The Denial of Service attack was done using 
hping3
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Conclusions
In this manuscript we have discussed the issue of cyber-
security attacks to time synchronization in industrial 
networks. We argue that, while attacking high level 
encrypted protocol can be cumbersome, under some 
preconditions attacking time synchronization protocols 
can be the best way for an attacker to exploit a system.

In particular we considered the Precision Time Pro-
tocol and have shown that Type Length Value (TLV) 
frames, used for management purposes, can be abused 
by an attacker to reconfigure, manipulate, or shut down 
time synchronization. In the manuscript we proposed 
and experiment attacks based on TLV exploitation, dem-
onstrating that they effectively de-synchronize the clocks, 
achieving a drift which is well above the typical toler-
ance required in networks where PTP synchronization 
is deployed. Moreover these attacks require an amount 
of bandwidth and of packets dedicated to the attack that 
is very limited. This makes the attacks very difficult to 
detect by typical traffic monitoring and/or IDS systems.

Since the vulnerability stems from common configu-
ration practices, we highlighted the need for them to 
address authentication of management messages, at the 
same time noting that the way PTP standards foresee to 
perform authentication is not necessarily easy to imple-
ment in an industrial network. In fact, a relevant contri-
bution of our work is to highlight that PTP in any version 
is only as secure as the deployer decides to configure it. 
There is no mandatory security measure, only available 
tools that need to be implemented, bearing the associ-
ated complexity costs.

Appendix A: TLVs taxonomy
In this appendix we present a taxonomy of the most com-
mon TLVs according to how they can be exploited for 
attacks to the protocol. The score of the attack is calcu-
lated using the CVSS scoring system6. In this system we 
classify the different score based on the following table: 

AC	� Complexity of the attack H → high, M → medium, 
L → low.

C	� Confidentiality is harmed: N → none, P → partial, 
C → complete.

I	� Integrity is harmed: N → none, P → partial, C → 
complete.

A	� Availability is harmed: N → none, P → partial, C → 
complete.

The TLVs not presented in these tables seems to be 
unexploitable.

The attacker model will follow different phases, 
nominally: 

1	 Reconnaissance;
2	 Intrusion and delivery of the attack;
3	 Exploitation of the vulnerability;
4	 Persistence of the attack;
5	 Cleanup of the traces.

Mimicking this model, we can separate the various unse-
cure TLVs in the following clusters. These TLVs can 
imply security in different scopes, these scopes include: 

Network	� General PTP network domain;
Time	� Time syncronization;
BMCS	� Best Master Clock Selection algorithm;
Log	� Log management;
Extension	� PTP-2008 standard extensions.

TLVs that can be used for Reconnaissance
The reconnaissance phase is the first foothold in the 

network, it analyzes the network to search for the exploit-
able vulnerabilities.

In Table 2, is presented a list of TLVs that can be used 
to scan the network or gain sensible information that can 
be used in subsequent phases.
TLVs that can be used to exploit the network

In the exploitation phase, the attacker will exploit the 
discovered vulnerabilities and try to maximize the dam-
age of his attack. The TLVs in Table 3 can be employed 
to do so:
TLVs that can be used to tamper the network

After the exploitation phase, the attacker can try to 
maintain the access to the system. To do so a set of TLVs, 
listed in Table 4, can be employed.

Table 2  PTP IEEE-1588 2008 TLVs that can be used in the 
Reconnaissance phase

TLV name Scope Score

CLOCK_DESCRIPTION Network AC:L/C:N/I:N/A:N

USER_DESCRIPTION Network AC:L/C:N/I:N/A:N

FAULT_LOG Log AC:M/C:N/I:N/A:N

DEFAULT_DATA​_SET BMCS AC:L/C:N/I:N/A:N

CURRENT_DATA​_SET BMCS AC:L/C:N/I:N/A:N

PARENT_DATA​_SET BMCS AC:L/C:N/I:N/A:N

PORT_DATA​_SET BMCS AC:L/C:N/I:N/A:N

PATH_TRACE_LIST Extension AC:L/C:N/I:N/A:N

PATH_TRACE_ENABLE Extension AC:L/C:N/I:P/A:N

6  https://​nvd.​nist.​gov/​vuln-​metri​cs/​cvss visited 2020-06-04.

https://nvd.nist.gov/vuln-metrics/cvss
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TLVs that can be used to cleanup traces of attack
TLVs can also be employed to cleanup the trace of an 

attack, e.g. to hide the presence of a trojan horse in the 
network. This can be the first step in the track cover-
ing, making difficult for an incident response team to 
reconstruct the dynamics of the attack. In Table  5, is 
presented a set of TLVs of the PTP standard that can be 
used to do so.
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Table 3  PTP IEEE-1588 2008 TLVs that can be used to exploit the network

TLV name Scope Score

INITIALIZE BMCS AC:M/C:N/I:N/A:C

UTC​_PROPERTIES Network,Time AC:L/C:N/I:N/A:C

VERSION_NUMBER Network,Time AC:L/C:N/I:N/A:C

LOG_SYNC_INTERVAL Network,Time AC:L/C:N/I:P/A:C

ANNOUNCE_RECEIPT_TIMEOUT Network,Time AC:L/C:N/I:N/A:P

LOG_ANNOUNCE_INTERVAL Network,Time AC:L/C:N/I:N/A:P

DOMAIN Network,Time AC:L/C:N/I:N/A:P

SLAVE_ONLY Network,Time AC:L/C:N/I:N/A:P

DISABLE_PORT Network AC:L/C:N/I:N/A:C

TIME Time AC:L/C:N/I:N/A:C

CLOCK_ACC​URA​CY BMCS AC:L/C:N/I:P/A:P

PRIORITY1 BMCS AC:L/C:N/I:P/A:P

PRIORITY2 BMCS AC:L/C:N/I:P/A:P

DELAY_MECHANISM Network AC:L/C:N/I:P/A:C

TIMESCALE_PROPERTIES Time AC:L/C:N/I:P/A:P

UNICAST_NEGOTIATION_ENABLE Network AC:L/C:N/I:P/A:P

GRANDMASTER_CLUSTER_TABLE Network AC:L/C:N/I:C/A:P

UNICAST_MASTER_TABLE Network AC:L/C:N/I:C/A:P

ACCEPTABLE_MASTER_TABLE BMCS AC:L/C:N/I:P/A:P

ACCEPTABLE_MASTER_TABLE_ENABLE BMCS AC:L/C:N/I:P/A:P

ALTERNATE_MASTER Network AC:L/C:N/I:P/A:P

Table 4  PTP IEEE-1588 2008 TLVs that can be used to tamper the network

TLV name Scope Score

SAVE_IN_NON_VOLATILE_STORAGE BMCS,Time AC:M/C:N/I:P/A:N

RESET_NON_VOLATILE_STORAGE BMCS,Time AC:M/C:N/I:P/A:N

Table 5  PTP IEEE-1588 2008 TLVs that can be used to cover 
tracks of a PTP attack

TLV name Scope Score

FAULT_LOG_RESET Log AC:L/C:N/I:P/A:N
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