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Evolution of an attractive polarized Fermi gas: From a Fermi liquid of polarons to a non-Fermi
liquid at the Fulde-Ferrell-Larkin-Ovchinnikov quantum critical point
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The evolution of an attractive polarized two-component Fermi gas at zero temperature is analyzed as its
polarization is progressively decreased, from full polarization (corresponding to the polaronic limit) down to
a critical polarization when superfluidity sets in. This critical polarization and the nature of the associated
superfluid instability are determined within a fully self-consistent t-matrix approach implemented exactly at
zero temperature. In this way, the polarization-vs-coupling phase diagram at zero temperature is constructed
throughout the whole BCS-BEC crossover. Depending on the coupling strength of the interparticle interaction
between the two components, the superfluid instability can be either toward a Fulde-Ferrel-Larkin-Ovchinnikov
(FFLO) phase or toward a standard polarized BCS phase. The evolution with polarization of the quasiparticle
parameters in the normal Fermi gas turns out to be notably different in the two cases. When the instability
is toward a polarized BCS superfluid, quasiparticles in the proximity of the two Fermi surfaces remain well
defined for all polarizations. When the instability is instead toward an FFLO superfluid, precursor effects become
apparent upon approaching the FFLO quantum critical point (QCP), where the quasiparticle residues vanish
and the effective masses diverge. This behavior leads to a complete breakdown of the quasiparticle picture
characteristic of a Fermi liquid, similarly to what occurs in heavy-fermion materials at an antiferromagnetic
QCP. At unitarity, the system is further investigated at finite temperature, making it possible to identify
a non-Fermi liquid region in the temperature-vs-polarization phase diagram associated with the underlying
FFLO QCP.

DOI: 10.1103/PhysRevB.107.054505

I. INTRODUCTION

The Fermi liquid theory, as originally developed by Lan-
dau for describing liquid 3He [1–3], is one of the most
successful theories in condensed-matter physics, wherein it
describes the behavior of metals or compounds in terms of
low-energy excitations of weakly interacting fermionic quasi-
particles. Notable exceptions to the Fermi liquid description
have, however, emerged in nature, for instance, in underdoped
cuprates [4] or heavy-fermion materials [5]. Non-Fermi liquid
behaviors are often driven by the proximity to a quantum
critical point (QCP) and considerable theoretical efforts have
been made to describe them [6–8], also in the light of possible
connections with high-temperature superconductivity [4].
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In this context, ultracold Fermi gases offer new perspec-
tives for investigating non-Fermi liquid behaviors close to
a QCP, owing to the large degree of control achieved in
their experimental realizations. These physical systems can
be assimilated to a spin-1/2 Fermi gas with an attractive
contact interaction. In this system, when a perfect matching
occurs between the populations of the two spin components,
fermion pairs are formed that condense to a homogeneous
superfluid phase at sufficiently low temperature. By varying
the strength of the attractive interaction via a Fano-Feshbach
resonance [9], this superfluid phase crosses over from a
Bardeen-Cooper-Schrieffer (BCS) condensate of highly over-
lapping Cooper pairs in weak coupling, to a Bose-Einstein
condensate (BEC) of dilute tightly-bound dimers in strong
coupling, passing through an intermediate (unitary) regime
of interaction associated with a divergent s-wave scattering
length (cf. Refs. [10,11] for a review).

Quite generally, the occurrence of an imbalance between
the two spin populations (i.e., of a finite polarization) hinders
pairing and thus superfluidity. For sufficiently large polar-
ization and not too strong an attraction, the system remains
in the normal phase even at zero temperature. This phase
is expected to be well described by the Fermi liquid the-
ory [12,13], even though the interparticle interaction is now
attractive and not repulsive as it was assumed in the original
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formulation of the theory [1–3]. In this phase, there are two
kinds of quasiparticles that correspond to fermions belonging,
respectively, to the majority or minority spin species dressed
by the interaction with fermions of the other species. In the
ultracold gases community, when the polarization is large
enough the few dressed minority fermions that are around are
regarded as mobile “impurities” embedded in the Fermi sea of
the other component, and are usually referred to as “polarons”.
Accordingly, in this limit the Fermi liquid itself is regarded as
a dilute gas of this kind of polarons (cf. Ref. [14] for a review).

In the following, we shall determine how this real-space
picture evolves with continuity to a more conventional Fermi
liquid description in terms of quasiparticle arising in momen-
tum space around the Fermi surface(s). This evolution will
further be extended to the point where precursor effects will
signal the collapse of the Fermi liquid itself already in the nor-
mal phase. In this way, we shall be able to provide a unifying
description between the approaches to a Fermi liquid adopted
in the ultracold gases and condensed-matter communities.

Specifically, by decreasing the spin polarization from the
polaronic limit, the properties of the normal Fermi liquid are
expected to vary continuously down to a critical polarization,
where a phase transition toward a superfluid phase occurs
and the Fermi liquid description ceases to be valid. Quite
generally, the superfluid phase transition can be either of first
order or continuous. For a first-order transition, the transition
point obtained by assuming a homogeneous system will be
surmounted by a phase separation between a balanced su-
perfluid and a polarized normal phase. In this case, the QCP
will be masked by the phase separation region, although its
effects could still extend beyond this region. For a continuous
transition, the QCP will instead be directly accessible, such
that possible deviations from Fermi liquid theory could more
readily be observed in the proximity of the QCP. In addition,
the continuous transition could be either toward a polarized
BCS superfluid (known as Sarma state from the original work
by Sarma [15]), or toward a Fulde-Ferrel-Larkin-Ovchinnikov
(FFLO) superfluid [16,17] whereby pairs condense with a
finite value of center-of-mass momentum to compensate for
the mismatch of the Fermi surfaces. In fact, it will be shown
below (see in particular Sec. IV) that the occurrence of either
one of these zero-temperature phase transitions depends on
the strength of the interparticle interaction that we shall allow
to span across the BCS-BEC crossover.

Particularly in the context of the FFLO superfluid phase,
a close connection can naturally be established with the phe-
nomenology occurring in condensed matter, where it is the
Zeeman splitting due to a magnetic field acting on the electron
spins to produce the spin imbalance that may possibly give
rise to an FFLO phase. Accordingly, the precursor effects
that we shall determine below to occur in the normal phase
above the FFLO phase with regards to ultracold Fermi gases
could also provide hints about the long sought search for an
FFLO phase in condensed matter. In this way, the critical
polarization that we will obtain here over a wide spectrum
of the system parameters will correspond to the “upper”
critical field in condensed matter at which the FFLO phase
breaks down.

As a matter of fact, the behavior of the polarized normal
Fermi gas when approaching an FFLO QCP is of particular

interest. By using renormalization group (RG) arguments, it
was pointed out in Ref. [18] that in dimensions D < 3 the
quasiparticle residues vanish at the FFLO QCP, similarly to
what happens at an antiferromagnetic QCP in heavy-fermion
materials [6–8]. Deviations from Fermi liquid theory close to
the FFLO QCP in anisotropic 2D systems were also found
in Refs. [19,20] within a paring fluctuations and an RG
approach, respectively, while Ref. [21] predicted a non-Fermi-
liquid quasiparticle lifetime at the FFLO QCP both in 3D and
2D within a pairing fluctuations approach.

All these previous papers [18–21] were formulated with the
following restrictions: (i) The attractive interparticle interac-
tion was restricted to the weak-coupling limit; (ii) The theory
was formulated only in the proximity of the QCP; (iii) The
explicit dependence of physical properties (like the position of
the QCP, its character, and the extension of the critical region)
on the parameters of a microscopic Hamiltonian was not ad-
dressed. All these restrictions will altogether be avoided in the
present paper, thereby allowing us to determine in a complete
and consistent way the evolution of an attractive polarized
Fermi gas from the polaronic limit to the superfluid QCP.

Specifically, we will consider a microscopic Hamiltonian
describing an ultracold two-component Fermi gas in the pres-
ence of a broad Fano-Feshbach resonance [22], for which the
effective interaction can be parametrized only in terms of the
scattering length aF between two fermions in vacuum. For
this system, we will first obtain the critical polarization at
zero temperature as a function of coupling for the continu-
ous transition from the normal to the superfluid phase, and
determine explicitly whether the underlying superfluid phase
is an FFLO or a polarized BCS phase. We will then follow
the evolution of the Fermi liquid normal phase from the pola-
ronic limit of maximum polarization down to the QCP where
the Fermi liquid theory breaks down. For the unitary Fermi
gas, we will also study the system at finite temperature and
determine the extension of the non-Fermi-liquid region about
the QCP.

Our numerical calculations rely on a fully self-consistent
t-matrix (Luttinger-Ward) approach [23–26]. This approach
compares well with experimental data and quantum Monte
Carlo (QMC) calculations for several thermodynamic quan-
tities at unitarity in the balanced case [27–32], as well as
with QMC calculations in the polarized case [33,34]. In this
context, a recent paper by two of us [35] has formally proven
that the self-consistent t-matrix approach exactly satisfies the
Luttinger theorem [36] for each Fermi surface of the two spin
components. This property turns out to be particularly impor-
tant for describing the spin-imbalanced Fermi liquid phase at
zero temperature in a consistent way.

It should be emphasized that our zero-temperature results
are obtained by implementing numerically the self-consistent
t-matrix approach exactly at T = 0, thereby avoiding a T → 0
extrapolation like that adopted by more conventional finite-
temperature calculations. This implementation constitutes a
nontrivial task, which is anyhow required to correctly identify
key features occurring in Fermi-liquid theory and related to
the sharpness of the underlying Fermi surface that would
otherwise be blurred away by finite-temperature effects. In
addition, considering exactly T = 0 is required to correctly
identify the FFLO critical line, which by our approach is
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found to exist only at T = 0 [37] due to the inherent instability
of FFLO long-range order to thermal fluctuations [38–44].

Our previous paper that focused on the pairing susceptibil-
ity [37] has shown that in the unitary regime of interaction,
precursor effects of the FFLO pairing fluctuations are present
at finite temperature over an extended range of polarizations
(as also recently pointed out in Ref. [45] at zero temper-
ature). Here, we instead investigate the effects induced by
these FFLO fluctuations on Fermi liquid properties and their
ultimate breakdown in the proximity of an FFLO QCP.

The main results of the present article can be summarized
as follows: (i) We have determined the polarization-vs-
coupling phase diagram at zero temperature where, by
comparing with available QMC and experimental data on
phase separation, we find that an FFLO phase should in-
deed occur at zero temperature from weak coupling to just
past unitarity. (ii) We have characterized the evolution of the
quasiparticle residues and effective masses for the two spin
components as functions of the spin-polarization at zero tem-
perature for various couplings. This highlights the difference
between a QCP toward a polarized BCS superfluid around
which quasiparticles remain well defined, and a QCP toward
an FFLO superfluid around which a quasiparticle descrip-
tion breaks down. (iii) We have analyzed the self-energies
at zero temperature with emphasis on deviations from Fermi
liquid theory close to the FFLO QCP, which is found to be
consistent with a dynamical critical exponent z = 2; (iv) We
have identified a non-Fermi liquid critical region above the
FFLO QCP in the temperature-vs-polarization phase diagram
at unitarity, which is delimited by a crossover temperature
T ∗

NFL determined by comparing the time-scales of thermal and
quantum fluctuations close to the QCP.

The article is organized as follows. Section II describes
the microscopic model and the main equations of the self-
consistent t-matrix approach at zero temperature. Section III
presents, as a first check on our numerical calculations,
results for the momentum distributions, which show an ex-
plicit consistency with the Luttinger theorem, in contrast
with the results obtained within a non-self-consistent t-matrix
approach. Section IV discusses the polarization-vs-coupling
phase diagram at zero temperature and compares it with
available experimental and QMC data. Section V charac-
terizes the evolution with polarization of the Fermi liquid
phase at zero temperature, by presenting numerical results
for the quasiparticle residues and effective masses of the
two spin components, and discusses the scaling of dynamical
quantities close to the FFLO QCP. Section VI analyses the
non-Fermi liquid effects at finite temperature due to the prox-
imity to the FFLO QCP, focusing on the unitary Fermi gas.
Section VII gives our conclusions. In addition, Appendix A
provides details of the zero-temperature algorithm for the
self-consistent t-matrix approach, and Appendix B discusses
a shortcoming of the non-self-consistent t-matrix approach
in the spin-imbalanced case at zero temperature, which is
overcome by the self-consistent approach.

II. THEORETICAL FORMALISM

We consider a system of spin-1/2 fermions of mass m
mutually interacting through an attractive contact interaction,

as described by the Hamiltonian (in the following, the reduced
Planck constant h̄ and the Boltzmann constant kB are set equal
to unity)

Ĥ =
∑

σ

∫
dr ψ̂†

σ (r)

(
−∇2

2m

)
ψ̂σ (r)

+ v0

∫
dr ψ̂

†
↑(r)ψ̂†

↓(r)ψ̂↓(r)ψ̂↑(r). (1)

Here, ψ̂σ (r) is a field operator with spin projection σ = (↑
,↓) and v0 < 0 is the bare interaction strength (with v0 → 0−
when the contact interaction is regularized in terms of the two-
fermion scattering length aF [46]).

Quite generally, the single-particle Green’s function Gσ (k)
for spin σ can be expressed in terms of the self-energy �σ (k)
through the Dyson equation

Gσ (k) = [G0σ (k)−1 − �σ (k)]−1, (2)

where G0σ (k) = [iω − k2/(2m) + μσ ]−1 is the noninteract-
ing counterpart, m the fermion mass, and μσ the chemical
potential of the σ component, and we are adopting the four-
vector notation k = (k, iω).

We emphasize that, in the present paper, the theory is for-
mulated strictly at zero temperature, upon taking the T → 0
limit beforehand in all relevant equations obtained within
the finite-temperature (Matsubara) formalism. Accordingly,
discrete fermionic Matsubara frequencies iωn = i(2n + 1)πT
(n integer) or bosonic Matsubara frequencies i�ν = i2νπT
(ν integer) are replaced by continuous frequencies iω and
i� along the imaginary axis, and the discrete sums T �n or
T �ν are replaced by integrals

∫
dω/(2π ) and

∫
d�/(2π ).

The advantage of working with imaginary frequencies even
at T = 0 is that, in this way, one avoids the singularities (or
near singularities) occurring in the Green’s functions when
calculated along the real frequency axis.

The self-consistent t-matrix approach is then imple-
mented at zero temperature by taking for the self-energy the
expression

�σ (k) = −
∫

dQ
(2π )3

∫
d�

2π
	(Q) Gσ̄ (Q − k) (3)

with Q = (Q, i�), where the Green’s function for fermions
with opposite spin σ̄ is convoluted with the particle-particle
(pair) propagator

	(Q) = −
[

m

4πaF
+ Rpp(Q)

]−1

(4)

expressed in terms of the renormalized particle-particle bub-
ble Rpp(Q),

Rpp(Q) =
∫

dk
(2π )3

[ ∫
dω

2π
Gσ (k)Gσ̄ (Q − k) − m

k2

]
. (5)

Equations (2)–(5) have to be solved self-consistently by a
numerical procedure that relies on Fourier transforming back
and forth between the (k, iω) or (Q, i�) spaces and the (r, τ )
space (see Refs. [24–26,47] for a description of the implemen-
tation of this numerical procedure at finite temperature, and
Appendix A for additional details on the implementation at
zero temperature). Note that, owing to rotational invariance,
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Gσ (k, iω) = Gσ (|k|, iω) and 	(Q, i�) = 	(|Q|, i�). In ad-
dition, for given densities nσ , the chemical potentials μσ in
Eqs. (2)–(5) are determined by inverting the density equations

nσ =
∫

dk
(2π )3

dω

2π
eiω0+

Gσ (k). (6)

Throughout this article, the spin polarization p = (n↑ −
n↓)/(n↑ + n↓) (such that p > 0 for a majority of spin-up
fermions considered here without loss of generality) will act
as the “tuning parameter” that drives the evolution of the
Fermi gas for given interparticle coupling. Accordingly, the
dimensionless coupling (kFaF)−1 will be an additional tuning
parameter, which is here expressed in terms of the (effective)
Fermi wave vector kF = (3π2n)1/3 where n = n↑ + n↓ is the
total density. With this definition, kF corresponds to the non-
interacting Fermi wave vector of an unpolarized system with
the same density n. An alternative choice, often utilized in
the context of ultracold gases (although not employed here),
prefers instead the dimensionless coupling (kF↑aF)−1 where
kF↑ = (6π2n↑)1/3 is the noninteracting Fermi wave vector of
the majority species.

III. LUTTINGER THEOREM

A key feature of the normal phase of a polarized Fermi gas
at zero temperature is the validity of the Luttinger theorem
[36]. For a partially polarized Fermi liquid here considered,
the theorem states that the volume enclosed by the Fermi
surfaces of each of the two spin components remains the same
as for a noninteracting gas [35]. In the isotropic case, this
implies that the radii of the two Fermi spheres are not affected
by the interparticle interaction, thereby remaining equal to the
noninteracting Fermi wave vectors kFσ = (6π2nσ )1/3.

This theorem was originally proved for the exact the-
ory, and it is not a priori guaranteed that it holds also
for an approximate theory. In Ref. [35] an analytic proof
was provided that, for a polarized Fermi gas, a conserving
self-consistent approximation (like the t-matrix approach con-
sidered in Sec. II above) does satisfy the Luttinger theorem.
This makes the t-matrix approach mostly suited for a de-
scription of an imbalanced Fermi liquid phase, as it gives full
control on the location of the Fermi surfaces for the two spin
components. This important property, however, is not shared
by the non-self-consistent t-matrix approximation.

As an example, Fig. 1 shows the momentum distributions
nσ (k) = ∫ +∞

−∞ dω eiω0+
Gσ (k, iω) at unitarity [(kFaF)−1 = 0]

for polarization p = 0.5, calculated within the fully self-
consistent t-matrix approach and the non-self-consistent
t-matrix approach [which corresponds to modifying Eqs. (3)
and (5) by replacing all Gσ with noninteracting Green’s func-
tions G0σ ]. It is evident from this figure that the self-consistent
t-matrix approach satisfies the Luttinger theorem as it places
the Fermi steps exactly at |k| = kFσ = (6π2nσ )1/3 (indicated
by the arrows on the horizontal axis), while the non-self-
consistent t-matrix approach violates this condition for the
minority component. For the majority component, on the
other hand, the non-self-consistent t-matrix approach does not
violate the theorem to the extent that it incorrectly treats the
majority atoms as completely noninteracting. This pathologi-
cal behavior, which was first pointed out in Ref. [48], occurs

FIG. 1. Momentum distributions nσ (k) of the two spin compo-
nents vs k = |k| [in units of the effective Fermi wave vector kF =
(3π 2n)1/3] at unitarity [(kFaF )−1 = 0], polarization p = 0.5, and
zero temperature, calculated within both the self-consistent t-matrix
approach (blue-solid lines) and the non-self-consistent t-matrix ap-
proach (red-dashed lines). The arrows on the horizontal axis indicate
the Fermi wave vectors kFσ = (6π 2nσ )1/3 corresponding to the po-
sitions of the Fermi surfaces for a noninteracting Fermi gas with
spin σ .

whenever the chemical potential of the minority component
μ↓ is negative (an analytical proof of this statement is given
in Appendix B). This represents a further shortcoming of
the non-self-consistent approach for the polarized Fermi gas,
which is overcome by the fully self-consistent one.

Alternative t-matrix approaches based on truncating the
Dyson equation (2) at first order in �σ (k) (like in the orig-
inal approach by Nozières and Schmitt-Rink [49]) are also
consistent with the Luttinger theorem, but they incur in other
unphysical results like negative values of the quasiparticle
residues at intermediate polarizations [50,51]. By retaining
the full Dyson equation (2) (like in our approach), one can
overcome the problem of the negative quasiparticle residues;
yet, the Luttinger theorem is usually violated if full self-
consistency is not duly implemented [51].

Finally, we mention that the validity of the Luttinger theo-
rem is equivalent to the following condition for the chemical
potentials,

μσ = k2
Fσ

2m
+ �σ (|k| = kFσ , iω = 0). (7)

In practice, in our numerical calculations we have enforced
Eq. (7) and explicitly verified that Eq. (6) for the densities is
always satisfied (within a relative error at most of 0.05%).

IV. ZERO-TEMPERATURE PHASE DIAGRAM

In this section we consider the description of the zero-
temperature phase diagram for the polarized Fermi gas in
terms of the self-consistent t-matrix approach.

Accordingly, the critical polarization pc for the second-
order normal-to-superfluid transition is determined by moni-
toring the momentum dependence of the pair propagator (4)
at zero frequency. The transition point corresponds to the
divergence of 	(|Q|, 0) at some value Q0 of |Q|, signaling the
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divergence of the pairing susceptibility χpair (|Q|) at the pair
wave vector Q0 [37]. The corresponding condition

[	(|Q| = Q0, i� = 0)|p=pc ]
−1 = 0 (8)

generalizes the Thouless criterion [52] to situations when
the superfluid phase is of the FFLO type. Specifically, when
Q0 = 0 the transition is toward a polarized BCS superfluid
(pBCS), while when Q0 �= 0 the transition is toward an FFLO
superfluid. Note that, at finite temperature, the condition (8)
for Q0 �= 0 would lead to a diverging self-energy (3) for all
frequencies and momenta (see Refs. [38–40,42–44] for a dis-
cussion of this problem in related approaches). In practice,
what occurs is that the condition for the FFLO transition is
never exactly satisfied at finite temperature, thereby confining
a truly FFLO phase to T = 0 while leaving the system in
the normal phase for any T �= 0 (albeit with the presence
of strong FFLO fluctuations) [37]. It is for this reason that,
in order to precisely identify the occurrence of the quantum
phase transition, it is important to implement the numerical
calculations exactly at T = 0. Any extrapolation in terms of
finite-temperature results would, in fact, lead to large uncer-
tainties in the location of the FFLO critical line.

Figure 2(a) shows the critical polarization vs coupling
obtained at zero temperature from the generalized Thouless
criterion (8) within the present self-consistent t-matrix ap-
proach. A special role in this panel [as well as in panel
(b) below] is played by the Lifshitz point L, which is quite
generally identified as the point where the disordered phase
meets two phases with uniform and modulated order, respec-
tively [53]. In the present case, this is where the normal
phase meets two superfluid phases, one with spatial uniform
order and the other one with spatially modulated order [54].
Our calculations locate the Lifshitz point at ((kFaF)−1

L , pL ) =
(0.643, 0.658), which correspond to notably larger coupling
and smaller polarization with respect to the mean-field re-
sults ((kFaF)−1

L , pL ) = (0.26, 0.98) [11]. On the left side of
the Lifshitz point L in Fig. 2(a), the momentum Q0 at the
transition is different from zero and the phase boundary sep-
arates the normal phase (N) from the FFLO superfluid phase.
On the right side of the Lifshitz point in Fig. 2(a), on the
other hand, the momentum Q0 at the transition vanishes and
the phase boundary separates the normal phase from a po-
larized BCS superfluid phase (pBCS). The phase boundary
terminates at the polaron-to-molecule transition point M with
(kFaF)−1

M = 1.17 and p = 1. This position for M is consistent
(within extrapolation errors) with previous calculations using
similar self-consistent t-matrix approaches in the polaronic
limit [55,56], and is rather close to the diagrammatic Monte
Carlo value (kFaF)−1

M = 1.14(2) [57].
We have further found that the vanishing of the pair mo-

mentum Q0 at the Lifshitz point occurs with a sudden jump
from a value Q0 �= 0, as it can be seen from the behav-
ior of 	(|Q|, iω = 0)−1 shown in Fig. 3. One sees from
this figure that, upon increasing the coupling strength (and
thus pc), the local maximum of 	(|Q|, iω = 0)−1 at Q0 =
0 turns into a local minimum close to the L point, which
eventually becomes the absolute minimum as the L point is
crossed.

Our calculations did not consider the occurrence of phase
separation, since accounting for this possibility would require

FIG. 2. Polarization-vs-coupling phase diagram at zero temper-
ature. (a) Phase diagram obtained by the self-consistent t-matrix
approach for the second-order phase transition between the normal
phase (N) and either an FFLO superfluid (full line) or a polarized
BCS (pBCS) superfluid (dashed line). At the Lifshitz point (L) the
instability changes from FFLO to polarized BCS superfluid (pBCS).
The end point of the transition line at p = 1 corresponds to the
polaron-to-molecule transition point M. Inset: Corresponding critical
field h = (μ↑ − μ↓)/2 vs coupling. (b) Phase diagram taking into
account the phase separation (hatched PS region) between the normal
(N) and the pBCS superfluid phases, as obtained from experimental
studies [Refs. [58,59] (circles) and Ref. [60] (diamonds)] and from
QMC calculations [61] (dotted lines). The star represents the result
from Ref. [62] for the N/FFLO phase transition at unitarity.

us to extend our t-matrix approach to the superfluid phase.
Previous experimental [58–60] and quantum Monte Carlo
studies [61] have pointed to the existence of a rather broad
phase separation region in the phase diagram. Accordingly,
Fig. 2(b) shows the expected region of phase separation (PS),
obtained by interpolating experimental [58–60] and quantum
Monte Carlo data [61]. By comparing this region with our
second-order phase transition lines, and assuming that (as it
occurs in the weak-coupling limit [63]) the boundary of the
phase separation region with the normal phase essentially
coincides with the boundary of the phase separation region
with the FFLO phase, we conclude that the FFLO phase
should still be present in the region of Fig. 2(b) evidenced in
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FIG. 3. Momentum dependence of the inverse of the pair-
propagator 	(|Q|, i� = 0)−1 (in units of mkF) for zero frequency at
the critical polarization pc, for different values of pc that correspond
to (kFaF )−1 = (0.00, 0.59, 0.69, 0.83, 0.99), from top to bottom.

red, which extends from weak coupling up to (kFaF)−1 	 0.1
(albeit in a rather narrow range of polarization). Note that,
for polarization below this region, phase separation should
occur between a standard spin-balanced BCS superfluid and
an FFLO polarized superfluid.

The presence of such a narrow FFLO region as shown
in Fig. 2(b) has probably escaped experimental detection
[58–60], because in a harmonic trap the FFLO superfluid is
confined in a narrow shell surrounding the unpolarized BCS
core. It is then hard to distinguish this narrow FFLO shell from
the (significantly larger) surrounding shell made of a normal
polarized Fermi gas. In this context, experiments using a box-
like trap [64–68] should be able to avoid this problem. The
calculation of Ref. [61], on the other hand, excluded from the
outset an FFLO solution, due to to the choice of the trial wave
function used in the fixed-node diffusion QMC simulations.

We note further from Fig. 2(b) that, at unitarity, the
second-order FFLO phase transition is not covered by phase
separation. This is in contrast to what is found within mean
field [69], but is in line with the prediction of a density func-
tional theory with input from quantum Monte Carlo data [62]
[star in Fig 2(b)] although with the different value pc = 0.56
for the critical polarization (recall that pc = 0.434 in our
calculation). In terms of the average chemical potential μ =
(μ↑ + μ↓)/2 and of the Zeeman splitting field h = (μ↑ −
μ↓)/2, at unitarity we find that (μ/h)c = 1.53 at the FFLO
phase transition. This value can be compared with the (less
precise) value (μ/h)c = 1.28 ± 0.15, obtained in Ref. [55]
by extrapolating to T → 0 the results of the self-consistent
t-matrix approach at finite temperature.

For couplings (kFaF)−1 � 0.1, on the other hand, the FFLO
phase, the Lifshitz point, as well as the transition line con-
necting the L and M points, are hidden under the region of
phase separation (PS). Nevertheless, we have verified that
the compressibility matrix remains positive-definite for all
polarizations p � pc to which we have access, indicating that
the normal phase is mechanically stable even in the region
of phase separation above pc, where it could still be present

FIG. 4. Pair wave vector Q0 (in units of kF) vs critical polar-
ization pc at the superfluid phase transition. At the Lifshitz point
where pc = pL = 0.658, Q0 jumps abruptly from Q0 = 0.521kF =
1.076|kF↑ − kF↓| to Q0 = 0 (vertical-dotted line). The dashed line for
pc > pL corresponds to the secondary minimum of 	(Q, i� = 0)−1

(the absolute minimum is at Q0 = 0). The dash-dotted line represents
the Fulde-Ferrell mean-field result Q0 = 1.2|kF↑ − kF↓| [63], while
the dashed-double-dotted line corresponds to Q = |kF↑ − kF↓|.

as a metastable phase. As a consequence, the second-order
transition line and the L point in Fig. 2(b) could, in principle,
be reached even in this region along this metastable phase. On
the strong-coupling side of the phase diagram, phase separa-
tion eventually gives way to a polarized BCS superfluid [the
pBCS region in the right-bottom corner of Fig. 2(b)].

Finally, Fig. 4 shows the pair wave vector Q0 at the transi-
tion vs the critical polarization pc along the N/FFLO (red-full
line) and the N/pBCS (blue-dashed line) phase boundaries
of Fig. 2(a). The red-dashed line of Fig. 4 corresponds in-
stead to a secondary local minimum of 	(Q, i� = 0)−1, as
its absolute minimum jumps abruptly from Q0 = 0.521kF =
1.076|kF↑ − kF↓| to Q0 = 0 at the Lifshitz point pc = pL

(vertical-dotted line), as mentioned above. The dash-dotted
line in Fig. 4 corresponds to the Fulde-Ferrell mean-field
result Q0 = 1.2|kF↑ − kF↓| [63], which is correctly recovered
for weak coupling (corresponding to pc → 0). Note also that,
in the 3D system we are considering, the pair wave vector Q0

remains always larger than |kF↑ − kF↓| (dashed-double-dotted
line), which is the expected result in 1D.

V. EVOLUTION OF THE FERMI
LIQUID PHASE WITH POLARIZATION

In this section, we characterize the evolution with polar-
ization of the Fermi liquid phase at zero temperature from
the polaronic limit (p = 1) to the superfluid QCP (p = pc)
for various couplings (kFaF)−1. In particular, in Sec. V A we
present this evolution in terms of the quasiparticle residues
and effective masses, while in Sec. V B we analyze the evo-
lution of the self-energies with polarization and consider the
scaling behavior of dynamical quantities close to the FFLO
QCP.
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FIG. 5. Quasiparticle residues Zσ and inverse effective mass ra-
tios m/m∗

σ for the two spin components σ = (↑, ↓) as functions
of polarization p, at zero temperature and for the coupling values
(kFaF )−1 = (−0.5, 0.0, 0.8). The violet circles on the horizontal axis
in panels (a) to (d) indicate the value of the crossover polarization p∗

that sets the boundary of the strong FFLO fluctuation region near the
FFLO QCP. Red diamonds: diagrammatic Monte Carlo results [74]
(data outside unitarity have been interpolated).

A. Quasiparticle residues and effective masses

By assuming a Fermi liquid behavior [3], the quasiparticle
residue Zσ and the effective mass m∗

σ of quasiparticles with
spin component σ are obtained by [70]

Zσ =
[

1 − ∂ Im�σ (kFσ , iω)

∂ω

∣∣∣
ω=0+

]−1

(9)

m

m∗
σ

= Zσ

[
1 + m

kFσ

∂Re�σ (k, i0+)

∂|k|
∣∣∣
|k|=kFσ

]
. (10)

Note that in Eq. (9) we have used the analytic properties of
�σ (kFσ , ζ ) in the upper-half complex plane of ζ to calculate
the derivative at ζ = 0 + i0+ along the imaginary frequency
axis rather than on the real frequency axis, avoiding in this
way the need of analytic continuation to the real frequency
axis (see also Refs. [56,71–73]).

Figure 5 shows the evolution of the two quantities (9)
and (10) in the Fermi liquid normal phase as functions of
polarization p, for three characteristic couplings (kFaF)−1 =
(−0.5, 0.0, 0.8).

Even in the polaronic limit (p = 1−), the spin dependence
of the results stems from the spin dependence of the self-
energy for the spin-imbalanced system we are considering.
In fact, in this limit the majority component is completely
noninteracting, so that Z↑ = 1 and m/m∗

↑ = 1. The minority
component is instead dressed by the majority atoms through
the attractive interparticle interaction, and forms a quasipar-
ticle (an attractive polaron) with Z↓ < 1 and m/m∗

↓ < 1 even
when p = 1. For comparison, the values of the residues and
effective masses for the minority component obtained in the
polaronic limit by the diagrammatic Monte Carlo method [74]
are also reported in Fig. 5 (red diamonds).

Upon decreasing p, the effects of the attractive interac-
tion become more evident for both spin components, and
the values of Zσ and m/m∗

σ decrease monotonically. At the
QCP, however, the nature of the incipient superfluid phase
strongly influences the behavior of the quasiparticles. When
the transition is to an FFLO superfluid [Figs. 5(a)–5(d)], the
quasiparticle residues Zσ vanish and the effective masses m∗

σ

diverge at the QCP. When the transition is instead to the more
standard BCS polarized superfluid [Figs. 5(e)–5(f)], Zσ and
m/m∗

σ remain finite although their values get strongly reduced
with respect to the polaronic limit.

In the case of an FFLO QCP, one can readily identify two
different regimes of polarization, namely, a regime at large
polarization where the residues decrease almost linearly by
decreasing p, and a regime close to the FFLO QCP where the
decrease with p becomes strongly nonlinear. It is evident from
Fig. 5 that the nonlinear region increases its extension as the
coupling gets stronger (as long as an FFLO QCP is present).
The boundary of this region can be determined by fitting the
linear behavior occurring in the large-p regime, and by finding
the value p∗ of the polarization at which the residues Zσ

deviate more than a certain percentage (which we have con-
ventionally fixed at 5%) from the fitted line. An error bar for
p∗ is also included, corresponding to polarizations at which
the deviation from the fitted line spans from 2.5% to 10% (for
more details about the fitting procedure see Appendix A). In
Figs. 5(a)–5(d) the values of p∗ are identified by the circles
with error bars on the horizontal axis. One can identify p∗ as a
crossover polarization below which strong FFLO fluctuations
set in as a precursor of the FFLO QCP.

Our further finding of strongly renormalized (yet ulti-
mately well-defined) quasiparticles when the QCP is toward
a BCS polarized superfluid [Figs. 5(e)–5(f)] is in line with
what was predicted in Ref. [75] for a corresponding QCP in
2D. Nevertheless, the vanishing of the quasiparticle residues
and the divergence of the effective masses at an FFLO QCP
[Figs. 5(a)–5(d)] signal a breakdown of the quasiparticle de-
scription of the Fermi liquid phase at the QCP. This finding
is in line with what was predicted for the FFLO QCP in 2D
within an ε-expansion approach [18]. More generally, anal-
ogous breakdowns of the Fermi liquid theory are known to
occur at QCPs toward phases with periodic modulations, like
for antiferromagnetic QCPs in heavy-fermion materials [6–8].

The divergence of the effective masses m∗
σ reported in

Figs. 5(a)–5(d) is a consequence of the vanishing of the
quasiparticle residues Zσ through the relationship (10). We
have indeed verified that the only singular contribution to m∗

σ

originates from Zσ , while the term related to ∂Re�σ (k, iω =
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FIG. 6. (Minus the) Imaginary part −Im�σ (kFσ , iω) of self-
energies [in units of EF = k2

F/(2m)] at the Fermi surface for both spin
components vs the frequency ω along the imaginary axis, for vari-
ous polarizations at zero temperature and unitarity [(kFaF )−1 = 0].
The value p = 0.434 corresponds to the critical polarization pc at
unitarity.

0+)/∂|k| is regular and thus contributes only a nonsingular
multiplicative term.

B. Self-energies close to the FFLO QCP and dynamical scaling

The vanishing of the quasiparticle residues Zσ at the FFLO
QCP requires the derivative of Im�σ (kFσ , iω) with respect to
ω to diverge at ω = 0 [cf. Eq. (9)]. It is interesting to verify
numerically how this non-Fermi liquid behavior is attained in
practice upon approaching the QCP by progressively decreas-
ing the polarization.

Figure 6 shows the evolution of −Im�σ (kFσ , iω) with
polarization at unitarity for both spin components. Note
how the linear behavior of −Im�σ (kFσ , iω) = (1 − 1/Zσ ) ω

for ω 	 0 characteristic of a Fermi liquid is gradually re-
placed by a square-root behavior for decreasing polarization.
Specifically, the linear region progressively reduces its ex-
tension to smaller ω until it shrinks to zero at the QCP,
where −Im�σ (kFσ , iω) ∼ ω1/2. In particular, at low ω we
obtain a robust fit to the numerical data for −Im�σ (kFσ , iω)
with the function Cσ ω1/2 (for instance, for the data of

FIG. 7. Real part of ��σ (kFσ , iω) ≡ �σ (kFσ , iω) − �σ (kFσ , 0)
[in units of EF = k2

F/(2m)] at the Fermi surface for both spin
components vs the frequency ω along the imaginary axis, for vari-
ous polarizations at zero temperature and unitarity [(kFaF )−1 = 0].
The value p = 0.434 corresponds to the critical polarization pc at
unitarity.

Fig. 6 at the QCP and ω < 0.02EF we obtain a value R2 >

0.9995 for the coefficient of determination associated with
the fit to both components [76]). By repeating the same
kind of fit for different couplings (but still remaining at the
FFLO QCP), we always find a similar square-root behav-
ior for −Im�σ (kFσ , iω). This behavior is also shared by
Re��σ (kFσ , iω) ≡ Re[�σ (kFσ , iω) − �σ (kFσ , 0)], as shown
in Fig. 7. On the other hand, along the N/pBCS critical line of
Fig. 2(a), −Im�σ (kFσ , iω) remains linear in ω, consistently
with the finite value that we have found for the residue in this
case.

It is further interesting to note that the square-root be-
havior that we have found for both −Im�σ (kFσ , iω) and
�Re�σ (kFσ , iω) can be related to the dynamical critical
exponent z of the dynamic pairing susceptibility. To make
this connection explicit, it is sufficient to analyze the small-
frequency behavior of the retarded self-energies �R

σ (kFσ , ω̃),
which is obtained from �σ (kFσ , iω) after analytic con-
tinuation iω → ω̃ + i0+ in the complex upper-half plane
(where the tilde signifies that the frequency is taken along
the real axis). To this end, we begin by considering the
small-frequency behavior as obtained from the fitting
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procedure discussed above on the positive imaginary fre-
quency axis,

Re�σ (kFσ , iω) = �σ (kFσ , 0) + Bσω1/2, (11)

Im�σ (kFσ , iω) = −Cσω1/2, (12)

where Cσ > 0 and Bσ > 0 are real constants. Denoting by
ζ the complex frequency in the upper-half plane, for ζ → 0
these equations imply that

�σ (kFσ , ζ ) = �σ (kFσ , 0) + (Bσ − iCσ )
√

−iζ , (13)

which yields after analytic continuation ζ = ω̃ + i0+ to the
real frequency axis,

�R
σ (kFσ , ω̃) = �σ (kFσ , 0) + [Bσ − Cσ sgn(ω̃)]

√
|ω̃|/2

− i[Cσ + Bσ sgn(ω̃)]
√

|ω̃|/2 (14)

for ω̃ → 0. Note that the condition Im�R � 0 requires Bσ �
Cσ , which is always satisfied by our fittings.

Equation (14) together with the condition (7), in turn,
yields for the single-particle spectral functions Aσ (k, ω̃) ≡
−(1/π )ImGR(k, ω̃) at |k| = kFσ

Aσ (kFσ , ω̃) = Dσ±
|ω̃|1/2

, (15)

where the coefficient Dσ± (that depends on the sign of ω̃) is
given by

Dσ± = 1√
2π

Cσ + Bσ sgn(ω̃)

B2
σ + C2

σ

.

This results should be contrasted with the standard Fermi
liquid behavior Aσ (kFσ , ω̃) = Zσ δ(ω̃).

It was quite generally argued in Ref. [8] that, whenever
the quasiparticle residue vanishes at QCPs, the single-particle
spectral function for |k| 	 kFσ and ω̃ 	 0 should have the
scaling form

A(QCP)
σ (k, ω̃) = c0σ

|ω̃|dα/z
F0

[
c1σ ω̃

||k| − kFσ |z
]
. (16)

Here, F0 is a universal scaling function, c0σ and c1σ are
nonuniversal coefficients, and z is the dynamical critical ex-
ponent (obtained from the dynamical susceptibility of the
ordering variable associated with the quantum phase transi-
tion). The exponent dα equals unity whenever (like in the
present case) the quasiparticle residue and the inverse effec-
tive mass vanish at the QCP with the same behavior [i.e., when
∂�σ (k, 0)/∂|k| is regular at kFσ , a property, which we have
verified numerically as already mentioned]. By then setting
dα = 1 and taking the limit |k| → kFσ in Eq. (16), we recover
Eq. (15) with Dσ± = c0σ F0(±∞). We thus conclude that the
exponent 1/2 in Eq. (15) is just what is expected when the
dynamical critical exponent z equals 2.

To check the validity of the identification z = 2 directly by
our approach, we may consider the dynamical pairing suscep-
tibility χpair(Q, i�), which in Ref. [37] was shown to coincide
with 	(Q, i�) within the self-consistent t-matrix approach.
On the positive imaginary frequency axis, for |Q| 	 Q0 and

i� 	 0 we then take for this quantity the following form

χpair(Q, i�) 	 (mkF)−1

a + b(|Q| − Q0)2 − (d1 + id2)i�
, (17)

where the parameters (a, b, d1, d2) are all real and positive,
with a vanishing at the QCP. [In Ref. [77] a similar expan-
sion was utilized for the non-self-consistent pair-propagator
	0(Q, i�) in the density balanced case with Q0 = 0]. We
have numerically verified that, within the present approach,
the expansion (17) remains valid for all couplings we have
considered [78]. By performing in Eq. (17) the analytic con-
tinuation i� → �̃ + i0+ from the upper-half complex plane
to real frequencies �̃, and introducing the coherence length
ξ = √

b/a [79], we obtain the following scaling behavior for
the dynamical pairing susceptibility (on the real frequency
axis) [6,80]

χpair(Q, �̃; ξ ) = ξ 2

mkFb
�0[(|Q| − Q0)ξ, m1�̃ξ 2], (18)

where m1 = (d1 + id2)/b is a nonuniversal complex constant
(with dimension of a mass) and �0 is a universal scaling
function. From this expression, we conclude that the real fre-
quency �̃ scales with the inverse of a coherence time ξτ ∼ ξ 2,
that corresponds to the dynamical critical exponent z = 2.

VI. FINITE-TEMPERATURE EFFECTS OF THE FFLO
QCP AT UNITARITY

In this section, we consider how finite temperature affects
the system we are dealing with. Specifically, we shall focus
on the unitary regime (kFaF)−1 = 0 where, according to our
calculations, the QCP is not hidden by a phase-separation
region like that seen experimentally [cf. Fig. 2(b)] and, in
particular, is of FFLO type.

Close to the FFLO QCP, we may assume that the tempera-
ture enters the scaling behavior (18) for the dynamical pairing
susceptibility through an additional �̃/T scaling, such that for
|Q| 	 Q0 and �̃ 	 0 we may write

χpair(Q, �̃; ξ, T ) = ξ 2

mkFb
�

[
(|Q| − Q0)ξ, m1�̃ξ 2,

�̃

2πT

]

(19)

where � is a new universal scaling function. Note that the
factor (2π )−1 in the �̃/T scaling is due to the spacing ��ν =
2πT between two successive bosonic Matsubara frequencies,
which, in turn, defines the infrared cutoff introduced by the
temperature T itself [80].

To identify the temperature region of the non-Fermi liquid
behavior above the QCP, one has to compare the two time-
scales, which appear in Eq. (19), namely, the thermal time
LT ∼ 1/T that describes the time scale of classical fluctua-
tions, and the coherence time ξτ ∼ ξ 2 that describes the time
scale of quantum fluctuations [6,80]. At high temperature,
LT < ξτ and fluctuations are classical. At low temperature
(and for p > pc), on the other hand, LT > ξτ and fluctuations
become quantum such that the system behaves as a Fermi liq-
uid [6,80]. The crossover temperature T ∗

NFL, which separates
the Fermi liquid from the non-Fermi-liquid regimes, can thus
be determined by setting LT ∼ ξτ , that is, T ∗

NFL ∼ ξ−2. The
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FIG. 8. Temperature-vs-polarization phase diagram at unitarity.
Full line: Critical temperature Tc [in units of TF = EF = k2

F/(2m)] for
the second-order phase transition between the normal (N) and the po-
larized BCS superfluid (pBCS) phases obtained by the self-consistent
t-matrix approach [37,81]. Triangle and diamond: Experimental data
from Refs. [27] and [58], respectively, for the second-order super-
fluid transition. Squares and green circles: Data from Ref. [58] that
delimit the region of phase separation (PS). The red full line at T = 0
to the right of the PS region corresponds to the FFLO phase, which
terminates at the FFLO QCP (red star). Dashed red line: Crossover
temperature T ∗

NFL as obtained from Eq. (20). Red shaded area: Region
of non-Fermi-liquid (NFL) behavior at finite temperature.

constant of proportionality in the definition of T ∗
NFL can further

be chosen to comply with the scaling form (19), such that

T ∗
NFL = ξ−2

2π |m1| = a

2π |d1 + id2| . (20)

Here, the real parameter a = a(p, T ) is obtained from a =
[mkF 	(|Q| = Q0, i� = 0)]−1 [cf. Eq. (17)] for given temper-
ature T and polarization p, while the real parameters d1 and d2

are fixed to their values obtained at the FFLO QCP by fitting
	(|Q| = Q0, i�) at small � with the form (17) (at unitarity,
d1 	 0.040 and d2 	 0.066).

The results obtained for T ∗
NFL at unitarity as a function of

polarization are shown in Fig. 8 (red-dashed line). To cast
these results in a broader context, Fig. 8 reports also addi-
tional information on the temperature-vs-polarization phase
diagram of the unitary Fermi gas obtained by previous works
(as described in detail in the caption of Fig. 8) [82].

Note from Fig. 8 that, in contrast to the characteristic fan-
shaped non-Fermi-liquid region usually found in the literature
at finite temperature [6,80], in our case only the right-hand
side of the fan can be identified. This is because on the left-
hand side of the QCP, the FFLO critical line (full-red line in
Fig. 8) remains stuck at T = 0 (a possible finite-temperature
transition line to a quasi-long-range ordered FFLO phase [41]
being out of reach within the present approach). Note also
that the non-Fermi-liquid region above T ∗

NFL (red shaded area
in Fig. 8) is limited to temperatures T/TF � 0.02. This is
because T/TF 	 0.02 corresponds to a Matsubara frequency
spacing �ωn = 2πT 	 0.13, which about corresponds to the
upper limit below which the square-root non-Fermi-liquid
behavior of the self-energies (as shown in Figs. 6 and 7) can

be still resolved in a grid of discrete Matsubara frequencies. It
should further be remarked that the non-Fermi-liquid behavior
induced by the proximity to an FFLO QCP in a density-
imbalanced Fermi gas considered here is a priori unrelated
to the deviations from Fermi-liquid behavior that may even
occur in a balanced system close to the superfluid critical
temperature, due to the occurrence of a pseudogap in the
normal phase [83,84] (see also Ref. [85] for a recent review
on the pseudogap in ultracold Fermi gases).

Having determined the crossover temperature T ∗
NFL, we

may now to look for deviations from Fermi-liquid theory at
finite temperature by considering specifically the temperature
behavior of the quasiparticle residues Zσ . To this end, at
finite (albeit still rather low) temperature, the quasiparticle
residues can be calculated in terms of the expression (cf., e.g.,
Refs. [86–88])

Zσ =
[

1 − Im�σ (kFσ , iω0)

ω0

]−1

, (21)

where ω0 = πT is the first fermionic Matsubara frequency.
For T 
 TF Eq. (21) well approximates an expression like (9)
(but now evaluated at finite T ), namely,

Zσ =
[

1 − ∂Im�σ (kFσ , iω)

∂ω

∣∣∣∣
ω→0+

]−1

, (22)

which, however, would require an analytic continuation from
the discrete Matsubara frequencies iωn to the continuous
(imaginary) frequency iω.

In addition, the expression (21) can be used as a direct
check of non-Fermi liquid behavior, by considering the ex-
pansion

Im�(FL)
σ (kFσ , iωn) 	 (1 − 1/Zσ )ωn + Eσ

(
ω2

n − π2T 2
)
,

(23)

where Eσ is a constant, which is valid for small temperature
and ωn. For the first Matsubara frequency ω0 = πT , this form
implies that the quadratic term ω2

0 gets exactly compensated
by the π2T 2 term (in accordance with the first Matsubara rule
[73,89]). For a Fermi liquid, the temperature dependence of
Zσ (T ) − Zσ (T = 0) as obtained from Eq. (21) is expected to
be super-linear (that is to say, of order higher than linear). In
particular, in 3D one expects O(T 2 log T ) [89]. A different
low-T dependence of the expression (21) would then signal
deviations from Fermi-liquid theory.

Figure 9 shows the temperature dependence of the residues
Zσ as obtained from Eq. (21), at unitarity and for several
polarizations. When p = pc = 0.434, the residues are seen
to vanish for T → 0 with a completely non-Fermi-liquid
behavior. For polarizations p > pc, the residues reach their
finite T = 0 value with a horizontal slope, corresponding to
the super-linear behavior expected for a Fermi liquid. How-
ever, it is interesting to note that, for polarizations p = 0.5
and 0.6 close enough to pc, this super-linear behavior oc-
curs only in a small temperature region close to T = 0, after
which a sublinear behavior sets in. This region corresponds to
temperatures T � T ∗

NFL, where T ∗
NFL was independently iden-

tified by Eq. (20) for the same polarizations. This shows the
way how the crossover temperature T ∗

NFL that separates the
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FIG. 9. Quasiparticle residues Zσ at unitarity as functions of
temperature for both spin components σ = (↑,↓) and several
polarizations (where p = pc = 0.434 corresponds to the critical po-
larization of the FFLO QCP at zero temperature). Circles indicate the
points on the curves that correspond to the crossover temperatures
T ∗

NFL obtained by Eq. (20) for given polarization.

non-Fermi-liquid from the Fermi-liquid regions appears ex-
plicitly in a specific physical quantity.

The temperature dependence of the residues Zσ at the
critical polarization pc can be directly related to the dynam-
ical scaling of the self-energies considered in Sec. V. If one
assumes, like in Eq. (19), an ω̃/T scaling of the retarded
self-energies at pc for low temperature, Eq. (14) implies that

�Re�R
σ (kFσ , ω̃; T ) ∼ T 1/2φ1σ (ω̃/T ), (24)

Im�R
σ (kFσ , ω̃; T ) ∼ T 1/2φ2σ (ω̃/T ), (25)

where φ1σ and φ2σ are universal scaling functions. The tem-
perature dependence of the residues at pc and low T is then
obtained by using Eq. (24) together with

Zσ (T ) =
[

1 − ∂Re�R
σ (kFσ , ω̃; T )

∂ω̃

∣∣∣∣
ω̃=0

]−1

, (26)

and reads

Zσ (T ) 	 1

1 + Gσ T −1/2
, (27)

where Gσ = |φ′
1σ (0)| is a spin-dependent nonuniversal con-

stant. By fitting the curves at p = pc = 0.434 with the form
(27), we obtain a robust fit with R2 > 0.9997 (which extends
up to T/TF = 0.1). This result can be regarded as an indirect
(albeit strong) check on the assumed ω̃/T scaling of Eqs. (24)
and (25).

Finally, we note that, by combining Eq. (25) with Eq. (27)
at the critical polarization pc, one obtains an inverse quasi-
particle lifetime at the Fermi surface 1/τσ (kFσ ) scaling at low
temperature like

1

τσ (kFσ )
≡ − Zσ (T ) Im�R

σ (kFσ , ω̃ = 0; T )

∼ T 1/2

1 + Aσ T −1/2
∼ T, (28)

which is linear rather than quadratic in T as it should be in
the Fermi liquid regime [90]. This non-Fermi liquid behav-
ior of the quasiparticle lifetime is similar to what expected
in condensed-matter systems in the proximity to a QCP, as
produced either by charge [91] or magnetic [6,7] instabilities.
In ultracold gases, this behavior could in principle be observed
experimentally via radio-frequency spectroscopy [92,93].

VII. CONCLUDING REMARKS AND OUTLOOK

In this article, we have investigated the evolution of the
normal phase of a two-component attractive Fermi gas in
3D at zero temperature, by varying the polarization from the
polaronic limit to the superfluid QCP. Depending on coupling,
this QCP is found to be either toward a homogeneous polar-
ized phase (for strong coupling) or toward an inhomogeneous
FFLO phase (for intermediate and weak couplings, including
unitarity). In the case of a QCP toward a polarized BCS
superfluid, we have found that a Fermi liquid description in
terms of quasiparticles remains valid down to the QCP, while
at an FFLO QCP we have found a complete breakdown of
the quasiparticle description, similarly to what happens at an
antiferromagnetic QCP in heavy-fermion materials.

The non-Fermi liquid behavior at the FFLO QCP is
characterized by the vanishing of the quasiparticle residues,
the divergence of the quasiparticle effective masses, and an
anomalous ∼ω1/2 frequency dependence of Im� and �Re�
at the Fermi surface. This is consistent with a scaling behavior
of the single-particle spectral function and of the dynamical
pairing susceptibility at the QCP with a dynamical critical
exponent z = 2. At finite temperature, these results trans-
late in a non-Fermi liquid critical region above the FFLO
QCP that presents an anomalous temperature dependence of
physical quantities, like a sublinear (rather than super-linear)
temperature dependence of the quasiparticle residues and
a linear (rather than quadratic) temperature dependence of
the inverse quasiparticle lifetimes at the Fermi surface. The
crossover temperature T ∗

NFL that corresponds to the bound-
ary of this non-Fermi liquid region has also been identified
in the temperature-vs-polarization phase diagram at unitar-
ity, by comparing the time-scales of thermal and quantum
fluctuations.

By combining our predictions for the quantum phase
transition between the normal and FFLO phases with the
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experimental and QMC data, we have determined that the
FFLO QCP gets not covered by phase separation in an ex-
tended coupling region from weak coupling up to (kFaF)−1 	
0.1, thereby including the unitary regime where (kFaF)−1 = 0.
This finding implies that the FFLO QCP, with its non-Fermi
liquid precursor features when coming from the normal phase,
could (at least in principle) be directly accessed experimen-
tally in a unitary Fermi gas.

This awaited experimental search for the FFLO QCP
with ultracold Fermi gases would complement the alterna-
tive search going on in condensed matter. In this respect, a
recent article has reported convincing signatures of the FFLO
phase in the material strontium ruthenate via nuclear magnetic
resonance measurements [94]. These measurements were per-
formed at a temperature, which is less than 5% the value of
the superfluid critical temperature of the sample, which can
then be regarded essentially as zero temperature for all practi-
cal purposes. Correspondingly, measurements with ultracold
Fermi gases, where such low temperatures (relative to the
critical temperature) are hard to reach even at unitarity (and
especially for finite polarization), could take advantage of the
precursor effects arising in the normal phase that we have here
predicted to occur even at finite (albeit still small) tempera-
ture. In this respect, experiments performed with Fermi gases
in box-like traps appear to be most promising [64–68].

In this context, it should be emphasized that our finding
here for a polarized unitary Fermi gas, of a Fermi-liquid be-
havior at zero (or even low) temperature outside the classical
fluctuation region around the FFLO QCP, does not contradict
previous claims about the non-Fermi-liquid behavior of the
same two-component but unpolarized Fermi gas at unitarity
above its critical temperature [84], whereby pseudogap effects
and temperature broadening act (as expected) to wash up all
fundamental features of a Fermi-liquid phase. The two distinct
regions of the temperature-vs-polarization phase diagram at
unitarity, of interest here and in Ref. [84], are clearly apparent
from Fig. 8 above.

Finally, it is worth emphasizing again that to obtain our
results it was essential to employ a fully self-consistent t-
matrix approach. This is because this approach duly satisfies
Luttinger theorem and thus correctly identifies the Fermi sur-
face(s) about which the fermionic quasiparticles are defined.
In this context, it was also necessary to perform our numerical
calculations exactly at zero temperature. This kind of technical
requirement has led us to face and overcome a number of
nontrivial challenges to render it computationally feasible;
yet, it has proved essential to correctly identify a number of
key physical features occurring in the evolution of the Fermi
liquid with polarization. This implementation exactly at zero
temperature has never been attempted before, and represents
the state-of-the-art computational technology in the field.
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APPENDIX A: DETAILS OF THE NUMERICAL
PROCEDURES

In this Appendix, we first provide the details of the
numerical procedures required to implement the cycles of
self-consistency for a polarized attractive Fermi gas at zero
temperature. In the last section we then briefly describe the
fitting procedure used to define the crossover polarization p∗
introduced in Fig. 5 of the main text.

In view of possible future extensions, when describing the
numerical procedures to achieve self-consistency, we shall
also consider the occurrence of a mass imbalance (although
not included in this article) between the two components of
the Fermi gas, by introducing in the expressions below the
factors γσ = 2mr/mσ , where mσ is the mass of the σ = (↑,↓)
component and mr = m↑m↓/(m↓ + m↑) is the associated re-
duced mass. In the mass-balanced case here considered, one
has 2mr = m↑ = m↓ = m and γσ = 1.

The procedures presented here, which rely on Fourier
transforming back and forth between the (k, iω) or (Q, i�)
spaces and the (r, τ ) space, are similar to those implemented
at finite temperature in previous works [24–26,47]. Some
important features, however, have to be modified to treat the
zero-temperature limit correctly. For this reason, in the fol-
lowing we shall mostly focus on the specific details of this
implementation at zero temperature, while the basic structure
of the cycle of self-consistency can be found in Ref. [26].

All the expressions reported in this Appendix are given
in dimensionless units, such that wave vectors are in units
of the effective Fermi wave vector kF = (3π2n)1/3 (where
n = n↑ + n↓ is the total particle density) and energies are in
units of the effective Fermi energy EF = k2

F/(4mr ). Accord-
ingly, the fermionic single-particle propagators Gσ (k, iωn) are
in units of E−1

F , the fermionic self-energies �σ (k, iωn) in units
of EF, and the particle-particle propagator 	(Q, i�ν ) in units
of (2mrkF)−1. Finally, to further shorten the notation, we adopt
the symbol v = (kFaF)−1 for the dimensionless coupling.

1. Imaginary time interval

A few preliminary considerations are in order, about the
interval to be utilized for the imaginary time variable τ . At
a finite temperature T , the periodicity (antiperiodicity) of
bosonic (fermionic) single-particle propagators with period
β = 1/T enables one to work typically in the interval (0, β ),
such that the corresponding interval at zero temperature would
be (0,+∞). However, this straightforward choice turns out to
be inconvenient in practice, because the singularities for τ →
β− of some functions [typically, the self-energies �σ (r, τ )]
would be shifted to the region τ → +∞ where they are
difficult to be dealt with numerically. By adopting instead
the finite-temperature interval (−β/2,+β/2), which becomes
(−∞,+∞) at zero temperature, all relevant singularities oc-
cur for τ → 0− or τ → 0+ and can be accounted for more
efficiently.

2. Transforming from Gσ (k, iω) to Gσ (r, τ )

The first functions to be Fourier transformed in the cycle of
self-consistency are the single-particle Green’s functions Gσ .
Like for the finite-temperature case [26], the Fourier transform
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can be performed in two steps, namely,

Gσ (k, iω)
FT→ Gσ (k, τ )

FT→ Gσ (r, τ ), (A1)

with the Fourier transform over the wave vector k following
that over the frequency ω. To perform these numerical Fourier
transforms, it is helpful to add and subtract some functions
known analytically in advance, in both (k, iω) and (r, τ ) rep-
resentations. In the following, we will consider two different
subtraction schemes: A primary one to deal with the large
(k, iω) behavior of Gσ , and a secondary one to deal with the
quasiparticle contribution to Gσ that accounts for the sharp-
ness of the Fermi surface at |k| = kFσ and for the ensuing
Friedel oscillations at large r in the (r, τ ) representation.

a. Primary subtraction scheme for the large (k, iω) behavior

We begin by defining an analytic reference function G(a)
σ ,

which embodies the leading large k, iω (or, equivalently, the
small |r| and τ → 0) behavior of Gσ . The form of this analytic
function is suggested by the free-particle propagator G0σ , and
is given by

G(a)
σ (k, iω) = 1

iω − γσ k2 + μ0σ

− �μσ

(iω − γσ k2 + μ0σ )2
, (A2)

where the suffix (a) stands for analytic, with Fourier trans-
forms

G(a)
σ (k, τ ) =

∫ +∞

−∞

dω

2π
G(a)

σ (k, iω)e−iωτ (A3)

= −(1 + �μστ ) e−(γσ k2−μ0σ )τ θ (τ ), (A4)

G(a)
σ (r, τ ) =

∫
dk

(2π )3
G(a)

σ (k, τ )eik·r (A5)

= −(1 + �μστ )
eμ0σ τ e− r2

4γσ τ

(4πγσ τ )3/2
θ (τ ). (A6)

Here, θ (τ ) is the Heaviside step function, μ0σ is a nega-
tive auxiliary chemical potential for which we shall typically
adopt the convenient expression μ0σ = −0.1 − v2θ (v), and
�μσ = μσ − μ0σ is the difference between the true and aux-
iliary chemical potentials. The introduction of the (negative)
auxiliary chemical potential μ0σ avoids the divergence of
G(a)

σ (k, iω) for ω → 0, and the second term in Eq. (A2) makes
faster the decay to zero of the difference between Gσ (k, iω)
and G(a)

σ (k, iω) at large ω (thus leading to an ω−5/2 behavior).
We then define the difference function

G(n)
σ (k, iω) = Gσ (k, iω) − G(a)

σ (k, iω), (A7)

where the suffix (n) stands for numeric, and Fourier transform
it first over ω and then over k. Once the Fourier transforms
over ω and k of Eq. (A7) are performed, Gσ (r, τ ) is eventu-
ally obtained by adding G(a)

σ (r, τ ) given by Eq. (A6) to the
transformed G(n)

σ (r, τ ).

b. Secondary subtraction scheme for the quasiparticle contribution

Assuming that one also knows the quasiparticle residues Zσ

and the effective masses m∗
σ from a previous iteration of the

loop of self-consistency [as calculated from the self-energy
through Eqs. (9) and (10)], a further refinement of the calcula-
tion can be made by analytically treating in Eq. (A7) also the
quasiparticle contribution

G(QP)
σ (k, iω) = Zσ

iω − γ ∗
σ

(
k2 − k2

Fσ

) , (A8)

which corresponds to a free quasiparticle propagator with
residue Zσ , effective mass m∗

σ (such that γ ∗
σ = 2mr/m∗

σ ), and
chemical potential μσ = γ ∗

σ k2
Fσ (note that, in general, γ ∗

σ �= 1
also in the mass-balanced case). This function allows us to
analytically take into account the pole of Gσ (k, iω), which
is responsible for the discontinuity of Gσ (k, τ ) at the Fermi
surface |k| = kFσ . [Note that the Fermi wave vector for the
σ component becomes kFσ = (2nσ /n)1/3 in dimensionless
units.]

Note, however, that if one would merely subtract the
quasiparticle contribution (A8) in Eq. (A7), one would spoil
the large-frequency ω−5/2 behavior of the difference func-
tion G(n)

σ (k, iω) obtained above with the primary subtraction
scheme. It is thus necessary to subtract in Eq. (A7) a reference
function that embodies the polar structure of Eq. (A8), but at
the same time keeps an ω−5/2 tail for large frequencies. This
reference function is then chosen as follows:

G(QP,n)
σ (k, iω) = G(QP)

σ (k, iω) − G(QP,a)
σ (k, iω), (A9)

where, like in Eq. (A2), we define

G(QP,a)
σ (k, iω) = Zσ

iω − γ ∗
σ k2 + μ0σ

− Zσ �μ(QP)
σ

(iω − γ ∗
σ k2 + μ0σ )2

(A10)

with �μ(QP)
σ = γ ∗

σ k2
Fσ − μ0σ and μ0σ defined like in

Eq. (A2). Similarly to the free Green’s function, Eq. (A9)
can now be Fourier transformed analytically to the (k, τ )
representation, to obtain

G(QP,n)
σ (k, τ ) = G(QP,n,+)

σ (k, τ )θ (τ )

+ G(QP,n,−)
σ (k, τ )θ (−τ ), (A11)

where

G(QP,n,+)(k, τ ) = Zσ e−γ ∗
σ (k2−k2

Fσ )τ [θ (kFσ − |k|) − 1]

+ Zσ

(
1 + �μ(QP)

σ τ
)

e−(γ ∗
σ k2−μ0σ )τ ,

G(QP,n,−)(k, τ ) = Zσ e−γ ∗
σ (k2−k2

Fσ )τ θ (kFσ − |k|). (A12)

At this point the Fourier transform over k to get
G(QP,n)

σ (r, τ ) can be readily performed numerically (or, alter-
natively, one may utilize an analytic expression in terms of the
complex error function).

Finally, one can define a refined difference function, in the
form

G(n)
σ (k, iω) = Gσ (k, iω) − G(a)

σ (k, iω) − G(QP,n)
σ (k, iω),

(A13)

and Fourier transform it first over ω and then over k. Once
these Fourier transforms are performed, one can eventually
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obtain Gσ (r, τ ) by adding back G(a)
σ (r, τ ) of Eq. (A6) and the

just calculated G(QP,n)
σ (r, τ ) to the transformed G(n)

σ (r, τ ).
As far as the Fourier transform of the particle-particle

bubble of Appendix A 3 below is concerned, it is once again
useful to calculate the full G(QP)

σ (r, τ ). This is obtained by
adding back to G(QP,n)

σ (r, τ ) the analytic contribution G(QP,a)
σ

in the (r, τ ) representation, which in analogy with Eq. (A6) is
given by

G(QP,a)
σ (r, τ ) = − Zσ

(
1 + �μ(QP)

σ τ
) eμ0σ τ e− r2

4γ ∗
σ τ

(4πγ ∗
σ τ )3/2

θ (τ ).

(A14)

3. Transforming from Rpp(r, τ ) to Rpp(Q, i�)

An additional function to be Fourier transformed in the
self-consistent cycle is the renormalized particle-particle bub-
ble Rpp defined by Eq. (5). Here, again, the Fourier transform
is performed in two steps, namely,

Rpp(r, τ )
FT→ Rpp(Q, τ )

FT→ Rpp(Q, i�), (A15)

with the Fourier transform over the imaginary time τ follow-
ing that over the spatial position r.

a. Primary subtraction scheme for the large (Q, i�) behavior

In Eq. (5) Rpp is expressed in terms of the single-particle
Green’s functions Gσ in (Q, i�) space. If one Fourier trans-
forms Eq. (5) (in units of 4mrkF) to the (r, τ ) space, the
convolution therein becomes a simple product and one ends
up with the expression

Rpp(r, τ ) = Gσ (r, τ )Gσ̄ (r, τ ) − �δ(r)δ(τ ). (A16)

Here, � = ∫
|k|<k0

dk/(2π )31/(2k2) is a constant that diverges
with the ultraviolet cutoff k0 of the integral over k in Eq. (5)
[where 2mr/k2 becomes 1/(2k2) in dimensionless units].
Also in the present case, the leading behavior for τ → 0 and
small r needs to be subtracted before performing the Fourier
transform. To this end, we recall from Eq. (A6) that such a
behavior is already known for Gσ (r, τ ), so that it is convenient
to define the function

R(a)
pp (r, τ ) = G(a)

σ (r, τ )G(a)
σ̄ (r, τ ) − �δ(r)δ(τ )

= E0(r, τ ) + �μE1(r, τ )

+ [(�μ)2 − (�h)2]E2(r, τ ). (A17)

In this expression, �μ = μ − μ0 and �h = h − h0 where
μ = (μ↑ + μ↓)/2, μ0 = (μ0↑ + μ0↓)/2, h = (μ↑ − μ↓)/2,
and h0 = (μ0↑ − μ0↓)/2. In addition, in the expression (A17)
we have also introduced the functions

E0(r, τ ) = e2μ0τ e
− r2

2γ↑γ↓τ

(γ↑γ↓)3/2(4π )3τ 3
θ (τ ) − �δ(r)δ(τ ), (A18)

E1(r, τ ) = 2
e2μ0τ e

− r2

2γ↑γ↓τ

(γ↑γ↓)3/2(4π )3τ 2
θ (τ ), (A19)

E2(r, τ ) = e2μ0τ e
− r2

2γ↑γ↓τ

(γ↑γ↓)3/2(4π )3τ
θ (τ ). (A20)

By Fourier transforming these expressions to the (Q, i�)
space, we obtain

E0(Q, i�) = − 1

8
√

2π
(γ↑γ↓Q2/2 − 2μ0 − i�)1/2, (A21)

E1(Q, i�) = 1

8
√

2π
(γ↑γ↓Q2/2 − 2μ0 − i�)−1/2, (A22)

E2(Q, i�) = 1

32
√

2π
(γ↑γ↓Q2/2 − 2μ0 − i�)−3/2, (A23)

so that R(a)
pp of Eq. (A17) reads in (Q, i�) space

R(a)
pp (Q, i�) = E0(Q, i�) + �μE1(Q, i�)

+ [(�μ)2 − (�h)2]E2(Q, i�). (A24)

Note that the divergent constant � of Eq. (A17) has been
reabsorbed in the definition of E0. This is because in (Q, i�)
space the regularizing term −2mr/k2 of Eq. (5) [which reads
−1/(2k2) in dimensionless units] is duly taken into account
in E0 since

E0(Q, i�) =
∫

dk
(2π )3

{ ∫
dω

2π

[
G(a)

σ (k, iω)|μσ =μ0σ

× G(a)
σ̄ (Q − k, i� − iω)|μσ̄ =μ0σ̄

]
− 1

2k2

}
,

(A25)

where G(a)
σ (k, iω)|μσ =μ0σ

= (iω − γσ k2 + μ0σ )−1 is the first
term of Eq. (A2).

Now that the leading contribution of Eq. (A16) for τ → 0
and small r (as determined by the quadratic term G(a)

σ G(a)
σ̄ )

has been taken into account, we can also take into account the
subleading contribution as determined by the linear terms in
G(a)

σ . By expressing the Green’s functions Gσ in Eq. (A16) as
G(n)

σ + G(a)
σ like in Eq. (A7) and retaining only the linear terms

in G(a)
σ , we are led to identify the following contribution:

R(sa)
pp (r, τ ) =

∑
σ

G(n)
σ̄ (r = 0, τ ) G(a)

σ (r, τ ), (A26)

where we have set r = 0 in G(n)
σ̄ because from Eq. (A6) G(a)

σ

is peaked about r = 0 for τ → 0+ (while G(n)
σ̄ is a smooth

function of r). The suffix (sa) here stands for semi-analytic,
because although G(a)

σ is analytic its coefficient G(n)
σ is deter-

mined numerically. The expression (A26) can be transformed
to the (Q, τ ) space, to obtain

R(sa)
pp (Q, τ ) =

∑
σ

G(n)
σ̄ (r = 0, τ ) G(a)

σ (Q, τ ), (A27)

where G(a)
σ (Q, τ ) is given by Eq. (A4) with Q replacing k. We

can finally define the difference function

�Rpp(r, τ ) = Rpp(r, τ ) − R(a)
pp (r, τ ) − R(sa)

pp (r, τ ) (A28)

and Fourier transform it over r to obtain �Rpp(Q, τ ).
As far as the Fourier transform from τ to � is concerned,

we note that the semi-analytic term of Eq. (A26) cannot be
easily transformed. It is thus necessary to isolate its leading
behavior for τ → 0+ given by

R̃(sa)
pp (Q, τ ) =

∑
σ

nσ̄ G(a)
σ (Q, τ ). (A29)
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This expression is obtained by setting τ = 0+ in the coeffi-
cient G(n)

σ̄ (r = 0, τ ) of Eq. (A27) and then identifying it with
the density nσ̄ of the σ̄ component. The Fourier transform of
Eq. (A29) over τ is thus given by

R̃(sa)
pp (Q, i�) =

∑
σ

nσ̄ G(a)
σ (Q, i�), (A30)

where G(a)
σ (Q, i�) is obtained from the expression (A2) by

replacing k and ω by Q and �, respectively. Next we define a
new difference function

�̃Rpp(Q, τ ) = �Rpp(Q, τ ) + R(sa)
pp (Q, τ ) − R̃(sa)

pp (Q, τ ),

(A31)

which can be Fourier transformed over τ numerically.
The quantity Rpp(Q, i�) is eventually obtained [in line
with Eq. (A28)] by adding R(a)

pp (Q, i�) of Eq. (A24) and
R̃(sa)

pp (Q, i�) of Eq. (A30) to �̃Rpp(Q, i�).

b. Secondary subtraction scheme
for the quasiparticle contributions

Similarly to the Fourier transform of Gσ , if the quasipar-
ticle residues Zσ and effective masses m∗

σ are known from a
previous iteration of the self-consistency loop, one can refine
the calculation by subtracting the quasiparticle contributions
to Rpp. This refinement is particularly useful in the present
context, because it can partially eliminate the Friedel oscilla-
tions in the r dependence of Eq. (A28). These oscillations,
which originate from the presence of sharp Fermi surfaces
in the Green’s functions Gσ (k, τ ), are especially difficult to
be integrated over because for large r their amplitude decays
only polynomially. The strategy here is thus to start from the
quasiparticle Green’s functions (A8) and build the quasipar-
ticle contribution to the renormalized particle-particle bubble
as follows:

R(QP)
pp (Q, i�) =

∫
dk

(2π )3

[ ∫
dω

2π
G(QP)

σ (k, iω)

× G(QP)
σ̄ (Q − k, i� − iω) − Z↑Z↓

(γ ∗
↑ + γ ∗

↓ )k2

]
,

(A32)

where recall that γ ∗
σ = 2mr/m∗

σ . This expression can be eval-
uated analytically (cf. also Eq. 16 of Ref. [95]), and takes the
form

R(QP)
pp (Q, i�) = R(QP,sc)

pp (Q, i�)

+ �R(QP,↑)
pp (Q, i�) + �R(QP,↓)

pp (Q, i�).

(A33)

Here,

R(QP,sc)
pp (Q, i�) = − Z↑Z↓

4(γ ∗
↑ + γ ∗

↓ )3/2π

×
(

γ ∗
↑ γ ∗

↓
γ ∗

↑ + γ ∗
↓

Q2 − 2μ(QP) − i�

)1/2

(A34)

is the strong-coupling contribution, which, similarly to
Eq. (A21), represents the leading (Q, i�) → +∞ behavior,
and the two remaining terms are given by

�R(QP,σ )
pp (Q, i�) = Z↑Z↓

4π2(γ ∗
↑ + γ ∗

↓ )

{
kFσ + k�(Q)

2(γ ∗
↑ + γ ∗

↓ )1/2

× log

[
k�(Q) − (γ ∗

↑ + γ ∗
↓ )1/2k1σ (Q)

k�(Q) + (γ ∗
↑ + γ ∗

↓ )1/2k1σ (Q)

× k�(Q) + (γ ∗
↑ + γ ∗

↓ )1/2k2σ (Q)

k�(Q) − (γ ∗
↑ + γ ∗

↓ )1/2k2σ (Q)

]}
,

(A35)

with the short-hand notation

k1σ (Q) = kFσ − γ ∗
σ̄

γ ∗
↑ + γ ∗

↓
|Q|,

k2σ (Q) = kFσ + γ ∗
σ̄

γ ∗
↑ + γ ∗

↓
|Q|,

k�(Q) = i

(
γ ∗

↑ γ ∗
↓

γ ∗
↑ + γ ∗

↓
Q2 − 2μ(QP) − i�

)1/2

(A36)

and the definition μ(QP) = (γ ∗
↑ k2

F↑ + γ ∗
↓ k2

F↓)/2.
In the representation (r, τ ), Eq. (A32) becomes [cf.

Eq. (A16)]

R(QP)
pp (r, τ ) = G(QP)

σ (r, τ )G(QP)
σ̄ (r, τ )

− �(QP)δ(r)δ(τ ), (A37)

where the quasiparticle Green’s functions G(QP)
σ (r, τ ) are ob-

tained numerically by Fourier transforming Eq. (A11) and
adding back the analytic contribution (A14), while �(QP) =
2�Z↑Z↓/(γ ∗

↑ + γ ∗
↓ ) with the constant � defined in Eq. (A16).

Note, however, that one cannot simply subtract the quasi-
particle contribution (A37) in Eq. (A28), since one would
otherwise reintroduce a singular behavior for τ → 0+ and
small r. A solution to this problem is to define a nonsingular
auxiliary function obtained by removing from Eq. (A37) the
singular τ → 0+ and small-r behavior (thereby adopting a
procedure similar to that described above for R(a)

pp ), and then
use this function to subtract away the oscillating large-r be-
havior in Eq. (A28) without introducing any singularity for
τ → 0+ and small r. Similarly to what we did in Eq. (A17),
we then define the function

R(QP,a)
pp (r, τ ) = E (QP)

0 (r, τ ) + �μ(QP)E (QP)
1 (r, τ )

+ [(�μ(QP))2 − (�h(QP))2]E (QP)
2 (r, τ ),

(A38)

where now �μ(QP) = μ(QP) − μ0 and �h = h(QP) − h0, with
μ(QP) = (γ ∗

↑ k2
F↑ + γ ∗

↓ k2
F↓)/2, μ0 = (μ0↑ + μ0↓)/2, h(QP) =

(γ ∗
↑ k2

F↑ − γ ∗
↓ k2

F↓)/2, and h0 = (μ0↑ − μ0↓)/2. In addition,
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in the expression (A38) we have introduced the analytic
functions

E (QP)
0 (r, τ ) = Z↑Z↓

e2μ0τ e
− (γ ∗↑+γ ∗↓ )r2

4γ ∗↑ γ ∗↓ τ

(γ ∗
↑ γ ∗

↓ )3/2(4π )3τ 3
θ (τ ) − �(QP)δ(r)δ(τ ),

(A39)

E (QP)
1 (r, τ ) = 2Z↑Z↓

e2μ0τ e
− (γ ∗↑+γ ∗↓ )r2

4γ ∗↑ γ ∗↓ τ

(γ ∗
↑ γ ∗

↓ )3/2(4π )3τ 2
θ (τ ), (A40)

E (QP)
2 (r, τ ) = Z↑Z↓

e2μ0τ e
− (γ ∗↑+γ ∗↓ )r2

4γ ∗↑ γ ∗↓ τ

(γ ∗
↑ γ ∗

↓ )3/2(4π )3τ
θ (τ ). (A41)

By Fourier transforming these expressions to the (Q, i�)
space, we obtain correspondingly,

E (QP)
0 (Q, i�) = − Z↑Z↓

4(γ ∗
↑ + γ ∗

↓ )3/2π

×
(

γ ∗
↑ γ ∗

↓
γ ∗

↑ + γ ∗
↓

Q2 − 2μ0 − i�

)1/2

, (A42)

E (QP)
1 (Q, i�) = Z↑Z↓

4(γ ∗
↑ + γ ∗

↓ )3/2π

×
(

γ ∗
↑ γ ∗

↓
γ ∗

↑ + γ ∗
↓

Q2 − 2μ0 − i�

)−1/2

, (A43)

E (QP)
2 (Q, i�) = Z↑Z↓

16(γ ∗
↑ + γ ∗

↓ )3/2π

×
(

γ ∗
↑ γ ∗

↓
γ ∗

↑ + γ ∗
↓

Q2 − 2μ0 − i�

)−3/2

. (A44)

In this way, the function R(QP,a)
pp defined by Eq. (A38) becomes

in (Q, i�) space,

R(QP,a)
pp (Q, i�) = E (QP)

0 (Q, i�) + �μ(QP)E (QP)
1 (Q, i�)

+ [(�μ(QP))2 − (�h(QP))2]E (QP)
2 (Q, i�).

(A45)

In analogy to Eq. (A26), one can further take into account
the subleading behavior for τ → 0+ and small r, by consider-
ing the semi-analytic contribution

R(QP,sa)
pp (r, τ ) =

∑
σ

G(QP,n)
σ̄ (r = 0, τ ) G(QP,a)

σ (r, τ ), (A46)

where G(QP,n)
σ (r, τ ) = G(QP)

σ (r, τ ) − G(QP,a)
σ (r, τ ) and

G(QP,a)
σ (r, τ ) is given by Eq. (A14). The expression (A46) can

be transformed to the (Q, τ ) space, yielding

R(QP,sa)
pp (Q, τ ) =

∑
σ

G(QP,n)
σ̄ (r = 0, τ ) G(QP,a)

σ (Q, τ ), (A47)

where in analogy to Eq. (A4) [cf. also Eq. (A12)],

G(QP,a)
σ (Q, τ ) = − Zσ (1 + �μ(QP)

σ τ )

× e−(γ ∗
σ Q2−μ0σ )τ θ (τ ) (A48)

with �μ(QP)
σ = γ ∗

σ k2
Fσ − μ0σ . One can thus define the refined

difference function

�Rpp(r, τ ) = Rpp(r, τ ) − R(a)
pp (r, τ ) − R(sa)

pp (r, τ )

− R(QP)
pp (r, τ ) + R(QP,a)

pp (r, τ ) + R(QP,sa)
pp (r, τ ),

(A49)

and Fourier transform it over r to obtain �Rpp(Q, τ ).
As far as the Fourier transform from τ to � is concerned,

in analogy to Eq. (A29) it is useful to define a function, which
accounts for the leading τ → 0+ behavior of Eq. (A46), by
writing

R̃(QP,sa)
pp (Q, τ ) =

∑
σ

n(QP)
σ̄ G(QP,a)

σ (Q, τ ), (A50)

where n(QP)
σ̄ = G(QP,n)

σ̄ (r = 0, τ = 0+) by our definition. This
expression can be transformed to the (Q, i�) space, yielding

R̃(QP,sa)
pp (Q, i�) =

∑
σ

n(QP)
σ̄ G(QP,a)

σ (Q, i�), (A51)

where G(QP,a)
σ (Q, i�) is given by Eq. (A10) with Q and �

replacing k and ω, respectively. In analogy to Eq. (A31), we
can now define a new difference function in (Q, τ ) space as

�̃Rpp(Q, τ ) = �Rpp(Q, τ ) + R(sa)
pp (Q, τ ) − R̃(sa)

pp (Q, τ )

− R(QP,sa)
pp (Q, τ ) + R̃(QP,sa)

pp (Q, τ ), (A52)

Fourier transform it over τ to obtain �̃Rpp(Q, i�), and finally
obtain Rpp(Q, i�) as

Rpp(Q, i�) = �̃Rpp(Q, i�) + R(a)
pp (Q, i�) + R̃(sa)

pp (Q, i�)

+ R(QP)
pp (Q, i�) − R(QP,a)

pp (Q, i�)

− R̃(QP,sa)
pp (Q, i�). (A53)

4. Transforming from �(Q, i�) to �(r, τ )

The next function to be Fourier transformed in the cycle
of self-consistency is the particle-particle propagator 	. Also
in this case, the Fourier transform is performed in two steps,
namely,

	(Q, i�)
FT→ 	(Q, τ )

FT→ 	(r, τ ). (A54)

Here, it is again necessary to subtract an analytic function that
contains the leading behavior for large (Q, i�). The aim, in
practice, is to obtain a difference function �	 that decays
like �−5/2 for large �, similarly to the difference function
of Eq. (A7) for the single-particle Green’s functions. To this
end, one can make use of the known leading behavior of
Rpp(Q, i�) for large (Q, i�) [cf. Eq. (A24)], together with the
definition (4) of 	(Q, i�), which in dimensionless units reads

	(Q, i�) = (−4π )

v − 8πRpp(Q, i�)
. (A55)

From the leading term E0 of R(a)
pp [cf. Eq. (A21)], we obtain

for the leading behavior

	(a,0)(Q, i�) = (−4
√

2π )√
2v − ( γ↑γ↓

2 Q2 − 2μ0 − i�
)1/2 , (A56)
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which coincides with the expression of the particle-particle
propagator in the strong-coupling limit (v � 1) [46] but now
with μ0 replacing μ. This is because it is here essential that
the auxiliary chemical potential satisfies the condition μ0 <

−v2, otherwise the denominator of (A56) may vanish for � =
0. The term �μ E1 of R(a)

pp [cf. Eqs. (A17) and (A22)] yields
instead the following subleading contributions:

	(a,1)(Q, i�) = 4
√

2π�μ( γ↑γ↓
2 Q2 − 2μ0 − i�

)3/2 , (A57)

	(a,2A)(Q, i�) = 16πv�μ( γ↑γ↓
2 Q2 − 2μ0 − i�

)2 . (A58)

In addition, while the contribution of the term [(�μ)2 −
(�h)2]E2 in Eq. (A17) can be neglected since it is of order
�−5/2 or higher, the contribution of R̃(sa)

pp [cf. Eq. (A30)]
that enters the expression (A31) has instead to be taken into
account since it is of order �−2,

	(a,2B)(Q, i�) =
∑

σ

(−64π2nσ̄ )

γσ Q2 − μ̃0σ − i�

× 1
γ↑γ↓

2 Q2 − 2μ̃0 − i�
, (A59)

with μ̃0,σ = 4γσμ0 and μ̃0 = γ↑γ↓μ0. Note that these aux-
iliary chemical potentials are different from those used in
Eq. (A30). However, the present choice does not modify the
leading �−2 behavior of Eq. (A59) and is useful for comput-
ing the Fourier transform analytically.

At this point, the expressions (A56)–(A59) can be Fourier
transformed to the (Q, τ ) space, yielding

	(a,0)(Q, τ ) =
[

4
√

2π√
τ

c(τ, v) + 16π v e2v2τ θ (v)

]

× e−(
γ↑γ↓

2 Q2−2μ0 )τ θ (τ ), (A60)

	(a,1)(Q, τ ) =8
√

2πτ �μ e−(
γ↑γ↓

2 Q2−2μ0 )τ θ (τ ), (A61)

	(a,2A)(Q, τ ) =16πv τ �μ e−(
γ↑γ↓

2 Q2−2μ0 )τ θ (τ ), (A62)

	(a,2B)(Q, τ ) = −64π2θ (τ )
∑

σ

nσ̄ /γ 2
σ

Q2

2 − 2μ0

×[
e−γ↑γ↓( Q2

2 −2μ0 )τ − e−2γσ ( Q2

2 −2μ0σ )τ
]
,

(A63)

where in the last expression we have made use of the relation
2μ̃0 − μ̃0σ = −2γ 2

σ μ0. In Eq. (A60) the coefficient c(τ, v) is
defined by

c(τ, v) = 2√
π

∫ +∞

0
dx e−x2 x2

x2 + 2τv2
, (A64)

which equals 1 when either v = 0 or τ = 0 and can be
computed numerically otherwise. To obtain the expressions
(A60)–(A64), we have again relied on the property μ0 < −v2

of the auxiliary chemical potential.
Finally, the Fourier transforms from (Q, τ ) to (r, τ ) spaces

of 	(a,0), 	(a,1), and 	(a,2A) are readily obtained, in the form

	(a,0)(r, τ ) =
[

2 c(τ, v)

π
√

τ
+ 4

√
2

π
v e2v2τ θ (v)

]

× e2μ0τ e
− r2

2γ↑γ↓τ

(γ↑γ↓ τ )3/2
θ (τ ), (A65)

	(a,1)(r, τ ) = 4 �μ

π (γ↑γ↓)3/2

e2μ0τ e
− r2

2γ↑γ↓τ

τ
θ (τ ), (A66)

	(a,2A)(r, τ ) = 16πv �μ

(2πγ↑γ↓)3/2

e2μ0τ e
− r2

2γ↑γ↓τ

√
τ

θ (τ ). (A67)

For 	(a,2B), on the other hand, the procedure is somewhat
more involved and is based on the identity

∫
dQ

(2π )3
eiQ·r e−γ τ (Q2/2−2μ0 )

Q2/2 − 2μ0
=

∫
dQ

(2π )3
eiQ·r

∫ +∞

γ τ

dy e−y( Q2

2 −2μ0 ) =
∫ +∞

γ τ

dy
e2μ0ye− r2

2y

(2πy)3/2

= e−2
√|μ0||r|

4π |r|
{

1 + Erf

( |r| − 2
√|μ0|γ τ√
2γ τ

)
− e4

√|μ0||r|
[

1 − Erf

( |r| + 2
√|μ0|γ τ√
2γ τ

)]}
, (A68)

where Erf(x) is the error function of real argument x [96]. Use of this identity for γ = γ↑γ↓ or γ = 2γσ yields

	(a,2B)(r, τ ) = − 16πθ (τ )

|r|
∑

σ

nσ̄

γ 2
σ

{
e−2

√|μ0||r|
[

Erf

( |r| − 2
√|μ0|γ↑γ↓τ√
2γ↑γ↓τ

)
− Erf

( |r| − 4
√|μ0|γσ τ

2
√

γσ τ

)]

+ e2
√|μ0||r|

[
Erf

( |r| + 2
√|μ0|γ↑γ↓τ√
2γ↑γ↓τ

)
− Erf

( |r| + 4
√|μ0|γσ τ

2
√

γσ τ

)]}
. (A69)

It is now convenient to introduce the difference function

�	(Q, i�) = 	(Q, i�) − 	(a,0)(Q, i�) − 	(a,1)(Q, i�) − 	(a,2A)(Q, i�) − 	(a,2B)(Q, i�) (A70)
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that can be Fourier transformed numerically first over � and
then over Q to obtain �	(r, τ ). The desired 	(r, τ ) then
results by adding to this �	(r, τ ) the analytic expressions
(A65)–(A67) and (A69) obtained above.

5. Transforming from �σ (r, τ ) to �σ (k, iω)

The last functions to be Fourier transformed are the self-
energies �σ . Similarly to the previous functions, the Fourier
transform is again separated in two steps:

�σ (r, τ )
FT→ �σ (k, τ )

FT→ �σ (k, iω). (A71)

Here, too, it is convenient to identify an analytic function that
contains the leading behavior for τ → 0± and small r, so as
to subtract it before proceeding to the Fourier transform.

The starting point is the definition (3) of the self-energy
�σ in terms of the particle-particle propagator 	 and the
single-particle Green’s function Gσ̄ , which in (r, τ ) space and
dimensionless units reads

�σ (r, τ ) = −2	(r, τ )Gσ̄ (r,−τ ), (A72)

with the factor 2 originating from the normalization of 	.
From Appendices A 2 and A 4, both 	(r, τ ) and Gσ (r, τ )
are known to present a singular behavior for τ → 0+ [cf.
Eqs. (A65) and (A6)]. For the self-energy (A72), this trans-
lates into a singular behavior when both τ → 0+ (due to 	)
and τ → 0− (due to Gσ̄ ). Accordingly, we write

�σ (r, τ ) 	
τ→0+

−2 Gσ̄ (r = 0, τ = 0−) 	(r, τ ), (A73)

�σ (r, τ ) 	
τ→0−

−2 Gσ̄ (r,−τ ) 	(r = 0, τ = 0−), (A74)

where, at the lowest order, we have taken r = 0 and τ = 0−
in the smooth functions multiplying the singular ones. Re-
calling that the leading singular behaviors of 	 and Gσ are
given by Eqs. (A65) and (A6), we can then use the following
functions:

�(a,+)
σ (r, τ ) = − 2 nσ̄ 	(a,0)(r, τ ), (A75)

�(a,−)
σ (r, τ ) = − 2 C G(a)

σ̄ (r,−τ ), (A76)

to account for the leading behavior of �σ (r, τ ) for τ → 0+
and τ → 0−, in the order. Here, nσ̄ = Gσ̄ (r = 0, τ = 0−) is
the density of the σ̄ component and C = 	(r = 0, τ = 0−) the
Tan’s contact [97]. These expressions can be readily Fourier
transformed to the (k, iω) space, yielding

�(a,+)
σ (k, iω) = − 2 nσ̄ 	(a,0)(k, iω), (A77)

�(a,−)
σ (k, iω) = − 2 C G(a)

σ̄ (k,−iω), (A78)

where 	(a,0)(k, iω) is given by Eq. (A56) with k and ω re-
placing Q and �, respectively, and G(a)

σ̄ (k,−iω) is given by
Eq. (A2). Out of the two terms (A77) and (A78), �(a,+)

σ has
the strongest singularity. For this reason, in our calculation we
found it sufficient to define a difference function only in terms
of �(a,+)

σ , namely,

��σ (r, τ ) = �σ (r, τ ) − �(a,+)
σ (r, τ ), (A79)

which can be Fourier transformed numerically first over r
and then over τ . The desired �σ (k, iω) is finally obtained by
adding the expression (A77) of �(a,+)

σ (k, iω) to ��σ (k, iω)
obtained in this way from Eq. (A79).

6. Numerical grids

In this section, we provide details about the grids used in
the numerical calculations of the Fourier transforms.

(i) For the τ grid, we use a double logarithmic grid with 600
points in the interval (−τmax, τmax) where τmax = 108, which
concentrates points around τ = 0.

(ii) For the integration over the frequencies ω and �,
we first note that these integrals can be restricted from 0 to
∞ owing to the symmetries Gσ (k,−iω) = Gσ (k, iω)∗ and
	(Q,−i�) = 	(Q, i�)∗. We use 500 points for both frequen-
cies, where the first 100 points are taken over an evenly spaced
grid with step �ω = �� = 2π/τmax to correctly describe
the low-frequency region, while the remaining 400 points are
taken over a logarithmic grid to correctly recover the ∼ω−5/2

tail of G(n)
σ (k, iω) and the ∼�−5/2 tail of �	(Q, i�). The

small value of �� for the linear grid and the corresponding
large value of τmax are needed to correctly integrate the almost
divergence of 	(Q, i�) for � → 0 and |Q| 	 Q0, when close
to an FFLO QCP [cf. Eq. (8)].

(iii) For the k grid, we use 200 points in total and split
the integral in the three intervals (0, kF1), (kF1, kF2), and
(kF2, kmax), where kF1 and kF2 are, respectively, the smaller
and the larger of the two Fermi wave vectors kFσ , and kmax

is a momentum cutoff [for which we typically take kmax = 50
(in units of the original kF)]. The points on the grid are ar-
ranged such that they are concentrated close to the two Fermi
wave vectors kFσ (albeit avoiding values of |k| in the region
||k| − kFσ | < 3 × 10−4 to prevent problems at the discontinu-
ity of the Fermi surfaces), and logarithmically distributed for
large |k|.

(iv) For the integration over Q, we use 300 points, some
of which logarithmically distributed for large |Q|, others con-
centrated close to Q = 0, and the remaining ones concentrated
close to the (absolute or local) minimum of 	(Q, i� = 0)−1,
when this occurs for |Q| �= 0.

(v) Finally, for the variable r we typically use a logarithmic
grid with 1000 points in the interval (0, rmax) where rmax =
200 (in units of k−1

F ).

7. Fit of residue curves to extract the crossover polarization p∗

Figure 10 shows the fitting procedure used to extract the
crossover polarization p∗ from the residue Zσ vs polarization p
curves (cf. Fig. 5 in the main text). The linear part of the Zσ (p)
curves is first fitted with a line (dotted lines in Fig. 10), and
then p∗ is identified as the polarization at which the deviation
of the Zσ (p) curves from the linear fit is 5%. Note that the
result for p∗ is essentially independent on the spin, so that the
same p∗ is obtained from the fit of Z↑(p) and Z↓(p) curves.
The error bars on p∗ are defined as the interval of polarizations
for which the deviation from the fitted line spans from 2.5%
to 10%.
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FIG. 10. Fit of the linear part of the quasiparticle residue curves
Zσ vs the polarization p for the two spin components σ = (↑,↓), at
zero temperature and for the coupling values (kFaF )−1 = (−0.5, 0.0).
The violet double arrows indicate the point where the deviation of the
Zσ (p) curves from the linear fit is 5%, corresponding to our definition
for the crossover polarization p∗ (indicated also by the violet circles
with error bars on the horizontal axis).

APPENDIX B: A SHORTCOMING OF THE
NON-SELF-CONSISTENT t-MATRIX APPROACH

FOR THE POLARIZED SYSTEM AT T = 0

In this Appendix, we discuss a shortcoming of the non-self-
consistent t-matrix approach in the description of a polarized
Fermi system at T = 0. This consists in not including, for
the majority component, the effects of the interparticle in-
teraction with the minority component. In particular, within
this approach the majority component remains noninteracting
as long as the chemical potential of the minority component
μ↓ is negative. For instance, at unitarity μ↓ changes sign
for polarization p 	 0.38, implying that in the whole interval
0.38 < p < 1 the majority component is treated as completely
noninteracting. This shortcoming of the non-self-consistent
t-matrix approach was already pointed out in Ref. [48]. Here,
we present an analytic proof that accounts for this behavior,
by showing that �0↑ vanishes identically as long as μ↓ is
negative.

Let us consider the expression of self-energy �0↑(r, τ )
within the non-self-consistent approach. Similarly to
Eq. (A72), we write it in the form

�0↑(r, τ ) = −	0(r, τ )G0↓(r,−τ ), (B1)

where G0σ is the free single-particle Green’s function for the
σ component, 	0 is the particle-particle propagator built in
terms of G0σ instead of Gσ , and we have reverted to dimen-
sional expressions. It is convenient to separate the two regions
τ > 0 and τ < 0, by defining

�0↑(r, τ ) = �
(+)
0↑ (r, τ )θ (τ ) + �

(−)
0↑ (r, τ )θ (−τ ) (B2)

with

�
(+)
0↑ (r, τ ) = −	

(+)
0 (r, τ )G(−)

0↓ (r,−τ ), (B3)

�
(−)
0↑ (r, τ ) = −	

(−)
0 (r, τ )G(+)

0↓ (r,−τ ), (B4)

and correspondingly

G0↓(r, τ ) = G(+)
0↓ (r, τ )θ (τ ) + G(−)

0↓ (r, τ )θ (−τ ), (B5)

	0(r, τ ) = 	
(+)
0 (r, τ )θ (τ ) + 	

(−)
0 (r, τ )θ (−τ ). (B6)

It can be shown that both terms of Eq. (B2) vanish when
μ↓ < 0, because in this case G(−)

0↓ (r, τ ) = 0 and 	
(−)
0 (r, τ ) =

0. For the first term of Eq. (B2), it is sufficient to recall that

G0σ (k, τ ) = −e−ξkσ τ θ (ξkσ )θ (τ ) + e−ξkσ τ θ (−ξkσ )θ (−τ ),

(B7)

where ξkσ = k2/(2m) − μσ (for equal masses). When μ↓ <

0, one has that ξk↓ > 0 for all k, implying also that
G(−)

0↓ (k,−τ ) = eξk↓τ θ (−ξk↓) = 0 and thus �
(+)
0↑ (r, τ ) = 0.

The proof that also the second term of Eq. (B2) vanishes
requires some more efforts. We consider the spectral repre-
sentation of 	0(Q, i�) [98]

	0(Q, i�) = − 1

π

∫ +∞

−∞
d�̃

Im	R
0 (Q, �̃)

i� − �̃
, (B8)

where 	R
0 (Q, �̃) is the retarded particle-particle propagator,

which is obtained by performing the analytic continuation
i� → �̃ + i0+ in 	0(Q, i�), namely,

	R
0 (Q, �̃) = −

[
m

4πaF
+ RR

pp,0(Q, �̃)

]−1

(B9)

with

RR
pp,0(Q, �̃)

=
∫

dk
(2π )3

[
1 − θ (−ξk+Q/2 ↑) − θ (−ξk−Q/2 ↓)

k2/m + Q2/(4m) − 2μ − �̃ − i0+ − m

k2

]
.

(B10)

By Fourier transforming the expression (B8) to the τ space,
we obtain

	0(Q, τ ) =
∫ +∞

−∞
d�̃

Im	R
0 (Q, �̃)

π
e−�̃τ

× [θ (τ )θ (�̃) + θ (−τ )θ (−�̃)], (B11)

from which we isolate the term of interest

	
(−)
0 (Q, τ ) = 1

π

∫ 0

−∞
d�̃ Im	R

0 (Q, �̃) e−�̃τ . (B12)

This term vanishes if Im	R
0 (Q, �̃) vanishes for �̃ < 0. Corre-

spondingly, to obtain Im	R
0 (Q, �̃) �= 0 we should either have

that ImRR
pp,0(Q, �̃) �= 0 or, for an infinitesimal ImRR

pp,0(Q, �̃),
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that Re[	R
0 (Q, �̃)−1] = 0 for some values of �̃ (that depend

on Q).
The latter possibility is excluded for �̃ < 0 because it

would imply that Re[	R
0 (Q, �̃ = 0)−1] < 0, whereas in

the normal phase one knows that Re[	R
0 (Q, �̃ = 0)−1]

should remain positive, in accordance with an extended
Thouless criterion valid for any given Q. The fact that
Re[	R

0 (Q, �̃)−1] = 0 for some negative values of �̃ implies
also that Re[	R

0 (Q, �̃ = 0)−1] < 0 for �̃ = 0 follows by con-
sidering the derivative of the expression (B10) with respect to
�̃, which, when μ↓ < 0, remains positive for all �̃, implying
that Re[	R

0 (Q, �̃)−1] is a monotonically decreasing function
of �̃.

On the other hand, to have ImRR
pp,0(Q, �̃) �= 0 the denomi-

nator of the fraction within brackets in Eq. (B10) that contains
the infinitesimal term i0+ should vanish for some values
of k where the numerator remains finite. One can readily

verify that, for μ↓ < 0, this numerator is nonvanishing for

k2 > (
√

2mμ↑ − |Q|/2)2, implying that ImRR
pp,0(Q, �̃) �= 0

for �̃ > �̃th(Q) with

�̃th(Q) = Q2/(4m) − 2μ + (
√

2mμ↑ − |Q|/2)2/m

= |Q|2/(2m) − √
2μ↑/m|Q| + μ↑ − μ↓, (B13)

which is always positive when μ↓ < 0. We then conclude that,
when μ↓ < 0, ImRR

pp,0(Q, �̃) and thus Im	R
0 (Q, �̃) vanish for

�̃ < 0.
From Eq. (B12) this result, in turn, implies that

	
(−)
0 (Q, τ ) = 0, and thus that also 	

(−)
0 (r, τ ) = 0 for its

Fourier transform. Accordingly, also the second term in
Eq. (B2) vanishes, thereby proving our statement that �0↑ = 0
identically. As a corollary, in this way we have also proved
that the Tan’s contact C0 = m2	0(r = 0, τ → 0−) remains
zero as long as μ↓ < 0.
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