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We present a method to determine the three-dimensional (3D) position and orientation of microscopic, non-spherical

objects in microfluidic and lab-on-a-chip systems observed through conventional optical microscopes. The method is

based on the combination of the General Defocusing Particle Tracking technique [Barnkob et al., Lab on a Chip, 2015,

15, 3556] and deep learning. It requires minimal input from the user, is suitable for real-time applications, and can be

applied to any microscopic object with an approximately ellipsoidal shape, such as unicellular swimming organisms,

red blood cells, or spheroidal colloids. The main challenge is linked to the construction of suitable training datasets for

the neural network. We provide a procedure generally valid for active microswimmers and discuss possible strategies

for other types of objects. An implementation using the Visual Geometry Group convolutional neural network (VGG-

16) is presented and tested on synthetic images with different backgrounds and noise levels. The same implementation

is used to track the position and orientation of different specimens of the heterotrophic ciliate Euplotes Vannus in free-

swimming motion. The measurements were performed with a 10× objective over a depth of 800 µm with an average

estimated uncertainty in the orientation angles of 9.0%.

I. INTRODUCTION

Tracking particles, cells, microorganisms, or other micro-

scopic objects suspended in a fluid is a ubiquitous task in the

experimental characterization of lab-on-a-chip and microflu-

idic systems. The most common situation is to observe the

specimens through a conventional optical microscope con-

nected to a digital camera. While tracking the position of indi-

vidual objects in the images is an easy task for current image-

processing packages, this is often insufficient to tackle more

complex problems. In velocimetry applications, the displace-

ment of a large number of passive tracer particles must be

evaluated in image pairs to determine the instantaneous veloc-

ity fields. One popular technique in this situation is the micro-

scopic particle image velocimetry (µPIV)1,2, which statisti-

cally evaluates the particle displacement in small interrogation

windows. However, µPIV provides a two-dimensional (2D)

picture of the flow at the focal plane of the microscopic objec-

tive, while many applications require a full three-dimensional

(3D) flow description.

Many 3D velocimetry techniques for microfluidics have

been developed so far3, however, their use is still limited

among the lab-on-a-chip community, most likely due to their

complexity or the requirement of special equipment such as a

stereo4 or holographic microscope5. An attempt to provide an

accurate yet easy-to-use methodology for 3D particle tracking

in microfluidics was the General Defocusing Particle Track-

ing technique (GDPT)6. GDPT is based on the defocusing

principle7,8, where tracer particles in a volume are observed

with an objective with a small depth of field, and the out-of-

plane particle coordinates are determined by the defocusing

patterns of the respective particle images. GDPT works on

conventional optical microscopes, uses a pattern recognition

algorithm that requires minimum input from the user, and has

been successfully used in several research investigations on

acoustofluidics9,10, evaporating droplets11, blood and biologi-

cal flows12,13, small microorganisms14.

The GDPT approach paved the way for artificial intelli-

gence methods, in particular, algorithms based on deep con-

volutional neural networks (CNNs)15–18. Artificial intelli-

gence is already revolutionizing microfluidics and lab-on-a-

chip systems in many aspects19, especially concerning data

analysis and image processing approaches20–22. The flexi-

bility of CNNs allows us to tackle tasks normally impossi-

ble with conventional single-camera defocusing approaches,

such as the tracking of polydisperse particles, recently shown

on particles with different diameters23,24. Another interest-

ing application is the determination of the 3D position and

orientation of non-spherical objects. This is relevant, for in-

stance, in the characterization of non-spherical colloids in

microfluidic systems25, for the study of motion and propul-

sion mechanisms of active microswimmers26, or in the steer-

ing of artificial microswimmers27. The measurement of po-

sition and orientation could also have a significant impact on

the fundamental understanding of complex swimming behav-

iors of micro-organisms. The majority of recent works in

this domain use conventional methods where only the pro-

jected orientation is considered, or the organisms are con-

fined in 2D geometries28.The 3D description of the motion

could open new insight for instance in the understanding of

the run-and-tumble motion29 or the migration and anisotropy

behavior of micro-swimmers30. While some results in this

domain have been obtained with holographic microscopy31, a

more straightforward approach suitable for conventional mi-

croscopes is not yet available.

In this work, we present a CNN-based method to deter-

mine the 3D position and orientation of non-spherical ob-

jects observed through a small depth-of-field optical system.

The method was first tested on synthetic images of spheroidal

particles with different shapes, backgrounds, and noise lev-
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els. Then it was applied to experimental images of different

specimens of the heterotrophic ciliate Euplotes vannus in free-

swimming motion32. The main limitation of this approach,

shared with methods based on supervised learning, is the re-

quirement of a large set of labeled data to train the CNN effec-

tively. This problem was solved here with an ad hoc procedure

applicable for swimmers at low Reynolds numbers33.

II. METHODOLOGY

The 3D position and orientation of a solid object in a mea-

surement volume are fully described by the three coordinates

of its center of mass (x, y, z) and three Euler angles (ψ , θ ,

φ ), which following Tait-Bryan convention correspond to the

angles of yaw, pitch, and roll, respectively (Figure 1a). The

GDPT method determines the depth position z of a target par-

ticle image from the comparison with a reference set of defo-

cus images obtained from an experimental calibration proce-

dure (Figure 1b). The proposed methodology intends to use

a similar approach to determine not only the z position but

also the orientation angles ψ , θ , and φ of non-spherical ob-

jects (Figure 1c). However, relating a defocused image of a

non-spherical object to the corresponding values of depth po-

sition and orientation angles cannot easily be achieved with

a deterministic algorithm, as in the case of GDPT. CNN ar-

chitectures, which are the standard AI tool for image process-

ing, have already been proposed to solve similar types of re-

gression problems with respect to particle depth position and

size23,24. Following this approaches, we used CNNs trained

on a large number of different defocus images to achieve

FIG. 1. (a) Illustration of 3D object’s orientation angles yaw (ψ),

pitch (θ ), and roll (φ ). (b) Schematic and synthetic images of non-

spherical particles in different Z positions. (c) Synthetic images of

non-spherical particles with different shapes in darkfield (epx = 4)

and brightfield (epx = 0.3).

FIG. 2. Schematic of the VGG-16 deep learning convolutional neural

network modified and utilized in presented study

this task. The determination of a suitable dataset of training

data becomes then critical for the practical applicability of the

method and it will be discussed in the following sections.

We tested different CNN architectures with different

modifications and settings, namely ResNet18, ResNet50,

ResNet10134, and VGG-1635. The CNNs were implemented

using the Pyhton-based library TensorFlow. The original ver-

sions of the mentioned architectures were designed for classi-

fication problems, while the present case is a regression prob-

lem, so we had to modify the output layers of each model.

Concretely, each of the presented architectures was modified

with a unique outlet box including a couple of Flatten, Dense,

and Dropout layers (Figure 2). We used a custom input-image

shape of 70×70×1 pixels (gray-scale images), therefore the

use of a pre-trained model was not possible. In our implemen-

tation, the architectures of the ResNet family provided signif-

icant over-fitting and non-acceptable training loss and valida-

tion loss trends during training and were discarded. On the

other hand, the VGG-16 provided a satisfactory performance

in all cases. Further CNN architectures were not investigated

at this stage, but they shall be considered in follow-up works

concerning the optimization of this approach.

Both mean squared error (MSE) and mean absolute error

(MAE) were tested as loss functions, showing overall similar

performances. MAE showed slightly lower uncertainty in the

final results, most likely due to the presence of outliers, and

it was was selected for the final regression using the Adam

optimizer. The VGG-16 with a learning rate of 0.0001 and

batch size of 64 gave the best results in our case. The imple-

mented version of VGG-16 had one flatten layer followed by

two Dense layers with the size of 4096, Relu activation, and

Dropout layers, and a final Dense layer with a size of 4 and

linear activation providing the output of Z, ψ , θ and φ . The

depth position was given in normalized unit Z = z/h, where h

is the height of the measurement volume.

The determination of the x-y coordinates was necessary

only in the experimental case, and it was performed using the

KCF36 or CSRT37 trackers from the Python-based OpenCV

library.
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FIG. 3. Loss and validation loss of the training of the VGG-16 network with 5000 synthetic images for the (a) darkfield and (b) lightfield case.

(c) True and predicted results of the orientation angles (ψ), (θ ), and depth position Z of non-spherical particle for the two presented cases.

III. CASE I: SYNTHETIC IMAGES

A. Preparation of the dataset

A first validation and assessment of this approach was

performed on synthetic images produced with the software

MicroSIG38 based on ray tracing. The software can create

synthetic defocus images of spheroidal particles with a differ-

ent elongation coefficient (epx), backgrounds, and noise lev-

els. In order to have a more general evaluation of the capabil-

ities of the method, two different datasets were investigated.

The first set included images with a darkfield background and

an elongation coefficient of epx = 4, and the second set im-

ages with a brightfield background and epx = 0.3. Both sets

contained a total of 5000 labeled images with the shape of

70× 70× 1 pixels that were used to train the VGG-16 net-

work. Moreover, 10% of the images were randomly selected

for validation during the training process. Finally, 400 new

images were generated and utilized in the testing step. The

target outputs were the depth position z and two Euler angles

ψ and θ . The roll angle was not considered here due to the

rotational symmetry of the spheroidal particles, but it will be

considered for the experimental images in Section IV. Fig-

ure 1c shows two examples of the used synthetic images and

corresponding true data.

B. Results of CNN training and uncertainty assessment

The VGG-16 network presented in Section II was trained

with 5000 images with a batch size of 64, for 30 epochs. In-

creasing the number of training images or epochs did not im-

prove the final result significantly. The computations were

run on an NVIDIA GeForce RTX 3070 Ti Laptop with GPU

enabled for processing. With the mentioned system, the pro-

cessing of each epoch takes approximately 5 seconds at 71

ms/step. The loss and validation loss of the training for both

datasets are shown in Figure 3a-b. Overfitting was observed

during training, which could be reduced by implementing the

Dropout layers in the outlet box. The insets show examples of

the original defocus images with the corresponding predicted

orientation of the particle.

The predicted values of ψ , θ , and Z versus the true ones for

the 400 test images are presented in 3c, for both cases. For

the darkfield case with epx = 4 (rod-shaped particles), a mean

absolute error of 1.1%, 1.8% and 2.1% was obtained for ψ ,

θ and Z, respectively. For the lightfield case with epx = 0.3
(disk-shaped particles), a mean absolute error of 1.9%, 2.8%

and 2.5% was obtained for ψ , θ and Z, respectively. The re-

sults on synthetic images show that this approach can poten-

tially predict the depth position and orientation of spheroidal

particles from their defocused images with good accuracy. To

validate the method on experimental images, we considered

the case of a microswimmer with an ellipsoidal shape, the het-

erotrophic ciliate Euplotes Vannus.
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FIG. 4. (a) Measured 2D trajectory of animal with OpenCV and 3D fitted trajectory with the mathematical model of regular movement of the

animal. (b) 3D illustration of the trajectory combined with 3D rotated objective animal. (c) Initial guess of the orientation of the swimmer and

final resulted in the orientation of the animal in comparison with real images.

IV. CASE II: EXPERIMENTAL IMAGES OF EUPLOTES

VANNUS

A. Determination of ground truth data for microswimmers

In experimental cases, labeled images with ground truth

data are normally not readily available. This is a critical as-

pect of the method that will be discussed later. In the case of

microswimmers, it is possible to exploit a general character-

istic of the motion at low Reynolds numbers33. When the mi-

croswimmer proceeds on a quiescent fluid at a constant pace

(i.e., with a regular beat of its flagellum or cilia), its trajectory

necessarily follows a helical path, and its body rotates around

the axis of the helix. Under these conditions, it is possible

to obtain the microswimmer 3D position and orientation from

subsequent 2D image recordings11.

The first step is to obtain the specimen trajectory. We can

write the equation of an arbitrary helical path using six free

parameters





x(t)
y(t)
z(t)



=





x0

y0

z0



+R(α,β ,γ)





ct

ρ cos(ωt)
ρ sin(ωt)



 , (1)

where ρ , ω , and c describe a general helix along the x-axis,

and the Euler angles α , β , γ orient the helix in the space.

R( ·, ·, ·) is a rotation matrix as a function of three Euler angles.

We can estimate the six free parameters by fitting the x and

y components of equation (1) to the experimental trajectory

measured from the images (xm(t), ym(t)). The starting point

can be chosen arbitrarily as x0 = xm(0), y0 = ym(0), z0 = 0.

After this step, the 3D position of the specimen over time is

determined with good accuracy as shown in Figure 4a-b).

The next step is to obtain the orientation angles of the spec-

imen as a function of time. We follow here a trial-and-error

approach. Under the considered hypothesis of swimming mo-

tion, if the orientation angles are known for one time instant

t0, it is possible to obtain them for any time t just by applying

an additional rotation around the helical axis u

R(ψ(t),θ(t),φ(t)) = Ru(ω(t − t0))R(ψ0,θ0,φ0) (2)

where Ru(·) represents a rotation matrix as a function of the

rotation axis u and a given angle. We begin by providing an

initial guess of the orientation angles (ψ0, θ0, φ0) that gives

a result in agreement with the experimental image at time t0
(Figure 4c). We then derive the orientations for other frames

from equation (2) and check the agreement with the experi-

mental images. The agreement is evaluated from a qualitative

comparison between a projected ellipsoid and the experimen-

tal images, and repeated until the optimal match is obtained

(Figure 4b-c). A technicality to consider is that the sign of ω
cannot directly be identified by the fitting procedure. There-

fore, it must be determined a priori, for instance looking at

the rotation of patterns on the organism body.

B. Collection of experimental images and dataset
preparation

The E. vannus culture (Culture Collection of Algae and

Protozoa, SAMS Limited, Scottish Marine Institute, UK) was
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grown in artificial seawater at 18 ◦C and diluted 2–3 times per

year in 65-mL flasks with artificial seawater and autoclaved

rice grains to serve as a bacterial substrate. For the measure-

ments, a group of different specimens was selected and placed

in a custom-built, circular sample chamber and observed with

an Olympus IX71 inverted microscope with a 10× objective.

High-speed image recordings were obtained with a Phantom

Miro LAB 320 at a frame rate of 150 fps.

The training data were obtained using selected frames from

5 videos of different specimens of E. vannus swimming at

a regular pace, giving a total of approximately 500 frames.

Since the frames belong to 5 different videos, overall we had

5 different background lights, noise, and contrast. For each

video, the ground truth values of ψ , θ , φ , and Z were ob-

tained from the procedure described in Section IV A. In or-

der to increase the number of training data, data augmentation

has been applied. In this regard Keras images preprocessing

library called ImageDataGenerator has been used and men-

tioned augmentation includes three steps. First, frames were

randomly rotated and the corresponding rotation was applied

to ψ . In the next step, the brightness and contrast of all images

have been adjusted randomly in a specific range. Finally, all

images have been normalized between 0 and 1. As a result,

a dataset with 13678 labeled images with an acceptable range

of different background settings was prepared.

C. Results of CNN training and uncertainty assessment

From the whole dataset, 5% of the images were separated

randomly for testing and 5% for validation. The VGG-16 net-

work was trained with the remaining 12438 labeled images.

The intensity of all images was rescaled to be between 0 and

1 . The network consisted of 39,903,940 trainable parameters

that were trained for 37 epochs. Figure 5 (left column) shows

the predicted versus true values of ψ , θ , φ , and Z, with a

corresponding mean average error of 1.1%, 0.9%, 1.3%, and

1.7%, respectively. As can be seen from the plot, there is a

remarkable error at ψ ≈ 0 and ψ ≈ 3.14 which is due to the

similarity of related images in these points.

Finally, we tested the algorithm on non-seen cases. First,

we applied the method on two specimens swimming at a reg-

ular pace, for which it was possible to determine the ground

truth values using the procedure in Section IV A. The results

are reported in Figure 5 (middle and right columns), with the

true values in orange. The results indicate an average error of

9.0% and 9.0% in the orientation angles and 8.4% and 9.0%

in the Z position for specimens 1 and 2, respectively. Then,

we applied the method to a specimen swimming randomly.

The results are presented in Figure 6 (Multimedia available

online). Due to the random swimming pattern, true data are

not available for this case and visualization is the only way of

evaluating the data.

FIG. 5. (Training) True versus predicted results of the test set of

microswimmer. (Specimen 1 and 2) True and predicted results of

non-seen data of microswimmer, tested data are from videos that all

frames are just used in testing part.

V. DISCUSSION

Overall, the presented methodology was able to success-

fully determine the 3D orientation and depth position of non-

spherical objects both in synthetic and experimental images.

Not surprisingly, a larger uncertainty was observed for non-

seen experimental images. This is explained by the fact

that, although the total number of training images was large

enough, it was obtained only from five specimens. Expanding

the training set to more specimens is expected to reduce the

uncertainty. Another difficulty in the preparation of the ex-

perimental training data is that the procedure in Section IV A

provides values of z relative to an arbitrary position z0, which

might be different for different movies. In this work, we com-

pare the defocusing patterns to align the depths of the different

movies. In future studies, more robust strategies can be imple-

mented to improve this aspect, such as confined experimental

setups where the specimen is constrained to swim within the

measurement depth or an independent measurement of the z

values through different approaches.

The implementation presented in this work can readily be

applied to microswimmers, with practical application in the

study of predator/prey behavior, feeding of microorganisms,

and propulsion mechanisms. In particular, in the case of the E.
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Vannus specimens, one user needs to acquire images using the

same optical settings described here and can then use the code

right away. In case of different swimmers, the same CNN ar-

chitecture can be used, but it must be trained on a different set

of training images, prepared followed the instruction in Sec-

tion IV A. Other possible fields of application could be the

characterization of spheroidal colloids or biological samples,

such as red blood cells. In these cases, it would be necessary

to develop suitable microfluidic technologies or strategies to

manipulate the sample in a controlled fashion, to obtain the la-

beled dataset with orientation and position, for instance using

acoustic tweezers39 or oscillating micro-bubbles40,41. In gen-

eral, a collaborative effort among researchers working in this

field will be necessary to build up a significantly large dataset

of training images for different types of objects and optical

systems to increase the applicability of this approach in more

real-world applications.

FIG. 6. Predicted trajectory and orientation of a non-seen case. Due

to the non-regular movement of the microswimmer, finding true data

was not possible for this case (Multimedia available online).

VI. CONCLUSIONS

In this work, we combined the GDPT method with deep

learning to predict the 3D position and orientation of non-

spherical objects observed through a conventional micro-

scope. The method relied on a modified VGG-16 network

and it was applied to synthetic images of single particles in

different shapes and background light, and experimental im-

ages of different specimens of E. vannus swimming in a fluid

volume. The results indicated that the method is capable of

determining complex movements and rotating patterns, even

in the more challenging case of non-seen data, with an av-

erage uncertainty for the estimation of the orientation angles

ranging from 2% to 10%. The method can be extended to dif-

ferent applications including non-spherical colloids, red blood

cells, or other biological samples. Furthermore, once the CNN

has been trained, the processing time of new images is mini-

mal making this approach suitable for real-time applications.

Finally, it should be noted that the success and widespread

of this method will strongly depend on the collaborative ef-

fort of research groups, especially concerning the preparation

and sharing of training datasets. From this perspective, all the

weights and codes of the presented study are available in a

public repository.42
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