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Abstract: A shared commitment to standardising the process of hypothetically reconstructing lost
buildings from the past has characterised academic research in recent years and can manifest at
various stages of the reconstructive process and with different perspectives. This research specifically
aims to establish a user-independent and traceable procedure that can be applied at the end of the
reconstructive process to quantify the average level of uncertainty of 3D digital architectural models.
The procedure consists of applying a set of mathematical formulas based on numerical values retriev-
able from a given scale of uncertainty and developed to simplify reuse and improve transparency in
reconstructive 3D models. This effort to assess uncertainty in the most user-independent way possible
will contribute to producing 3D models that are more comparable to each other and more transparent
for academic researchers, professionals, and laypersons who wish to reuse them. Being able to
calculate a univocal numerical value that gives information on the global average uncertainty of a
certain reconstructive model is an additional synthetic way, together with the more visual false-colour
scale of uncertainty, to help disseminate the work in a clear and transmissible way. However, since
the hypothetical reconstructive process is a process based on personal interpretation, which inevitably
requires a certain level of subjectivity, it is crucial to define a methodology to assess and communicate
this subjectivity in a user-independent and reproducible way.

Keywords: digital 3D reconstruction; standards; cultural heritage; scale of uncertainty; average
uncertainty

1. Introduction

In the early 2000s, the scientific community started to debate the possibility of finding
common ground regarding the hypothetical 3D virtual reconstruction of cultural heritage.
The London Charter [1] and the Principles of Seville [2] were the first structured attempts
at the international level to increase standardisation in this field. In more recent years,
the handbook [3] by the DFG German network [4] and the ongoing CoVHer Erasmus +
project [5] have tried to extend these foundational documents.

Among the issues debated in this context, one of the most relevant is the documen-
tation of the reconstruction process and the evaluation of its uncertainty. The scholars
operating in this field aspire to find a shared and universal way to evaluate and transmit the
uncertainty of hypothetical reconstructions; however, the scientific community has not con-
verged to a universal methodology yet. One of the main reasons is that architecture is not a
hard science but, rather, embeds a relevant human-science-based component, which, by
definition, is subject to creativity and thus subjectivity. For this reason, finding a universal
and univocal way to quantify the amount of uncertainty is probably unachievable.

A universal scale that works for any hypothetical digital reconstructive project in any
field and for any architectural style and size might not be possible. However, trying to
develop a new, more objective and unambiguous way to evaluate uncertainty, at least for

Heritage 2024, 7, 4440–4454. https://doi.org/10.3390/heritage7080209 https://www.mdpi.com/journal/heritage

https://doi.org/10.3390/heritage7080209
https://doi.org/10.3390/heritage7080209
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/heritage
https://www.mdpi.com
https://orcid.org/0000-0001-6828-8133
https://orcid.org/0000-0003-2916-0262
https://orcid.org/0000-0001-5186-1378
https://doi.org/10.3390/heritage7080209
https://www.mdpi.com/journal/heritage
https://www.mdpi.com/article/10.3390/heritage7080209?type=check_update&version=1


Heritage 2024, 7 4441

some sub-categories of case studies, is a legitimate effort toward improving the readability,
transmissibility, and reproducibility of work in those sub-categories at least. Furthermore,
the development of a shared method to evaluate uncertainty, capable of minimising overlap-
ping and misinterpretations, would improve the comparability between different projects
that use the same method and might also influence the reconstructive process itself from
the roots, fostering the production of higher-quality 3D models and pushing the operators
to be more aware of the importance of the documentation, assessment, and communication
of the results of the 3D hypothetical reconstruction process.

This research brings forward a years-long research [6,7] aimed at developing an
unambiguous and easy way to evaluate and communicate uncertainty for hypothetical
reconstructions in architecture. This contribution further develops a method of extracting
a numerical value describing quantitatively the average uncertainty of a reconstruction,
intended as the maximum synthesis of the uncertainty analysis.

2. The State of the Art in Uncertainty Visualisation and Quantification

The assessment, visualisation, and quantification of average uncertainty is a widely
studied topic in many scientific fields [8–12]. In the field of hypothetical virtual 3D recon-
struction, many researchers have tried to go one step further than the simple completion of
a single case study, addressing the challenge of making the interpretative process transpar-
ent and ensuring the reliability of its results [13,14] in order to focus on sharing the degree
of knowledge achieved with both scholars and the general public. Initially, the goal was
to achieve a high degree of photorealism through virtual reality, but non-photorealistic
renderings are now recognised as valuable tools to help visualise the results achieved in
relation to the intended audience [15,16]. The simplest and most effective approach to
contextualising reconstructive hypotheses and assessing uncertainty is to create multiple
models of the same object to allow comparison between different theories [17]. How-
ever, this method requires the modelling of numerous versions from the same sources,
which can be resource-intensive. Kensek [14] presents a broad review of methods used in
many disciplines to represent uncertainty in reconstructions, which include the following:
(a) colouring schemes; (b) patterns, hatching, and line types; (c) materials; (d) rendering
styles; and (e) alpha transparency. These methods have been successfully applied in ar-
chitectural and archaeological reconstructions. Strothotte et al. [13] and Pang et al. [18]
proposed the use of variations in line thickness to mark variations in reliability, while Zuk
et al. [19] and Stefani et al. [20] (p. 124) proposed the use of wireframe or transparency on
some features to visualise uncertainty.

Kensek et al. [14] proposed one of the most interesting and complex solutions, which
consists of adding the information related to the lack/uncertainty of knowledge as a new
layer using a colour map (e.g., red–green scale), mixed opacity, a combination of both these
indicators, or different rendering types, such as wireframe and texture. Stefani et al. [20],
D’Arcangelo and Della Schiava [21], Perlinska [22], and Ortiz-Corder et al. [23] are some of
the many scholars that use false-colour visualisation to alert users to uncertain elements.

Temporal correspondence and different colours [24–29] are also used to represent
uncertainty and to establish a “model validation” process. Interactive solutions [30] provide
multiple reconstruction hypotheses, while some approaches group documentary sources
by levels or classes [31–33] pp. 117–120. Demetrescu [34] proposes a formal archaeological
language and annotation system to document reconstruction processes, linking them
to investigation and interpretation procedures within the same framework. A general
overview on uncertainty visualisation methods has been reported by Schäfer [35].

One of the few references that approaches mathematically the problem of uncertainty
quantification is the work by Nicolucci and Hermon [36] where they assert that it is
important to calculate a numerical value based on verifiable elements because it enables a
scientific evaluation of the reconstruction. They individuate potential mathematical models
that might be used for this task, but they warn about the risk of using the mathematical
formula of probability to evaluate uncertainty because, by its nature, it “is very unreliable
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as a measure of reliability” [36] (p. 30) and it tends to underestimate greatly the quality of
the reconstruction.

They show an example where they try to calculate how probable is for a reconstruc-
tive model to be exactly as it was reconstructed. By using the mathematical formula of
probability, if the model is made of 10 elements with 80% probability each, the resulting
total probability of the whole reconstruction would be just 10%, and since the elements
of reconstruction are rarely 100% reliable, the total probability would worsen as more
elements are added to the reconstruction. They conclude that “[. . .] a probabilistic approach
leads to nowhere because of the normalisation property of probability, which is the basis
for the multiplicative law we were forced to adopt”. [36] (p. 30).

Given this premise, Nicolucci and Hermon propose an alternative method to quantify
the reliability of a reconstruction, which is based on fuzzy logic [37,38]. This method
gives better results than the probabilistic approach; however, the formula proposed by
Nicolucci and Hermon equalises the global reliability to the minimum reliability among
the elements of the model [36] (pp. 30–31), which is an interesting number to extract in
some cases but would not give any information about all the other, more reliable, elements,
which might be a higher number or might weigh more in terms of importance in the
reconstruction. Furthermore, Nicolucci and Hermon did not develop a user-independent
method to evaluate the reliability of the single elements that might change the results based
on who performs the assessment.

3. A User-Independent Methodology to Quantify Uncertainty

The methodology presented in this paper starts with the study of the state of the art
and tries to maximise the conciseness, ease of use, reliability, reproducibility, transparency,
and objectivity of application. To achieve these objectives, an improved, more objective and
easy-to-use scale of uncertainty is proposed, and two mathematical formulas have been
developed to allow a user-independent calculation of the global average uncertainty.

3.1. Improved Scale of Uncertainty

The first iteration of the improved scale of uncertainty was first presented in 2019
(published in 2021) for assessing the Critical Digital Model [6], and it was improved in 2024
to make it also usable in urban-scale reconstructions [7].

This scale (Figure 1) aims to minimise, as much as possible, ambiguities and over-
lapping between levels. The assignation of each level to each 3D element is decided by
assessing the following characteristics of the sources used to reconstruct them:

• availability (available, unavailable, or partially available);
• authorship (same author, different author, or unknown author);
• type (physical remains, direct/primary sources, or indirect/secondary sources);
• quality (readable or unreadable, consistent or inconsistent, well preserved or damaged,

etc.);
• LoD (provided by the sources compared with the target LoD of the reconstruction).

To each level, a colour, a number, a range of uncertainty (expressed as a percentage),
and a description are assigned. For example, level 2 is blue, it ranges from 14% to 28%
uncertainty, and its description is, “reliable conjecture based mainly on clear and accu-
rate direct/primary sources, which reach the target LoD. When reality-based data are
unavailable, or available but unusable, or do not reach the target LoD” (Figure 1).
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Figure 1. Scale of uncertainty with 7, 5, or 3 levels (image produced by the authors and firstly
published in [6] and updated in [7]).

The scale was developed at three different levels of granularity. The scale with 7(+1)
levels considers all the characteristics of the sources, the scale with 5(+1) levels does not
consider authorship, and the scale with 3(+1) levels differentiates uncertainty only based
on direct/primary and indirect/secondary sources. The user will choose which level
of granularity to use based on their needs (budgets, time, effectiveness, etc.). The use
of the scale at different levels of granularity for different projects would not affect the
comparability of the results, because the three scales were designed to be comparable
even if they were subdivided into a different number of levels. This scale was designed to
produce user-independent results by avoiding ambiguities and minimising overlapping.
Since the amount of information that the operator needs to consider to assign each element
to the correct level is high, a yes/no flowchart was developed to simplify its use (Figure 2).

The scale is based on the assessment of the sources, and it can be used to evaluate the
uncertainty of any of the features of the model (i.e., geometry, constructive system, surface
appearance, or position). Once a particular level of uncertainty is assigned to each element,
the model can be represented and visualised with false colours, as shown in Figure 3.
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Figure 3. An exemplificative case of a false-colour visualisation based on the scale of uncertainty
shown in Figure 1.

3.2. Average Uncertainty Weighted on the Volume (AU_V)

Once the scale is applied, it provides element-by-element information and can be
visualised through false-colour representation. However, false-colour shading alone is not
optimal for comparing the uncertainty of multiple 3D models or having an idea of the
average uncertainty of the entire reconstruction without an in-depth investigation of the
3D model. For this objective, it would be best to be able to extract a single numerical value
capable of communicating at a glance the average uncertainty of the model. Nicolucci
and Hermon [36] have already shown that the probability calculation is not optimal for
assessing the average uncertainty because it greatly underestimates it, and the fuzzy logic
approach is too user-dependent. Thus, the formula that calculates the Average Uncertainty
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weighted with the Volume (AU_V), presented below, was developed to limit these problems
as much as possible:

AU_V =
∑n

i=1(Voli × Uncerti)

∑n
i=1(Voli)

%. (1)

where

• AU_V is the average uncertainty weighted with the volume of the individual elements;
• n is the total number of elements;
• i is the index of the considered element;
• Vol is the volume of the considered element;
• Uncert is the uncertainty value of the considered element.

Expressing the results in % makes the result more readable. Weighting by volume
ensures that the result remains invariant; regardless of how the model is segmented, it
must be clarified that the volumes do not consider empty spaces (rooms, halls, naves, etc.)
but only the volumes of the architectural elements (walls, columns, capitals, etc.).

The models shown in Figure 4 were used to test this formula (and the following ones).
To make the example simple to understand, without any loss of generality, only two levels
of the scale were assigned to the model. In the exemplificative models, the ornaments
(cornices, altar, capitals, basements, etc.) are assigned to level four of uncertainty, while the
rest of the elements (that we will call structure for simplicity of understanding) are assigned
to level one. The hypothetical reconstruction on the left and that on the right have the same
overall exterior shape and volume; however, the geometry is segmented in different ways.
In particular, in the case on the right, the ornaments are more granularly segmented.
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Figure 4. The same simplified exemplificative reconstructive case segmented in two different ways
(left: ornaments are less segmented, right: ornaments are more segmented). Refer to Figure 1 for the
false-colour scale explanation.

The application of the formula can be performed manually without the help of any
electronic tool; however, doing it manually would be very time-consuming and more subject
to errors, so it is preferable to implement an automatised procedure through a computer
script or an algorithm, for example, designed with visual programming applications such as
Grasshopper for McNeel Rhinoceros [39], as shown in Figure 5. In the example, the AU_V
formula returned an equal result of about 16% uncertainty for both models, regardless of
their segmentation.
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3.3. Average Uncertainty Weighted on the Volume and Relevance (AU_VR)

The previous AU_V formulation produces a user-independent value with a given 3D
model; however, it will inevitably produce results that will lean more toward the elements
with larger volumes (e.g., walls or floors).

To address the problem, an additional formula was developed: the Average Uncer-
tainty weighted on the Volume and Relevance (AU_VR). The new formula, shown below,
takes into consideration the importance/relevance of the elements but is more subjective,
as human operators assign the values according to their critical judgement.

AU_VR =
∑n

i=1(Voli × Relevi × Uncerti)

∑n
i=1(Voli × Relevi)

%. (2)

where

• AU_VR is the average uncertainty weighted with the volume of the individual ele-
ments and a relevance factor assigned by operators based on their critical/subjective
judgement of the importance of the individual elements;

• Relev is the relevance factor (which can be larger or smaller than 1 but never equal or
smaller than 0).

In this formula, the relevance factor is superimposed on individual elements (or groups
of elements) by the operator performing the analysis. It is more user-dependent; however,
if the relevance factors are clearly declared, then the results will be reproducible. Since
the AU_VR result is less objective but more knowledge-enriched, it has to be intended as
complementary and not as a substitute for the AU_V. The two numerical values together
(AU_V and AU_VR) provide a critical and synthetic assessment of the average uncertainty.
Figure 6 shows the implementation in Grasshopper [39] of the AU_VR formula applied
to the exemplificative case study. The AU_VR formula shown in Figure 6 returns an
average uncertainty equal to about 34% (regardless of the segmentation of the model),
which is about 18% higher than the AU_V calculated in Figure 5; this happened because
the ornaments were multiplied for a relevance factor equal to 20 (the relevance factor was
assigned based on the critical/subjective judgement of the operator).
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3.4. Is There Any Alternative to Weighting with the Volume?

The choice of adding the weighting for the volume in the formula comes from the need
to make the results as user-independent as possible. However, in some cases, the recon-
structive models might not have closed watertight volumes or might have self-intersections.
These unstructured, surface-based, quick, or uncleaned 3D modelling practices should be
avoided in the first place because they will cause problems in certain practical uses of the
models (3D printing, simulations, rendering, animation, etc.) and work against the princi-
ple of reusability (refer to the next section for an in-depth discussion on 3D model quality
assessment and 3D model proofing), but, most importantly, from a theoretical point of view,
real-world architecture is made of volumes and closed solids and not zero-thickness open
surfaces; therefore, it is important to conceive and structure a digital model taking into
account this important characteristic.

Despite this, we might wonder whether there are alternatives to weighting with the
volume, for example, weighting with the surface area, the number of vertices, or the mean
curvature. The short answer is no: volume weighting is the most reliable method tested.
The other methods evaluated are shown and discussed below.

The first alternative formula tested was the arithmetic average:

Arithmetic average =
(x1 + x2 + · · ·+ xn)

n
%, (3)

using which the results of the two differently segmented cases differ by about 20% (Figure 7),
which is unacceptable for a process that aims to be reproducible and user-independent.

Given the obvious limits of the arithmetic average formula, other formulas were tested:
the average weighted on the surface area, the vertices, and the mean curvature:

AUSur f Area =
∑n

i=1(Sur f ace Areai × Uncerti)

∑n
i=1(Sur f ace Areai)

%, (4)

AUVert =
∑n

i=1(Number o f Verticesi × Uncerti)

∑n
i=1(Number o f Verticesi)

%, (5)

AUMean Curv =
∑n

i=1(Sampled Mean Curvaturei × Uncerti)

∑n
i=1(Sampled Mean Curvaturei)

%. (6)
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Figure 7. Left: The reference reconstructive exemplificative model with the same shape and un-
certainty but different segmentation. Right: Application of the Arithmetic average formula with
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However, none of them gave acceptable results. The formula based on the surface area
(4) returned different results depending on the segmentation of the model, as shown in
Figure 8. In this example, the average uncertainty weighted with the surface area produced
results that were not significantly different, which might seem acceptable in some cases.
However, due to potential variability across different cases, this approach is not a reliable
solution for a method that aims to increase the comparability of different reconstructive
hypothetical models in a shared research scientific environment.
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Figure 8. Left: The reference reconstructive exemplificative model with the same shape and un-
certainty but different segmentation. Right: Application of the formula of the average uncertainty
weighted on the surface area with Grasshopper [39]. The results are influenced by the segmentation
of the 3D model.

For the formula based on the mean curvature (6), the box-shaped geometries (e.g.,
walls or floors) had an irrelevant influence on the result, since their curvature is equal to
zero; thus, some elements intrinsically weigh much less than others. Lastly, the formula
based on the number of vertices (5) suffered both problems because elements with finer
details tend to be densely subdivided (high number of vertices), while the objects with less
detail tend to have coarser meshes (lower number of vertices); furthermore, the results
depend not only on the segmentation of the model but also on the tessellation of the
meshes, which strongly depends on users’ input. Figures 9 and 10 show that the average
uncertainties calculated by weighting with the vertices and the curvature gave results very
close to the uncertainty of the ornaments alone; this means that some elements are almost
completely irrelevant, which is not acceptable.
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4. Three-Dimensional Model Quality Assessment and Validation

The methodology presented requires us to calculate the volume of each element of the
3D model, so, in order to be able to apply it, the model must comply with the following
requirements:

• the model must be made exclusively using valid objects (objects with no bugs or errors);
• all the elements of the model must be closed, watertight solids;
• all the edges of each element of the model must be manifold;
• the normal vector of each surface/face composing each solid must be pointing outwards;
• the model must not have duplicate overlapping objects;
• the model must not have intersecting objects;
• models must not be welded into one single object through Boolean union (because, this

way, it would be impossible to carry out any per-element assessment, e.g., the visualisa-
tion and quantification of uncertainty, or semantic segmentation and enrichment);

• the model must be scaled properly to prevent tolerance errors (the chosen unit of
measurement must be fixed to a proper unit from the beginning of the modelling, e.g.,
millimetres for furniture, centimetres for buildings, and metres for urban areas).

The model could be validated with many different professional tools; some tools per-
form some of these checks automatically and highlight eventual errors (e.g., BIM software
can automatically verify the intersections of solids, and solid modellers do not allow for the
creation of open surfaces and poly surfaces). In Rhinoceros [39], to validate the 3D models,
they can be interrogated by running the following commands:
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• _SelDup (selects exactly overlapping duplicates),
• _SelOpenSrf (selects open surfaces),
• _SelOpenPolysrf (selects open poly surfaces/breps),
• _SelBadObjects (selects invalid/bugged objects),
• _MeshSelfIntersect (creates polylines from self-intersections of mesh objects; this

command also works for NURBS but still generates discretized polylines rather than
smooth curves. This command can be used to visually identify self-intersecting points
in order to fix the surfaces that generate them).

If any of these commands return positive results, then the model must be corrected.
Sometimes, the errors can be fixed automatically (e.g., in Rhinoceros, closed solids cannot
have normal vectors pointing inwards; if there are only planar holes, then they can be closed
with the _cap command; and if duplicates are selected, then they can be simply erased),
but sometimes the errors have to be fixed manually (e.g., invalid parts must be remodelled
entirely). Running these commands in Rhinoceros [39] already allows us to identify most
problems; however, at the current time, there is no integrated tool to check if any solid
is partially intersecting other solids. This problem is fixed by using Grasshopper [39], as
shown in Figure 11.
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Figure 11. Grasshopper [39] algorithm for identifying intersecting solids in Rhinoceros (this also
works for partially intersecting or fully enclosed volumes); in the Python scripted node, there is a
custom definition to select the geometries in the Rhinoceros viewport (“sc.doc.Objects.Find”). To
improve performance, it is possible to perform clash detection before the Boolean intersection.

5. Future Work

To further improve the effectiveness, robustness, objectivity, applicability, and repro-
ducibility of the proposed methodology, further future developments can be carried out.

The development of a complementary methodology for the balancing of the quantita-
tive with the qualitative aspects, namely, the definition of a workflow for the assessment
of the relevance/importance of the various elements of the analysed building/site object
of study (based, for example, on cultural, historical, or aesthetic values) would guarantee
more consistent results by contributing to minimising subjectivity. It could be configured in
a list of reference relevance factors for individual architectural elements, considering their
period, style, etc., that would aid the operator in choosing the proper relevance factors for
the AU_VR formula.

The development and inclusion of ethical guidelines for the assessment of the uncer-
tainty in the methodology would help avoid compromising the authenticity and integrity of
heritage sites. In particular, it is important to prevent the exploitation of this methodology
as a tool for the authorisation or negation of physical interventions in existing heritage. In
fact, higher or lower uncertainty scores are only thought to improve the comparability and
transparency of hypothetical reconstructions and do not represent a tool to validate the
work or express a judgement on the quality of the work.
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The effectiveness and spread of this methodology in the scientific community rely
on its versatility of use while still having a framework of reference to limit the possible
variations in order to improve the reusability and comparability of results; as mentioned,
the scale of uncertainty, based on the assessment of sources, presented in this publication
as an exemplificative case, is not the only possible way to evaluate uncertainty. In fact,
the development of further novel scales that accommodate uncertainty based on different
textual definitions but following the same methodology presented here might be gathered
in a shared open web-based platform of reference to make them available for others who
want to cite or reuse them.

The average uncertainty weighted on the volume or on the volume and relevance,
despite its great usefulness in many contexts, is not omni-comprehensive. In some cases,
other values might be useful in order to provide additional information. Thus, it might
be interesting to develop a list of other possible formulations (other than the average
uncertainty weighted on volume and relevance) that might return and synthesise additional
data that are useful in some contexts (maximum uncertainty, minimum uncertainty, etc.).

The presented methodology has been extensively tested on hundreds of case studies
of unbuilt or lost drawn architecture in the course ‘Architectural Drawing and Graphic
Analysis’ of the single-cycle degree programme in Architecture, Alma Mater Studiorum
University of Bologna; furthermore, more extensive testing is ongoing in the context of the
CoVHer Erasmus+ project [5], with a wider audience of students and scholars from five
different European universities operating in various disciplines (archaeology, art history,
architecture, engineering, etc.). The updated methodology and the results of these tests will
be published at the end of the CoVHer project in 2025.

6. Conclusions

The average uncertainty weighted with the volume of the individual elements (AU_V)
is useful to calculate the average global uncertainty of a hypothetical reconstructive 3D
architectural model because it guarantees user-independent and segmentation-independent
results. A critical issue of this approach is that the elements with bigger volumes influence
the result more than others with smaller volumes; thus, to overcome this problem, a
formula that calculates the average uncertainty weighted with the volume and the relevance
(AU_VR) was developed to improve the result by adding a factor that considers not only
the volume but also the importance of the elements. The AU_VR formula makes the
results more user-dependent but will produce more knowledge-enriched results since the
relevance factors are assigned subjectively but critically by the operator who performs the
analysis. Due to the added subjectivity in determining the relevance factors, they must
be clearly declared to guarantee reproducibility and transparency. The development of a
complementary methodology to aid in the determination of the relevance factors based
on the architectural style, context, cultural values, etc., might contribute to decreasing
subjectivity and improving the overall effectiveness of this methodology. Both formulas
have their pros and cons; therefore, they are not exclusive, but complementary. Expressing
the average uncertainty in % (percentage) makes the result more readable and comparable
even by laypersons.

This method is only applicable to 3D models that are modelled with manifold, valid,
watertight, closed solids, with no intersections and self-intersections. This might seem
like a limitation; however, in the architectural field, models with self-intersections or with
opened poly surfaces are often considered not correct or usable. Thus, this apparent critical
issue might turn into a potentiality because it could foster the spread of better modelling
practices and better overall topological/geometrical quality in 3D models.

If this method becomes standard in the field, then adhering to good modelling prac-
tices, correctly applying formulas, and properly documenting the assigned relevance
values will be crucial in obtaining results that the scientific community considers relevant,
comparable, and reusable.
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Higher uncertainty scores do not necessarily mean that a reconstruction is less scientifi-
cally relevant; in fact, a reconstruction that is more uncertain might be more interesting than
one with a lower uncertainty score, because it would imply a more complex and deeper
study of sources and would foster discussion and advance knowledge. On the contrary,
in alignment with ICOMOS guidelines, lower uncertainty scores must not automatically
authorise invasive interventions on existing heritage.

In conclusion, the proposed formula associated with a scale of up to seven values
allows for greater objectivity, reproducibility, and comparability of results. It is implied
that these formulas could also work for other scales of uncertainty as long as the chosen
scales follow the principles of reusability, exhaustiveness, unambiguity, and objectivity.
The possibility of using the same formulas on different scales allows the obtention of
comparable results even when the proposed scale’s definitions or the number of levels in
the scale are varied.
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