
RESEARCH ARTICLE
www.advtheorysimul.com

Cocrystal Growth in Organic Semiconductor Thin Films:
Simulation of Pentacene, Perfluoropentacene, and Their 1:1
Blend Deposited On Graphite

Emilio Lorini, Lorenzo Soprani, and Luca Muccioli*

The understanding of crystal formation in thin films and the precise
knowledge of the relation between structure and surface diffusion are two
important requirements for the efficient (nano)fabrication of organic
electronic devices. Here a computational approach for simulating vapor-phase
deposition is employed to obtain and investigate three types of crystalline thin
films on graphite. All systems, namely pentacene, perfluoropentacene, and
their 1:1 blend, which forms an alternate cocrystal, are constituted by
recumbent molecules in accordance with experimental findings. The
contributions of intermolecular interactions and of molecular rearrangements
occurring during the deposition are analyzed to rationalize the final
morphologies. Then, the generated structures are employed to evaluate the
energy barriers that prevent molecular diffusion at terraces and step-edges,
and to study the reorganization of the films upon high-temperature annealing.
The broad agreement with experimental observations and the possibility of
evaluating the potential energy surface at the molecular detail render the
proposed approach a promising tool to make predictions for other systems.

1. Introduction

The demand for ecological and efficient electronical devices is
becoming more pressing over time and organic ones still rep-
resent promising substitutes to their inorganic counterparts.
Their main advantages include lower costs, mechanical flexibil-
ity, and higher margins in the modulation of the molecular func-
tional groups, which impacts the final performance of the de-
vice, at least for some applications. Among the most proficient
ones, we mention thin film devices such as organic solar cells,[1]

transistors,[2] diodes for lightning and displays.[3] Despite many
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advantages, their minor efficiency compels
for continuous improvements, both in the
search of new powerful materials[4] and in
the study of their chemical–physical prop-
erties. In this sense, it is known that the
magnitude and anisotropy of charge mo-
bility across organic films is related to
molecular packing and orientation, and for
molecular systems it increases with the
crystallinity of the sample.[5] Thus, manu-
facturing techniques heavily focus on the
optimization of this aspect, taking also
advantage from thermally activated diffu-
sion (e.g., annealing), with contrasting and
temperature-dependent results,[6,7] proba-
bly because experiments are typically con-
ducted on devices and the morphology
changes affect multiple parameters (e.g.,
contact resistance).[8]

Concerning thin films fabrication meth-
ods, vapor-phase deposition is one of the
most extensively exploited techniques: sev-
eral variants[9,10] of this technology have

been developed over the years, making it a useful and flexible tool
for a wide range of applications, also suitable for depositing amor-
phous organic blends[11] or crystalline films,[12] thus going be-
yond its traditional application to inorganicmaterials. Among the
several opportunities that this approach offers, the formation of
organic semiconductors mixed crystals is a promising field that
still needs to be explored, since their many proven advantages,
such as the improved charge transport, and the large amount of
experimental research on the realization of such devices.[13]

In this context, atomistic simulations already proved to be a
valid option for the prediction and the understanding of the un-
derlyingmechanisms of the on-surface crystal growth.[14–22] Con-
cerning the deposition of mixed systems, although simulations
of solidmixtures of organicmolecules are becoming increasingly
popular, in particular for better understanding the functioning
of organic LEDs and solar cells at the nanoscale,[23,24] we are not
aware of any theoretical investigation on the formation of organic
semiconductor mixed crystals from vapor phase.
Pentacene (PEN) was one of the first organic semiconductors

employed as active material for the construction of organic
transistors,[25,26] and, despite being largely investigated through-
out the years, it is still considered as a worth prototype for
fundamental studies of thin films growth and as a model p-type
semiconductor. An extensive number of studies also concerns
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PEN derivatives, where the award for the most prominent one
is held by perfluoropentacene (PFP). Due to the inductive effect
of fluorine atoms over the aromatic rings, and to the consequent
variations of the electrostatic interactions in the crystal—which
have a strong impact on transport levels—PFP shows (with
respect to PEN) a change from p-type to n-type charge carrier
behavior, which makes these molecules employable together in
efficient p–n heterojunctions.[27–35]

Interestingly, PFP seems to present a different crystal struc-
ture compared to PEN, as it was found in experimental de-
positions on graphite: while at least at low temperature PEN
molecules organize similarly as in their bulk phase with a her-
ringbone configuration with the long molecular axes parallel to
the surface,[36] PFP molecules appear flat-lying on the graphite
surface.[37] Among the experimental depositions of 1:1 blends of
the two molecules, it was reported the formation of a mixed crys-
tal on both graphite[32] and SiO2.

[29,38] On the former substrate,
thin films of recumbent molecules were reported, like in the case
of pure PFP, while on the latter crystallites are found in two dif-
ferent orientations: at low temperature (250 K) the molecules are
again flat-lying on the surface, while higher temperature favors
their vertical configuration.[29–38]

While the connection between the type of molecule and
its crystalline configuration appears to be established for pure
systems—although very sensible to the interaction with the sub-
strate and to temperature—here we aim to elucidate the different
parameters influencing the final outcome and to demonstrate the
possibility of reproducing the formation of a PFP-PEN cocrystal
by means of computer simulations. Also, knowing the impor-
tance of a well-organized morphology in the fabrication of or-
ganic thin films,[39] we aim to prove the soundness of our ap-
proach in making predictions for further similar systems and
to gain deeper understanding of specific crystal growth mecha-
nisms, in particular for mixtures.[40]

Through a tailored workflow of molecular dynamics (MD) cal-
culations, we simulated three types of vapor-phase deposition
experiments on graphite: one for PEN molecules, one for PFP
molecules and one for a 1:1 blend of the two species (MIX), ob-
taining crystalline films for all systems. The discussion of the
simulation results is divided into two main sections. In the first,
we focus on the molecular aggregation, outlining the specific in-
termolecular interactions between the deposited molecules and
evaluating the general stability of the crystal in terms of cohesion
energy. In the second, it is studied the presence of diffusive en-
ergy barriers across the crystalline film that hinder the molecular
diffusion and the film reorganization upon annealing.

2. Results and Discussion

In crystalline films on smooth and defect-free graphite surfaces,
the molecular long axes of PFP and PEN are expected to be par-
allel to the substrate, while heating or the presence of structural
defects[41] that increase surface roughness favor an organization
with an upright molecular orientation, typical of acenes on other
rough surfaces (e.g., SiO2).

[17–42] In fact, while the chemical sim-
ilarity between the deposited molecules and graphite promotes
a recumbent alignment, an upright one allows exposing to air a
lower energy surface. The unbalance between the two energies
and kinetic factors determines the outcome; however, since at

low submonolayer coverages the recumbent orientation is always
thermodynamically favorite, for subsequently obtaining the up-
right one the temperature should be high enough to allow the
initially recumbent molecules to overcome a collective energy
barrier for reorientation.[43] We decided to keep the system at a
relatively low temperature (240 K) for this reason and, more im-
portantly, to make the diffusive processes slower and thus less
relevant in the growth mechanism of the crystals. In this way,
we aim to the formation of stable and long-living aggregates and
avoid the complete molecular desorption from the surface (that
we rarely observed even at higher temperatures). Furthermore,
considering that low temperatures have already been employed
for successful experimental depositions in similar systems,[44,45]

we retain that this choice somehow increases the realism of the
simulation protocol, that, given the necessarily limited size of the
graphite surface, underestimates the importance of on-surface
diffusion to the growth.
While each of the simulated depositions produced a different

crystalline morphology through a peculiar growth mechanism,
Figure 1 shows that the simulation attempts were broadly suc-
cessful in reproducing the experimental results: all deposited
molecules are found in a recumbent disposition with the long
molecular axis parallel to the graphite plane and are organized in
stacked monolayers (MLs), clearly outdistanced and identifiable.

2.1. Thin Film Growth

Before comparing the three systems, we start by discussing the
peculiarity of the growth mechanism of each sample specifically
and its connection with the adsorption energies and interaction
energies between molecular pairs. Figure 1a–c shows the MLs
formation as a function of the number of deposited molecules
for PEN, PFP, and MIX system. The second pentacene mono-
layer (ML2) starts to form only near the completion of ML1 (see
Figure 1a), when it becomes difficult for the incoming molecules
to find enough space to descend on the surface. This behavior re-
sembles a Frank–van der Merwe (layer-by-layer) growth type,[46]

where the assembly of crystalline layers happens one at a time.
With increasing coverage and thickness, the importance of the
interaction with graphite fades out and the growth mechanism
evolves toward a 3D one.
A different situation is found for the PFP system, where the

ML2 formation begins sooner than for PEN. The PFP-PFP cou-
ple exhibits a stronger 𝜋-stacking interaction, allowing the falling
molecules to stick permanently above the deposited ones, also
owing to the low deposition temperature. Furthermore, from the
visual observation of the sample growth, we could mark out an
interesting peculiarity: the molecules on graphite do not perma-
nently stick to each other when interacting side-to-side and do
not form any aggregate until a 𝜋-stacked molecule is deposited
on top of them, i.e., a molecule virtually belonging to ML2. We
can affirm that the presence of these top-stacking molecules is
fundamental for the formation of the aggregates, allowing the
underneath molecules to organize and favoring also the in-plane
crystallinity (Figure 2b).
Since aggregates form only when stacked molecules are

present, the growth mechanism attributed to the PFP system is
the Stranski–Krastanov one, or island-plus-layer growth. Indeed,
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Figure 1. Coverage evolution charts (top) for PEN a), PFP b), and MIX c) systems, with snapshots of the respective final morphologies d–f, bottom).
The monolayer fraction is calculated by dividing the number of molecules for an estimated maximum coverage value, given as inset in the plots.

Figure 2. a) Flat-lying configuration of PEN molecules and herringbone configuration in the presence of upper monolayers. b) Guiding effect of stacked
PFP molecules (brighter hues of orange indicate higher vertical positions) on the crystal nucleation in the first monolayer. c) Alternate configuration
found for MIX system.

we could initially observe the formation of several small islands
on the surface, which subsequently coalesce into one major do-
main and a second smaller one with a different planar orienta-
tion. We identify the second domain as a crystalline defect of the
growth, having also a slightly different morphology due to the ob-
struction of the first domain which occupies most of the surface.
Overall, we find a comparable morphology to the one depicted
by Salzmann et al.[37] on graphene-coated quartz, where the PFP
molecules organize in a flat-lying configuration in contrast with
the herringbone structure found for the bulk phase or in the PEN
system.
Stacking interaction and adsorption energies can help to ratio-

nalize this different behavior. As shown inTable 1, PEN-PEN cou-
ples present face-face stacking interactions weaker than those of
a PFP-PFP pair, that tend to remain stacked. Actually, it must be

noticed that the adsorption energy as well is higher for PFP, thus
suggesting a greater affinity for the surface compared to PEN,
analogously to what was found experimentally on a similarly flat
support, hexagonal boron nitride.[47] Indeed, for amore complete
picture of the growth mechanism, energy barriers, that will be
discussed later on, must also be taken into account.
Another relevant difference emerging from the simulated

samples consists in the molecular orientation. While PEN
molecules in the first monolayer always adopt a planar orienta-
tion on the surface, once theML2 begins to form, both the under-
lying ML1 and all above molecules acquire a tilted configuration
and arrange in the classical herringbone packing (Figure 2a).
Indeed, this arrangement—as reported by Goetzen et al.[36]

and found also in the bulk polymorphs of PEN and PFP[48]—
maximizes the quadrupolar interactions.[49,50] Considering
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Table 1. Intermolecular interaction energies (in kcal mol−1) for two paral-
lel molecules displaced along their molecular inertia axes, and adsorption
energy of PEN and PFP on graphite. Note that for a fair comparison of the
two types of energies it should be considered that the former are bimolec-
ular quantities while the latter is unimolecular.

x (edge edge) y (side-side) z (face-face) E ads

PEN-PEN 0.43 1.45 13.6 35.2

PFP-PFP 0.58 1.86 19.8 44.1

PEN-PFP 0.98 3.47 22.8 —

that this behavior is not observed in the simulation of PFP, we
attribute it to the lower adsorption energy of PEN compared to
PFP (Table 1), which makes the detachment from the graphite
surface easier. As a result, we find that the deposition simulation
of pentacene mixture on graphite is in accordance with the
experimental observations on graphite[36–51] and graphene.[52]

In the heterogeneous system (MIX), knowing that the de-
posited species at each step was randomly chosen throughout the
simulation, homogeneous, and heterogeneous regions, either
amorphous or crystalline, could in principle turn out; however,
since the final morphology is almost entirely arranged in amixed
1:1 crystal (Figure 2c), we surmize that this phase is thermo-
dynamically favored and that the molecular diffusive exchange
is fast enough to allow its formation. In completely crystalline
regions, each PEN molecule is adjacent to a total of six neigh-
boring PFP molecules (two along each molecular axis) and vice
versa. The MIX system has several similarities with the PFP one:
all molecules are flat-lying, and the growth mechanism works
through the early formation of crystalline islands, as we can infer
from Figure 1, where ML2 appears quickly thanks to the strong
𝜋-stacking component. This Stranski-–Krastanov type of growth
was reported also by D’Avino et al. for the deposition of themixed
crystal on HOPG.[32]

2.1.1. Crystalline Features

The crystallinity of the final morphologies was characterized
through the calculation of the unit cell parameters, reported in
Table 2 along with the parameters obtained experimentally. The
good agreement between the simulated and experimental param-
eters proves that the employed methodology qualitatively suc-
ceeds in simulating the film growth and structure, and then can
be reliably employed to make previsions in similar systems and
in the calculation of further physical observables discussed in the
next sections.
The new crystalline parameters were used to replicate the unit

cell and calculate the cohesion energies, which we defined and
calculated as the energy loss upon extraction of one molecule
from a bulk crystal. The values of the on-graphite grown crys-
tals are reported in Table 3 along with the ones for the bulk crys-
tals (for calculation details, see the Experimental Section). Signif-
icant differences are found between the cohesive energies of the
crystals grown on surface, which singularly agree with the pre-

Table 2. Crystalline cell sides (Å), angles (°), and volume (Å[3]) of PFP,
PEN, and MIX systems on graphite, obtained experimentally and compu-
tationally. Experimental PEN parameters refer to the Siegrist phase, the
one obtained on graphite by Goetzen et al.[36] All unit cells contain two
molecules.

System a b c 𝛼 𝛽 Γ V

PEN Exp[36] 14.8 6.3 — — — 89.6 —

Simul 16.1 6.2 8.9 84.6 52.8 82.0 700

PFP Exp[37] 15.1 8.9 6.5 78.6 108.1 92.4 814

Simul 15.5 9.1 7.1 74.5 109.8 91.7 901

MIX Exp[32] 15.7 7.4 7.3 102.2 67.5 98.0 764

Simul 16.6 7.7 7.2 112.1 88.6 101.6 828

Table 3. Cohesive energy (kcal mol−1) of PEN and PFP crystals, calculated
from energy minimizations in fixed dimension crystalline supercells of 90
molecules for PFP, PEN, and MIX crystals in their bulk (experimental) and
graphite (this work) polymorphs.

Crystal PEN molecule PFP molecule

Bulk Graphite Bulk Graphite

PEN −75 (LT)[54] −71 — —

−73 (HT)[55] —

PFP — — −76[27] −77

MIX — −73 — −84

viously attributed growth mechanisms. The higher cohesion en-
ergy of PFP with respect to PEN implies a greater stability of the
growing PFP nanocrystals and therefore should favor an island
type of growth with respect to a layer-by-layer one, in line with
the results for the evolution of the coverage shown in Figure 1.
This driving force is even more relevant for the heterogeneous
system, that, like PFP, displays a more 3D type of growth with
respect to PEN. Remarkably, withdrawing a molecule from the
MIX system is more costly than removing it from the homoge-
nous crystals. The difference is conspicuous for PFP (≈7.5 kcal
mol−1), and lower for PEN (≈2.5 kcal mol−1), for a total enthalpic
stabilization of the cocrystal, with respect to phase separation in
pure PFP and PEN crystals, of about 10 kcal mol−1. This higher
stabilization of the mixed interaction is qualitatively confirmed
by the enhanced thermal stability reported experimentally for the
mixed system with respect to pure ones in thick[30] and mono-
layer films[53] grown on other surfaces.

2.2. Energy Barriers for Molecular Diffusion

Molecular diffusion is one of the factors influencing the for-
mation of crystalline aggregates, allowing the molecules to
spread over the system and interact with a higher number of
molecules.[56] Even though the diffusion can be hindered by the
energy barriers present in the growing sample, experimental de-
positions are usually performed at temperatures and deposition
rates that allow the molecules to override these barriers.[57] We
studied two types of diffusive energy barriers: planar, for the dif-
fusion on themonolayer surface, and orthogonal, responsible for
the descent and the climb between the MLs.

Adv. Theory Simul. 2023, 2300080 2300080 (4 of 12) © 2023 The Authors. Advanced Theory and Simulations published by Wiley-VCH GmbH
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Figure 3. Free energy maps for displacing one molecule on the monolayer surface, calculated with the Adaptive Biasing Force (ABF) method for PFP,
PEN, and MIX system (right), with snapshots of the corresponding region of the samples (left). Dashed lines are a guide to the eye.
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2.2.1. Energy Barriers for Diffusion on Terraces

It is important to stress that the process of diffusion on formed
flat terraces, while considered an important factor for adatoms
in inorganic crystal growth,[58] it is often overlooked in kinetic
models of organic crystal growth (see, e.g., ref. [59]), probably be-
cause in the typical case of films of standing molecules, barri-
ers are low[60] and the process is not the rate determining step
ruling the growth mechanism. First, we focus on the homo-
geneous systems. For PEN, Figure 3 shows that the free en-
ergy profile—obtained by displacing an extra molecule over a
small region on ML3 and Boltzmann-averaging over all possi-
ble rotations—is structured with minima localized on molecular
cores and barriers separating them, especially along the direction
of the long molecular axes (≈7 kcal mol−1), while smaller barri-
ers are present in the direction of the medium molecular axes.
The PFP energymap appears flatter but qualitatively very similar,
with the minima located at the molecular centers and the barri-
ers at molecular edges. Interestingly, this situation facilitates the
diffusion on neighboring molecules in one direction, while the
other one shows more significant barriers (≈4 kcal mol−1). The
easy diffusion of perfluoropentacene molecules along one direc-
tion should assist the previously hypothesized "stacking effect" of
a top loaded molecule for the generation of the PFP aggregates
(see also Figure 2b).
For the MIX system we report the energy maps relative to the

separate diffusion of both PFP and PEN molecules in the same
selected region. As expected, the energy minima match the alter-
nate interactions with like and unlike molecules, and switching
the species of the probe molecule determines an inverted energy
map, owing to the large and opposite molecular quadrupole. We
also find a steeper energy profile compared to the homogeneous
surfaces, with barriers of around 8 kcal mol−1 and the presence
of low energy channels between theminima. Accordingly, we can
assume that the diffusion on the planar crystalline surface is gen-
erally arduous, but the presence of these channels permits the
molecular exchange that yields the alternate configuration in the
mixed crystal. On the other hand, the presence of deep minima
in correspondence of molecules of unlike chemical species is the
thermodynamic driving force for themixed crystal formation and
once the molecules reach one of those minima, they would favor-
ably linger in it despite the presence of these channels. The strict
link between surface structure andmolecular diffusion exhibited
by all systems hints to a general phenomenon that could occur for
organicmolecules on organic or inorganic crystalline surfaces, as
highlighted by recent studies.[61–63]

2.2.2. Step-Edge Energy Barriers

The energy barriers that a molecule has to overcome to cross a
step edge between two terraces are important parameters in the
growth and nucleation of thin films from vapor, albeit difficult
to measure.[64] As in most cases, and in particular for terraces
of standing elongated molecules, the downward crossing barrier
(the Ehrlich–Schwoebel barrier[65,66]) is lower than 10 kcal mol−1

while that for the upward process is at least twice as large;[67] the
latter is rarely discussed in the literature. However, for films of
flat-lyingmolecules, since the step edge height is smaller, also the

Table 4. Step-edge energy barriers (kcal mol−1) for PFP, PEN andMIX crys-
tal terraces, calculated for the steps with the molecular long axes parallel
to the step line. For PEN, we distinguish two different barriers depending
on the tilt of the molecular plane at the step, while for MIX we discriminate
homogeneous (HO) and heterogeneous (HE) barriers. Capital letters cor-
respond to initial and final positions along the diffusion paths, as depicted
in Figure 4.

System Diffusion path PEN molecule PFP molecule

Downward Upward Downward Upward

PEN

(P–Q)

2.5 8.5 — —

(M–Q)

6.5 10.5

PFP — — — 7.0 7.5

MIX HO
(A–D)

5.0 4.0 5.5 5.5

HE
(B–C)

2.0 5.0 2.0 5.5

reverse process might be possible at least in principle, therefore
we evaluated both downward and upward barriers from the free
energymaps at the steps. For recumbent PEN and PFPmolecules
one can further distinguish between two types of step-edges in
which either the long or the mediummolecular side is parallel to
the step. Since we found the same qualitative trends but higher
barriers for the latter case, we discuss here only the former, pro-
viding the results for the other type of step in the Supporting In-
formation.
In addition, two situations are possible for the PEN system,

since, owing to the herringbone packing, themolecular plane has
two possible tilts at the step. Indeed, we observe that crossing the
step is more likely to happen when molecules are leaning toward
the surface (“⇄ ∕” in Table 4), and much easier downward than
upward. This finding confirms the facility of the molecular de-
scent and the consequent layer-by-layer growth found in PEN sys-
tem. Instead, the PFPmolecules remain for a longer time sticked
on top of the others, due to their higher downward step-edge bar-
rier, and consequently follow an island-plus-layer growth regime.
In the MIX maps the picture is more complicated: we can

distinguish two types of possible displacements, through the so
called homogeneous and heterogeneous channels, meaning that
a molecule can cross a step constituted either by molecules of
the same specie or of the other one. A schematic picture of
the two channels is showed in Figure 4c,d. We established that
thismainly happens through the heterogeneous channels (B→C)
due to the lower descent barrier (Table 4). Instead, proceeding
along the homogeneous channel implies that the probemolecule
moves across molecules of the same species at the edges. In this
case the starting and ending points (the minima of the potential
energy surface) are not on the two molecules defining the step
(of the same species), but on the adjacent molecules of the other
species (points A and D). Since these spots are relatively far away
from the step, they also are almost isoenergetic, and therefore the
downward and upward barriers are accordingly very similar.

Adv. Theory Simul. 2023, 2300080 2300080 (6 of 12) © 2023 The Authors. Advanced Theory and Simulations published by Wiley-VCH GmbH
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Figure 4. Right: free energy maps for moving one molecule across step edges characterized by molecular long axes parallel to the step line (see the
Supporting Information for steps formed by medium molecular axes), highlighting the orthogonal barriers to diffusion. Maps were calculated with the
Adaptive Biasing Force method for PFP, PEN, and MIX system, in the regions of the samples displayed in the snapshots on the left.
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To conclude the discussion, it is worth noting that despite the
downward barriers are generally lower than the upward ones for
our systems, in deposition experiments it is most often found
that film roughness increases with coverage, owing to a predom-
inance of the flux of incoming molecules on the terraces surface
over the downward flux at terrace edges, which in turn is affected
not only by the step-edge barrier but also by the barrier for diffu-
sion over the terraces.

2.2.3. Thermal Annealing

The annealing procedure is employed experimentally to pos-
sibly modulate the crystallinity of organic semiconductors
films at a judiciously chosen temperature, however not known
beforehand.[6,68] Here we simulated this process at 500 K for 5 ns
and cooled back the samples at 240 K for 3 further ns, to assess
if the molecules can overcome the previously discussed diffusive
barriers and to establish themagnitude of the consequent molec-
ular displacement, with the objective of providing hints on the
morphology alteration in relation to the analyzed growth mecha-
nisms. Thermal diffusion mainly concerned the upper, incom-
plete MLs of the systems since the top molecules are less ob-
structed and can diffuse in all directions. Also, the upward dif-
fusion became possible, but was overridden by the more prob-
able molecular descent. The annealing step eventually caused a
reduction of the total film thickness and roughness.
The three films varied their MLs population to a different

extent (Figure 5). Although the high temperature allowed the
molecules of PEN and PFP samples to override the diffusive en-
ergy barriers and distribute in the inferior MLs, the MIX system
showed an inferior population exchange from the higher MLs
to the lower ones. This result seems surprising since here the
descent barrier, at least through the heterogeneous channel, is
the lowest among the systems. We believe that the origin of this
result is that the displacement across monolayers is unlikely be-
cause of the difficulty of the molecules in reaching the MLs bor-
ders, since it happens only through specific channels (Figure 4).
In contrast, wemark out the tendency to eliminate the crystalline
vacancies. The high cohesion energies (Table 3) explain this re-
organization and the crystallite stability, which is not breached
by the annealing process. A direct consequence of ML popula-
tion shift upon annealing is the variation of the topography of
the system, which in turn affects the electrostatic landscape at the
film surface, an important quantity in organic electronics, since
it affects charge motion in transistors[69] and charge separation
in solar cells,[70,71] processes strongly connected to the global ef-
ficiency of those electrical devices.
To quantify the variations of both quantities, in Table 5 we

report the standard deviations of film height (i.e., roughness)
and electrostatic potential before and after the annealing process.
While topography roughness clearly decreases upon annealing,
the corresponding electrostatic roughness seems to be less af-
fected by this high temperature treatment. Considering that the
consequences of annealing are qualitatively similar for all sys-
tems, in Figure 6 we highlight the changes for the MIX system
only. First, we notice the topography variations and the evidence
of downward displacement of some molecules.

Figure 5. Distribution of molecules along the vertical direction before and
after annealing, expressed as monolayer fraction. Darker (+) and striped
white (−) bars indicate, respectively, positive and negative variations in
monolayer population after annealing. The origin z = 0 is set at the center
of the first monolayer.

Adv. Theory Simul. 2023, 2300080 2300080 (8 of 12) © 2023 The Authors. Advanced Theory and Simulations published by Wiley-VCH GmbH
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Table 5. Topography roughness (Å) and standard deviation of the electro-
static potential at the surface (V) for PEN, PFP, and MIX systems, before
and after annealing.

System Topography Potential

Before After Before After

PEN 5.77 4.07 0.164 0.151

PFP 7.20 4.84 0.227 0.215

MIX 7.66 6.79 0.156 0.158

Moreover, the electrostatic potential looks correlated not only
to the film topography, but also to the chemical nature of the up-
permolecules in the film. In fact, the opposite charge distribution
and quadrupole of PEN and PFP determines an inverted poten-
tial for the two molecules, whose magnitude is enhanced when
those molecules are located on top of terraces.

3. Conclusions

We simulated the vapor-phase deposition of pentacene, perfluo-
ropentacene, and a blend of the two molecules on graphite, repli-
cating previous experimental results and deepening the study of

Figure 6. Electrostatic potential maps (right) and relative topography maps (left) of the morphologies of MIX system, before (top) and after annealing
for 5 ns at 500 K (bottom).

Adv. Theory Simul. 2023, 2300080 2300080 (9 of 12) © 2023 The Authors. Advanced Theory and Simulations published by Wiley-VCH GmbH
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the key factors involved in the thin film growth. The depositions
were carried out at low temperature to allow the growth mech-
anism to be mainly driven by intermolecular interactions rather
than by kinetic factors. This approach allowed the individuation
of peculiar characteristics for the growth of each of the simulated
systems, which overall produce crystalline structures formed by
recumbent molecules through a layer-by-layer growth for pen-
tacene, and an island plus layer growth for perfluoropentacene
and for the 1:1 mixed system. Through the evaluation of the free
energy barriers for molecular diffusion, both on terraces and at
terrace steps, we found a very strict correlation to the crystal mor-
phology, that could impart anisotropy to the diffusion process.
Moreover, we assessed that for these thin films of recumbent aro-
matic molecules, the diffusion barriers on terraces are similar to
those at step edges, and that upward crossing at the edge is also
possible.
More in general, the study demonstrates that the proposed

methodology for simulating vapor deposition is an efficient tool
to investigate at the nanoscale the processes of nucleation and
growth of organic crystals, including mixed ones, thanks to the
possibility of a visual and mathematical analysis of simulated
molecular systems, which is just not possible or more limited
with analogue experimental techniques.

4. Experimental Section
In all simulations, both graphite and pentacene atoms were described

with the intermolecular and geometrical parameters defined in the Gen-
eral Amber Force Field (GAFF);[72] while graphite atoms are chargeless,
the Electrostatic Potential (ESP) atomic charges of the isolated PEN and
PFP molecules were calculated at density functional theory level with the
PBE0 hybrid functional and the cc-pVTZ basis set, using the Gaussian16
program.[73] Molecular dynamics simulations were performed with the
open-source program NAMD.[74] Periodic boundary conditions (PBCs)
were applied. The Particle Mesh Ewald (PME) method[75] was used to
compute the electrostatic forces with PBCs, using a cut-off of 12 Å for the
calculation in the direct space, as well as for truncating Lennard–Jones
interactions.

Deposition on Graphite: All the deposition simulation experiments
were performed on the same template graphite surface, composed by four
alternated layers. This surface was constructed with the aim of contain-
ing a high number of PFP molecules which would completely occupy the
surface, in a hypothetical 100% crystalline phase. Therefore, the graphite
surface was built approximately matching the surface size (a and b axes)
of the ab experimental cell size of PFP on quartz-coated graphene, cal-
culated by Salzmann et al. (a = 15.13, b = 8.94, c = 6.51).[37] The initial
cell of graphite (a = 2.456, b = 4.254, c = 6.696), which contains two lay-
ers, was replicated respectively 48 and 32 times along the ab surface axes.
Moreover, the surface was replicated 2 times along the c axis to obtain four
layers. The resulting sample had a surface size of 117.888 × 136.128 Å.[2]

Each monolayer could contain ≈118 flat-lying PFP molecules.
The NAMD package in combination with a Python script was used to

simulate subsequently the vapor deposition of each molecule of PFP and
PEN on the graphite surface. The atomic coordinates of the two under-
neath graphite layers were kept fixed in all the simulations. Volume was
kept constant and atomic velocities were rescaled every 100 fs to maintain
the temperature constant (240 K) as well. After each deposition interval
(1 ns), a new molecule was introduced in the simulated system, at 40 Å
above the highest graphite layer with a random position and orientation.
For the mixed PEN/PFP deposition, the new deposited molecule is ran-
domly chosen between the two species to better simulate the experimental
conditions.

PBCs were applied along x and y axes (a, b graphite axes), while the
orthogonal dimension was set at 400 Å to simulate the vacuum. A total
number of 450 molecules was deposited for each system. After the de-
position, the unit cell parameters of the "on-graphite" polymorphs were
extracted from a chosen crystalline region and averaged over 25 configu-
rations corresponding to the last 200 ps of the simulation.

Cohesive Energy Calculation: First, the newly obtained crystalline cell
of the systems, obtaining a supercell of 90 molecules was replicated. Bulk
polymorphs initial coordinates and cell parameters were downloaded from
the Cambridge Structural Database. After a conjugated gradientminimiza-
tion at fixed volume and cell dimensions, the cohesive energy was calcu-
lated as a sum of internal energies as follows

ECOH = ETOT − ETOT−MOL − EMOL (1)

Where ETOT is the energy of the supercell, ETOT−MOL is the energy of the
supercell without one molecule and EMOL is the energy of the withdrawn
molecule inside the otherwise empty supercell.

Free Energy Calculations: The adaptive biasing force (ABF) method[76]

was applied for the evaluation of the adsorption energy and the potential
energy of the crystal surfaces, along suitable collective variables (colvars).
These calculations were performed at the same temperature, volume, and
pressure of the deposition ones.

1) Absorption Energy Barrier: the ABF method was applied on a simple
system containing the graphite template and one molecule of either
PFP or PEN. The chosen colvar corresponded to the orthogonal dis-
tance from the surface, and the absorber molecule was free to explore
the space along that direction. To delimit the colvar space, dummy po-
tentials barriers were set at the borders of the colvar region, extending
until 30 Å from the highest layer of graphite. The adsorption free en-
ergy was therefore calculated as the difference between the minimum
value of the free energy and the value at 30 Å.

2) Mapping of the Potential Energy Surfaces: one molecule was let free to
move on a crystalline portion of each sample delimited by two colvars
corresponding to the positions of themolecular center of mass along x
and y, leaving unconstrained the z coordinate unconstrained. All other
molecules weremaintained at their original position by fixing one atom
per molecule. For on-terrace energy barriers, the colvar space compre-
hended a 3×3 molecules region in PEN and PFP, and a 4×3 region in
MIX, while for step-edge barriers 4×2 regions at the interface between
two MLs where chosen. To calculate the step-edge energies reported
in Table 4, the maps of Figure 5 were averaged along the y axis (i.e.,
orthogonally to the climb/descent direction), obtaining the energy pro-
files from which the barriers were extracted. For MIX, the energy maps
in two regions were separated and obtained both the homogeneous
and heterogeneous averaged profiles.

Annealing: The final obtained morphology underwent a heating pro-
cess with a sudden increase of temperature to 500 K. The system was kept
at 500 K for 5 ns, before it was cooled down at 240 K again and equilibrated
for 3 ns. Properties were calculated for the last configuration of this step.

Electrostatic Potential Maps: For each of the three samples, we calcu-
lated the potential energy of the system by inserting a test point charge
of +1 e in the system with PBC. In each calculation, the charge was po-
sitioned on a different point of a 3d grid (16 166 points) corresponding
to the calculated topography of the final configuration, which was set 3 Å
above the center of mass of the exposed atoms. The potential energy of
the system with no charge was subtracted to the calculated energy in each
point, resulting in the electrostatic potential map.

Supporting Information
Supporting Information is available from the Wiley Online Library or from
the author.

Adv. Theory Simul. 2023, 2300080 2300080 (10 of 12) © 2023 The Authors. Advanced Theory and Simulations published by Wiley-VCH GmbH

 25130390, 0, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/adts.202300080 by C

ochraneItalia, W
iley O

nline L
ibrary on [29/04/2023]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense

http://www.advancedsciencenews.com
http://www.advtheorysimul.com


www.advancedsciencenews.com www.advtheorysimul.com

Acknowledgements
All authors wish to thank Dr. Gabriele D’Avino (CNRS Grenoble), Dr.
Andrea Giunchi (CINECA), and Prof. Elisabetta Venuti (University of
Bologna) for useful discussions. They also acknowledge CINECA Super-
computing Center for providing computer time through the ISCRA scheme
(Project No. HP10CQCMNY). E.L.’s Ph.D. grant was funded by the Ital-
ian Ministry of Education, University and Research (MIUR) through its
“Programma Operativo Nazionale” (PON) initiative. L.M. acknowledges
financial support from theMIUR “Progetti di Ricerca di Rilevante Interesse
Nazionale” (PRIN) project HARVEST (protocol 201795SBA3).

Open Access Funding provided by Università degli Studi di Bologna
within the CRUI-CARE Agreement.

Conflict of Interest
The authors declare no conflict of interest

Data Availability Statement
The data that support the findings of this study are available from the cor-
responding author upon reasonable request.

Keywords
Ehrlich–Schwoebel barriers, molecular dynamics, organic–organic het-
erostructures, polymorphs

Received: February 22, 2023
Revised: April 2, 2023

Published online:

[1] N. B. Idris, M. N. Norizan, I. S. Mohamad, Appl. Mech. Mater. 2015,
754, 540.

[2] C.Wang, X. Ren, C. Xu, B. Fu, R.Wang, X. Zhang, R. Li, H. Li, H. Dong,
Y. Zhen, S. Lei, L. Jiang, W. Hu, Adv. Mater. 2018, 30, 1706260.

[3] M. Fröbel, F. Fries, T. Schwab, S. Lenk, K. Leo, M. C. Gather, S.
Reineke, Sci. Rep. 2018, 8, 9684.

[4] P. Friederich, A. Fediai, S. Kaiser, M. Konrad, N. Jung, W. Wenzel, Adv.
Mater. 2019, 31, 1808256.

[5] S. Fratini, M. Nikolka, A. Salleo, G. Schweicher, H. Sirringhaus, Nat.
Mater. 2020, 19, 491.

[6] K. Xian, Y. Liu, J. Liu, J. Yu, Y. Xing, Z. Peng, K. Zhou, M. Gao, W.
Zhao, G. Lu, J. Zhang, J. Hou, Y. Geng, L. Ye, J. Mater. Chem. A 2022,
10, 3418.

[7] K. Gu, Y. Wang, R. Li, E. Tsai, J. W. Onorato, C. K. Luscombe, R. D.
Priestley, Y. L. Loo, ACS Appl. Mater. Interfaces 2021, 13, 999.

[8] J. W. Borchert, R. T. Weitz, S. Ludwigs, H. Klauk, Adv. Mater. 2022, 34,
2104075.

[9] J. E. Crowell, J. Vac. Sci. Technol. A 2003, 21, S88.
[10] S. M. Rossnagel, J. Vac. Sci. Technol. A 2003, 21, S74.
[11] K. Schulze, C. Uhrich, R. Schüppel, K. Leo, M. Pfeiffer, E. Brier, E.

Reinold, P. Bäuerle, Adv. Mater. 2006, 18, 2872.
[12] P. Yu, Y. Zhen, H. Dong, W. Hu, Chem 2019, 5, 2814.
[13] T. Zou, J. Chang, Q. Chen, Z. Nie, L. Duan, T. Guo, Y. Song, W. Wu,

H. Wang, ACS Omega 2020, 5, 12067.
[14] L. Muccioli, G. D’Avino, C. Zannoni, Adv. Mater. 2011, 23, 4532.
[15] G. D’Avino, L.Muccioli, C. Zannoni,Adv. Funct. Mater. 2015, 25, 1985.
[16] Y. Zhao, J. Wang, J. Phys. Chem. C 2017, 121, 4488.

[17] O. M. Roscioni, G. D’Avino, L. Muccioli, C. Zannoni, J. Phys. Chem.
Lett. 2018, 9, 6900.

[18] A. Lorenzoni, M. Muccini, F. Mercuri, Adv. Theory Simul. 2019, 2,
1900156.

[19] S. Ikeda, Appl. Phys. Express 2019, 13, 015508.
[20] Q. Zhang, Y. Pramudya, W. Wenzel, C. Wöll, Nanomaterials 2021, 11,

1631.
[21] M. Miletic, K. Palczynski, J. Dzubiella, Phys. Rev. Mater. 2022, 6,

033403.
[22] W. Wang, C. Yang, H. Fan, J. Zhang, X. Wang, Appl. Surf. Sci. 2022,

579, 152203.
[23] M. D. Ediger, J. de Pablo, L. Yu, Acc. Chem. Res. 2019, 52, 407.
[24] G. Londi, S. U. Z. Khan, L. Muccioli, G. D’Avino, B. P. Rand, D.

Beljonne, J. Phys. Chem. Lett. 2020, 11, 10219.
[25] D. J. Gundlach, Y. Y. Lin, T. N. Jackson, S. F. Nelson, D. G. Schlom,

IEEE Electron Device Lett. 1997, 18, 87.
[26] D. J. Gundlach, L. Zhou, J. A. Nichols, T. N. Jackson, P. V. Necliudov,

M. S. Shur, J. Appl. Phys. 2006, 100, 024509.
[27] Y. Sakamoto, T. Suzuki, M. Kobayashi, Y. Gao, Y. Fukai, Y. Inoue, F.

Sato, S. P. Tokito, J. Am. Chem. Soc. 2004, 126, 8138.
[28] A. Hinderhofer, U. Heinemeyer, A. Gerlach, S. Kowarik, R. M. J. Ja-

cobs, Y. Sakamoto, T. Suzuki, F. Schreiber, J. Chem. Phys. 2007, 127,
194705.

[29] S. Kowarik, A. Gerlach, A. Hinderhofer, S. Milita, F. Borgatti, F. Zon-
tone, T. Suzuki, F. Biscarini, F. Schreiber, Phys. Status Solidi RRL 2008,
2, 120.

[30] T. Breuer, G. Witte, J. Chem. Phys. 2013, 138, 114901.
[31] T. Breuer, G. Witte, ACS Appl. Mater. Interfaces 2015, 7, 20485.
[32] G. D’Avino, S. Duhm, R. G. Della Valle, G. Heimel, M. Oehzelt, S.

Kera, N. Ueno, D. Beljonne, I. Salzmann, Chem. Mater. 2020, 32,
1261.

[33] S. Hammer, C. Zeiser, M. Deutsch, B. Engels, K. Broch, J. Pflaum,
ACS Appl. Mater. Interfaces 2020, 12, 53547.

[34] D. Bischof, M. Zeplichal, S. Anhäuser, A. Kumar, M. Kind, F. Kramer,
M. Bolte, S. I. Ivlev, A. Terfort, G. Witte, J. Phys. Chem. C 2021, 125,
19000.

[35] D. Günder, A. M. Valencia, M. Guerrini, T. Breuer, C. Cocchi, G. Witte,
J. Phys. Chem. Lett. 2021, 12, 9899.

[36] J. Goetzen, D. Käfer, C. Wöll, G. Witte, Phys. Rev. B 2010, 81, 085440.
[37] I. Salzmann, A. Moser, M. Oehzelt, T. Breuer, X. Feng, Z. Y. Juang, D.

Nabok, R. G. Della Valle, S. Duhm, G. Heimel, A. Brillante, E. Venuti,
I. Bilotti, C. Christodoulou, J. Frisch, P. Puschnig, C. Draxl, G. Witte,
K. Müllen, N. Koch, ACS Nano 2012, 6, 10874.

[38] A. Hinderhofer, C. Frank, T. Hosokai, A. Resta, A. Gerlach, F.
Schreiber, J. Chem. Phys. 2011, 134, 104702.

[39] A. A. Dar, S. Rashid, CrystEngComm 2021, 23, 8007.
[40] A. Hinderhofer, F. Schreiber, ChemPhysChem 2012, 13, 628.
[41] W. Jung, S. J. Ahn, S. Y. Lee, Y. Kim, H. C. Shin, Y. Moon, S. H. Woo,

C. Y. Park, J. R. Ahn, J. Phys. Appl. Phys. 2015, 48, 395304.
[42] R. Ruiz, D. Choudhary, B. Nickel, T. Toccoli, K. C. Chang, A. C. Mayer,

P. Clancy, J. M. Blakely, R. L. Headrick, S. Iannotta, G. G. Malliaras,
Chem. Mater. 2004, 16, 4497.

[43] S. Nagai, Y. Inaba, T. Nishi, S. Tomiya, Appl. Phys. Express 2021, 15,
015502.

[44] G. Hlawacek, F. S. Khokhar, R. van Gastel, B. Poelsema, C. Teichert,
Nano Lett. 2011, 11, 333.

[45] N. Shioya, R. Murdey, K. Nakao, H. Yoshida, T. Koganezawa, K. Eda,
T. Shimoaka, T. Hasegawa, Sci. Rep. 2019, 9, 579.

[46] A. C. Levi, M. Kotrla, J. Phys. Condens. Matter 1997, 9, 299.
[47] D. Günder, K.Watanabe, T. Taniguchi, G. V. D.Witte, ACS Appl. Mater.

Interfaces 2020, 12, 38757.
[48] C. C. Mattheus, G. A. de Wijs, R. A. de Groot, T. T. M. Palstra, J. Am.

Chem. Soc. 2003, 125, 6323.
[49] S. M. Ryno, C. Risko, J. L. Brédas, J. Am. Chem. Soc. 2014, 136, 6421.

Adv. Theory Simul. 2023, 2300080 2300080 (11 of 12) © 2023 The Authors. Advanced Theory and Simulations published by Wiley-VCH GmbH

 25130390, 0, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/adts.202300080 by C

ochraneItalia, W
iley O

nline L
ibrary on [29/04/2023]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense

http://www.advancedsciencenews.com
http://www.advtheorysimul.com


www.advancedsciencenews.com www.advtheorysimul.com

[50] M. Klues, G. Witte, CrystEngComm 2017, 20, 63.
[51] S. H. Park, S. Kwon, Anal. Chem. 2016, 88, 4565.
[52] W. H. Lee, J. Park, S. H. Sim, S. Lim, K. S. Kim, B. H. Hong, K. Cho, J.

Am. Chem. Soc. 2011, 133, 4447.
[53] S. R. Kachel, P. M. Dombrowski, T. Breuer, J. M. Gottfried, G. Witte,

Chem. Sci. 2021, 12, 2575.
[54] R. B. Campbell, J. M. Robertson, J. Trotter, Acta Crystallogr. 1961, 14,

705.
[55] T. Siegrist, C. Besnard, S. Haas, M. Schiltz, P. Pattison, D.

Chernyshov, B. Batlogg, C. Kloc, Adv. Mater. 2007, 19, 2079.
[56] J. T. Dull, X. Chen, H. M. Johnson, M. C. Otani, F. Schreiber, P. Clancy,

B. P. Rand,Mater. Horiz. 2022, 9, 2752.
[57] S. Chiodini, G. D’Avino, L. Muccioli, L. Bartolini, D. Gentili, S. Tof-

fanin, C. Albonetti, Prog. Org. Coat. 2020, 138, 105408.
[58] T. Martynec, C. Karapanagiotis, S. H. L. Klapp, S. Kowarik, Commun.

Mater. 2021, 2, 90.
[59] A. R. Woll, T. V. Desai, J. R. Engstrom, Phys. Rev. B 2011, 84,

075479.
[60] R. Cantrell, P. Clancy, Surf. Sci. 2008, 602, 3499.
[61] P. Rotter, B. A. J. Lechner, A. Morherr, D. M. Chisnall, D. J. Ward, A.

P. Jardine, J. Ellis, W. Allison, B. Eckhardt, G. Witte, Nat. Mater. 2016,
15, 397.

[62] H. Hedgeland, M. Sacchi, P. Singh, A. J. McIntosh, A. P. Jardine, G.
Alexandrowicz, D. J. Ward, S. J. Jenkins, W. Allison, J. Ellis, J. Phys.
Chem. Lett. 2016, 7, 4819.

[63] R. A. Miller, A. Larson, K. Pohl, Chem. Phys. Lett. 2017, 678, 28.
[64] G. Hlawacek, P. Puschnig, P. Frank, A. Winkler, C. Ambrosch-Draxl,

C. Teichert, Science 2008, 321, 108.
[65] G. Ehrlich, F. G. Hudda, J. Chem. Phys. 1966, 44, 1039.

[66] R. L. Schwoebel, J. Appl. Phys. 1969, 40, 614.
[67] J. E. Goose, E. L. First, P. Clancy, Phys. Rev. B 2010, 81, 205310.
[68] T. Zhang, H. Han, Y. Zou, Y. C. Lee, H. Oshima, K. T. Wong, R. J.

Holmes, ACS Appl. Mater. Interfaces 2017, 9, 25418.
[69] A. Mityashin, O. M. Roscioni, L. Muccioli, C. Zannoni, V. Geskin,

J. Cornil, D. Janssen, S. Steudel, J. Genoe, P. Heremans, ACS Appl.
Mater. Interfaces 2014, 6, 15372.

[70] F. Castet, G. D’Avino, L. Muccioli, J. Cornil, D. Beljonne, Phys. Chem.
Chem. Phys. 2014, 16, 20279.

[71] A. K. Hansmann, R. C. Döring, A. Rinn, S. M. Giesen, M. Fey, T.
Breuer, R. Berger, G. Witte, S. Chatterjee, ACS Appl. Mater. Interfaces
2021, 13, 5284.

[72] J. Wang, R. M. Wolf, J. W. Caldwell, P. A. Kollman, D. A. Case, J. Com-
put. Chem. 2004, 25, 1157.

[73] Gaussian 16, Revision C.01, M. J. Frisch, G. W. Trucks, H. B. Schlegel,
G. E. Scuseria, M. A. Robb, J. R. Cheeseman, G. Scalmani, V. Barone,
G. A. Petersson, H. Nakatsuji, X. Li, M. Caricato, A. V. Marenich, J.
Bloino, B. G. Janesko, R. Gomperts, B. Mennucci, H. P. Hratchian, J.
V. Ortiz, A. F. Izmaylov, J. L. Sonnenberg, D. Williams-Young, F. Ding,
F. Lipparini, F. Egidi, J. Goings, B. Peng, A. Petrone, T. Henderson, D.
Ranasinghe, et al., Gaussian, Inc., Wallingford CT 2016.

[74] J. C. Phillips, D. J. Hardy, J. D. C. Maia, J. E. Stone, J. V. Ribeiro, R. C.
Bernardi, R. Buch, G. Fiorin, J. Hénin, W. Jiang, R. McGreevy, M. C.
R. Melo, B. K. Radak, R. D. Skeel, A. Singharoy, Y. Wang, B. Roux, A.
Aksimentiev, Z. Luthey-Schulten, L. V. Kalé, K. Schulten, C. Chipot, E.
Tajkhorshid, J. Chem. Phys. 2020, 153, 044130.

[75] T. Darden, D. York, L. Pedersen, J. Chem. Phys. 1993, 98, 10089.
[76] J. Comer, J. C. Gumbart, J. Hénin, T. Lelièvre, A. Pohorille, C. Chipot,

J. Phys. Chem. B 2015, 119, 1129.

Adv. Theory Simul. 2023, 2300080 2300080 (12 of 12) © 2023 The Authors. Advanced Theory and Simulations published by Wiley-VCH GmbH

 25130390, 0, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/adts.202300080 by C

ochraneItalia, W
iley O

nline L
ibrary on [29/04/2023]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense

http://www.advancedsciencenews.com
http://www.advtheorysimul.com

