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A New Agent-Based Intelligent Network
Architecture

Sisay Tadesse Arzo, Domenico Scotece, Riccardo Bassoli, Fabrizio Granelli,
Luca Foschini and Frank H.P. Fitzek

Abstract—The advent of 5G and the design of its archi-
tecture has become possible because of the previous indi-
vidual scientific works and standardization efforts on cloud
computing and network softwarization. Software-defined
Networking and Network Function Virtualization started
separately to find their convolution into 5G network
architecture. Then, the ongoing design of the future beyond
5G (B5G) and 6G network architecture cannot overlook
the pivotal inputs of different independent standardiza-
tion efforts about autonomic networking, service-based
communication systems, and multi-access edge computing.
This article provides the design and the characteristics of
an agent-based, softwarized, and intelligent architecture,
which coherently condenses and merges the independent
proposed architectural works by different standardization
working groups and bodies. This novel work is a helpful
means for the design and standardization process of the
future 5G and 6G network architecture.

I. INTRODUCTION

The International Telecommunication Union
(ITU) Telecommunication Standardization Sector
(ITU-T) Focus Group on IMT-2020 concluded its
pre-standardization activities in December 2016.
The core reform that 5G introduced in commu-
nication was the idea of virtualization, or more
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specifically, network softwarization. This implied
a tremendous paradigm shift from the previous
store-and-forward to the current-future compute-
and-forward. This has made computing as important
as communication in future communication net-
works [1]]. However, the design of 5G architecture
and core characteristics has leveraged the previous
experience, obtained during the successful develop-
ment of cloud computing and network virtualiza-
tion instances such as software-defined networking
(SDN) — led by the no-profit consortium Open
Network Foundation (ONF) — and network function
virtualization (NFV) — started by the industry and
standardized by the European Telecommunications
Standards Institute (ETSI).

Recently, ITU has started writing a report about
the future technology trends towards 2030 and be-
yond, which is going to be released in June 2022.
This report will mainly provide the very general
vision for future 6G communication networks. In
2021, 6G research and design started in the EU, like
the EU flagship Hexa-X (hexa-x.eu) and the Ger-
man research hub 6G-life (6g-life.de). Especially,
the Hexa-X project has been publishing the main
guidelines for 6G characteristics, use cases, key
performance indicators (KPIs), and architecture [2],
[3]. However, the last few years of research and
standardization efforts in in-network intelligence
and network softwarization have been providing the
mature input for the architectural aspects of the
new generation, which is still an open challenge
in [2], [3]]. Thus, this article provides an architec-
tural design and guidelines for future 5G, beyond
5G, and 6G networks by leveraging the various
standardization works by ETSI and 3GPP, consid-
ering the current popular trends on microservice-
and agent-based intelligent communication systems.
In this vision, all softwarized network functions
become atomic entities, playing as autonomous,
intelligent, and collaborative agents, in line with
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the current trends shown in [2f], [3]]. To the best of
the authors’ knowledge, this is the first architectural
attempt to unify the four existing individual archi-
tectures, microservices-based SDN control plane,
ETSI SDN-NFV Management and Orchestration
(MANO), ETSI Generic Autonomic Networking
Architecture (GANA), and 3rd Generation Partner-
ship Project (3GPP)-ETSI Mobile Edge Computing
(MEC), a unique and homogeneous framework for
5G, beyond 5G, and 6G.

II. MOTIVATION AND BACKGROUND

This section provides an overview of the main
existing independent architectures.

A. Microservices-based SDN Controller

The centralized nature of the SDN control plane
leads to several issues on latency, single point of
failure, and overloading [4]]. These issues have been
partially overcome by using the distributed SDN
controller approach. However, the SDN controller is
a monolithic system that results inefficient in repli-
cating the SDN system. Moreover, monolithic SDN
deployment does not allow dynamic management
of SDN components and/or functionalities to (de-
)activate according to the scenario. To alleviate this,
the work in [5] and [6]] decomposed the SDN con-
troller and implemented it as a set of microservices
components that can run in a distributed fashion
with flexibility in recomposition. In particular, the
SDN controller is designed as a composition of
logical sub-functions, i.e. microservices. They can
share network service load and create a robust
system against failures.

The work in [6] presented pfONOS architectural
framework which is proposed by Open Network
Operating System (ONOS) [6]. It is expected to
be the next-generation SDN architecture. However,
MONOS has been specialized mainly for cloud dat-
acenters scenarios. It is limited to certain technolo-
gies and is not all 5G compliant. In particular,
MONOS uses gRPC protocols family for microser-
vices intercommunication which is not the standard
declared in the 3GPP white-paper v15 [7]. 3GPP
specifies REST APIs as the standard-de-facto for
services intercommunication. In this regard, we have
implemented a microservices-based SDN controller
deployment that complies with the 5G standard,
see Figure 1 (top left) [5]. Our implementation is

based on Ryu SDN Framework and a first release
is available to the community at the link: https:
//gitlab.com/dscotece/ryu_sdn_decomposition/.

B. ETSI SDN-NFV MANO

ETSI released it’s ETSI SDN-NFV MANO ar-
chitecture [8|], to provide a unified architecture
effectively combining SDN and NFV character-
istics. Figure [T] (top right) depicts its structure.
This architecture consists of three main entities,
called the Network Management System (NMS),
the Network Function Virtualization Infrastruc-
ture (NFVI), and the Operation/Business Support
Scheme (OSS/BSS). The first manages the virtual
network, the second set the resources (hardware
or software) that are used to run and to connect
virtual network functions, and the third sets the
applications used by service providers to provide
network services. Each one of these layers has
an interface to the MANO entity, which hosts the
virtual infrastructure managers (VIMs), that aim at
controlling the NFVI resources. Next, the virtual
network function manager (VNFM) configures and
manages the life cycle of virtual network functions
in its network domain. Finally, there is the orchestra-
tor for the NFVI who manages the resources across
different VIMs, and subsequently the life cycle of
network services. Finally, the virtualization layer
groups all the element management entities with
their respective virtual network functions (VNFs).

C. ETSI GANA

1) Generic Autonomic Network Architecture:
ETSI also unveiled a standard reference architecture
as an implementation guide for GANA architectural
framework for network automation [9]. The main
goal of the GANA reference model is to prescribe
the design and operational principles for Deci-
sion Elements (DEs) as the drivers for cognitive,
self-managing, and self-adaptive network behaviors.
ETSI is performing several GANA instantiations
onto various target standardized reference network
architectures. This is to enable autonomic algo-
rithms to be integrated into the design and imple-
mentation of DEs. The integration also aimed at
standardizing the autonomic network architectures
at four levels as depicted in Figure 1 (bottom left).

Network Level Decision Element: this level is
designed to operate the outer closed control loops
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(bottom left), and 3GPP-ETSI MEC (bottom right).

on the basis of network wide views or state as
input to the DEs’ algorithms and logics for au-
tonomic management. Node Level Decision El-
ement: this level is in charge of controlling the
behavior of the Network Element (NE) as a whole,
and also managing the orchestration and policing
of the Function Level Decision Elements. GANA
Function Level specifies the following four decision
elements: security management, fault management,
auto configuration and discovery, resilience, and
survivability. Function Level Decision Element:
represents a group of protocols and mechanisms
that abstract, as atomic units, networking or a
management/control function. The GANA model
defines the following six Function Level Decision
Elements: routing management; forwarding man-
agement; Quality of Service management; mobility
management; monitoring management; service and
application management. Protocol Level Decision
Element: this is the lowest level decision element
in the system. This kind of element is protocols
or other fundamental mechanisms that may exhibit

Architectures of microservices-based SDN Controller decomposition (top left), ETSI SDN-NFV MANO (top right), ETSI GANA

intrinsic control-loops or decision element logic and
associated DE, as is the case for some protocols
such as Open Shortest Path First (OSPF). GANA
Knowledge Plane (GANA KP): enables advanced
management and control intelligence at the Element
Management (EM), Network Management (NM),
and Operation and Support System (OSS).

A close look at the GANA model reveals the close
alignment with the multi-agent-based approach pro-
posed in [[10], which defines the network func-
tions as services that can be deployed in a virtu-
alized/containerized environment.

2) Multi-Agent System (MAS): is a sub-branch of
distributed artificial intelligence, where it has multi-
ple interacting intelligent agents performing a given
task collaboratively and autonomously. MAS in-
cludes different attributes such as architecture, com-
munication, coordination strategies, decision mak-
ing, and learning abilities. The work in [[10] iden-
tified MAS as a competing candidate for defining
atomic and autonomous DEs in the GANA model.
DEs could be network function units that could be
used as a building block in any automated system.
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Network function atomization is the mechanism that
defines the smallest possible network function units
in a service-oriented system. MAS is comparable to
microservices but with more autonomy and proac-
tive capability [10].

D. 3GPP-ETSI MEC Architecture

The basic idea of MEC is to provide capabilities
closer to the end-users to overcome mobile difficul-
ties. This promotes a new three-layer device-edge-
cloud hierarchical architecture, which is recognized
as very promising for several application domains
[11]. With the advent of 5G networks, the MEC
is one of the key technologies for supporting ultra-
reliable and low-latency communications.

The 5G system architecture specified by 3GPP
is designed to fit a wide range of use cases in-
cluding IoT networks management. In particular,
the 3GPP defines the Service-Based Architecture
(SBA) for the 5G core network, whereby the control
plane functionality and common data repositories
are delivered by a set of interconnected Network
Functions (NFs), each with authorization to access
each other’s services [[12]. The SBA framework pro-
vides the necessary functionality to authenticate the
consumer and to authorize its service requests, as
well as flexible procedures to efficiently expose and
consume services. Moreover, ETSI MEC defines an
API framework aligned with the SBA framework
to provide a set of functionalities and services. The
network functions and the services are registered in
a Network Resource Function (NRF), while MEC
applications are registered in the MEC platform.
5G Network Exposure Function (NEF) acts as a
centralized point for service exposure. The Network
Slice Selection Function (NSSF) is the function that
selects the user slice and allocates the necessary
Access Management Functions (AMF). The Uni-
fied Data Management (UDM) function generates
the 3GPP AKA authentication credentials, while
the User Plane Function (UPF) is the configurable
data plane. The resulting integrated architecture
described in the white paper [12] is presented in
Figure [T] (bottom right).

III. PROPOSED ARCHITECTURE

This section discusses the unified architecture,
providing conceptual analysis.

A. Proposed Unified Architecture

Our architecture combines four different stan-
dards namely: SDN, ETSI NFV, ETSI GANA, and
ETSI MEC, for proposing a virtualized network
intelligent agents instead of VNFs or microservice
(in case of SDN decomposition). Figure 2 shows
our unified architecture. While the infrastructure
and virtualization layers are directly derived from
NFV architecture, the MANO layer is modified
to have internal components as intelligent orches-
tration agents. The application layer of NFV is
significantly modified and contains the four layers of
the ETSI GANA model. Therefore, the ETSI GANA
divides the application layer of NFV into four layers
that we further propose the ETSI GANA decision
units to be intelligent agents. Hence, the applica-
tion layer becomes a composition of protocol-level
agents, function-level agents, node-level agents, and
network-level agents. The event distribution agents
enable the event handling at each layer of the
GANA model. Note that for event management
several strategies are available including centralized,
distributed, and hybrid [|13]].

The application layer depicts the decomposed
controller, NMS, and MEC functions on the left
and right sides, respectively. The functions are built
as autonomous and atomic agents introducing in-
network intelligence in the internal architecture of
the agents. The recomposition of these agents would
create the required controller, MEC system, and
other NMS, depending on the requirements in a
given environment. The recomposed system be-
comes a multi-agent-based intelligent system. Net-
work functions in 5G, controller, and NMS and
5G/6G functions should be designed as autonomous
agents incorporating appropriate AI/ML as an inte-
gral part of that function. The collection of such
functions would create a fully autonomous network
system. In other words, functions become intel-
ligent agents where intelligence is introduced in
the internal architecture of the agent, designing the
agents using cognitive components such as AI/ML
algorithms.

The interface between the infrastructure layer,
virtualization layer, and the application layer is
similar to NFV with little modification; however,
the orchestration layer is based on intelligent agents.
Therefore, we recommended interfaces to be open
and adaptive based on the specific applications. This
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could be achieved by equipping agents with a Pro-
grammable Protocol Stack (PPS), which represents
the implementation of a software-based environment
of network protocols and layers [14]. The interface
between the agents is mainly through restful APIL.
However, we suggested equipping the agent with a
dynamic protocol stack.

B. Agent Internal Architecture

We propose agent-designed principles and guide-
lines to enable intelligence and full autonomy in
performing a given function incorporating cognitive
components. Figure [3] depicts the general agent
design and architectural guideline. An agent is com-
posed by an INPUT, which is an incoming request;
FACTS, is the knowledge database of the agent;
COGNITION (REASONING) UNIT gives agents the
reasoning capability; PLANNING STRATEGY orga-
nizes the steps/procedures for the action to be taken
to satisfy the requested service; VALIDATION is the
unit that verifies the action plan for consistency,
and an OUTPUT/ACTION is the final decision (re-
sult/action) to be taken by the agent. An agent also
has an interface to communicate with other agents
or microservices via the PPS. Future generation
networks should be equipped with effective and
efficient protocols. Agents in the application layer of
the proposed architecture are various types that will
use combinations of multiple protocols for commu-
nication for various kinds of applications including
real-time applications. A PPS is a software-based
stack that inputs information from the higher logical
layers and configures various parameters at each
layer, repeating the procedure at each network de-
vice. Parameters are updated dynamically according
to network changes and service requirements.

C. Network Function Atomization

Network functions can be divided into small func-
tions allowing maximum recomposition freedom.
Here we redefine these functions as atomic units
having full autonomic capability to perform a given
function such as security, QoS monitoring, AMEF,
SME, etc. Our architecture re-defines the internal
components of a decomposed monolithic system to
be intelligent agents, designing the agents using the
cognitive element as the brain of the agents to make
an autonomous decision on a given function. The
agents are fully intelligent, atomic, and autonomous

decision units that can be flexibly recomposed to
create a fully autonomic network system. Intelligent
refers to the capability of the agent in performing
its function, adapting to the dynamic demands. The
level of intelligence and capability is heavily reliant
on the design of a particular agent. For example,
a network traffic classifier and predictor agents can
be designed using ML model [[15] as a cognitive
component of the agent and it can classify and
predict given incoming service traffic in order to
allocate network resources accordingly depending
on the traffic class and proactive allocation and
scheduling agents’ decision. This reduces resource
and energy consumption while reducing service
processing latency using proactive resource alloca-
tion and scheduling. Again we are assuming task
execution agents can optimize their performance
depending on the current traffic and system state.
Depending on the implemented ML model as a
cognitive component of the agent, the performance
of the agent varies in terms of accuracy, latency,
etc [15]. Similarly, an autonomous SMF agent,
designed using an appropriate ML, can dynami-
cally create, update, and remove protocol data unit
sessions while managing session context with the
UPF agent. Agent atomicity refers to the small-
est functionality, identity, and acting territory of
a particular function/agent. Autonomy defines the
agent’s self-reliance in delivering the given task
without external intervention. However, the agent
can communicate with other agents when it requires
information or if completing the task requires the
support of other agents. In general, the recomposi-
tion of agents would create the overall autonomous
system. The recomposition could be agent chaining
creation using an orchestration agent. This by it-
self require intelligence that should be incorporated
when designing an intelligent orchestration agent.

D. Multi-Agent Based System Recomposition

As a guideline in designing the agent-based sys-
tem, we show a decomposed SDN controller [5],
designing the components as autonomic agents, and
recomposing them to create the intelligent controller
system. The main principle to retain in decomposing
an SDN controller is that the network informa-
tion and state should be synchronized and self-
consistent. This allows an independent implemen-
tation and component reuse. We showed in [3]]
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a possible implementation of decomposed SDN
Controller using microservice, however, now we re-
define these components with intelligent and atomic
agents. These agents can be executed on arbitrary
computing platforms on distributed and virtualized
resources such as virtual machines/containers in
edge/cloud environments using intelligent orches-
tration agents. The loosely-composed system can
be viewed as a black box, defined by its exter-
nally observable behavior, emulating the original
monolithic SDN controller with added intelligence.
Agents’ orchestration can be done using intelligent
orchestrator agents. This creates an agent chain
to intelligently perform what the legacy controller
does. The recomposition can be done with flexible

and Multi-Agent Based Unified Architectural Model for ETSI GANA, ETSI MEC, ETSI NFV, and SDN

agent composition as per the system requirement in
time and space. In particular, the controller could
be deployed with maximum recomposition freedom
using only the necessary functions/agents while
performing the functions autonomously.

IV. CONCLUSION

This paper presented a unified architecture com-
bining SDN, NFV, MEC, and GANA architectural
and conceptual models for future networks, such
as beyond 5G, and 6G. The main principles ad-
dressed by the architecture are the introduction of
in-network intelligence using intelligent agents, de-
composing monolithic network systems. Moreover,
it also shows the organization of agents to produce
an overall automated system. Due to the maximum
recomposition freedom and in-network intelligence
at the smallest service units of a network system, the
architecture is expected to address future network
demands in terms of autonomy, flexibility, hetero-
geneity, reliability, and latency. Since there are few
agent based service design one of future challenges
this architecture is developing such functions.
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