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A B S T R A C T 

We post-process galaxies in the IllustrisTNG simulations with SKIRT radiative transfer calculations to make predictions for the 
rest-frame near-infrared (NIR) and far-infrared (FIR) properties of galaxies at z ≥ 4. The rest-frame K - and z-band galaxy
luminosity functions from TNG are o v erall consistent with observations, despite ∼0 . 5 dex underprediction at z = 4 for M K

� −25 and M z � −24. Predictions for the JWST MIRI observed galaxy luminosity functions and number counts are given.
Based on theoretical estimations, we show that the next-generation survey conducted by JWST can detect 500 (30) galaxies in
F1000W in a surv e y area of 500 arcmin 

2 at z = 6 ( z = 8). As opposed to the consistency in the UV, optical, and NIR, we find
that TNG, combined with our dust modelling choices, significantly underpredicts the abundance of most dust-obscured and thus
most luminous FIR galaxies. As a result, the obscured cosmic star formation rate density (SFRD) and the SFRD contributed by
optical/NIR dark objects are underpredicted. The discrepancies disco v ered here could provide new constraints on the sub-grid
feedback models, or the dust contents, of simulations. Meanwhile, although the TNG predicted dust temperature and its relations
with IR luminosity and redshift are qualitatively consistent with observations, the peak dust temperature of z ≥ 6 galaxies are
o v erestimated by about 20 K. This could be related to the limited mass resolution of our simulations to fully resolve the porosity
of the interstellar medium (or specifically its dust content) at these redshifts.

Key words: methods: numerical – galaxies: evolution – galaxies: formation – galaxies: high-redshift – infrared: galaxies. 
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 I N T RO D U C T I O N  

he � CDM model (e.g. Planck Collaboration 2016 , 2020 ) is the stan-
ard theoretical paradigm for structure formation. In this framework,
nitial small density perturbations grow via gravitational instability
nd produce the large-scale structures, as well as the bound dark
atter haloes where galaxies form. Based on this, the theory of

alaxy formation (e.g. White & Rees 1978 ; Blumenthal et al. 1984 ;
ole et al. 2000 ) makes predictions that can be tested by observed
alaxy populations. Aside from the well-studied constraints in the
ocal Universe, galaxies formed in the early Universe provide a new
esting ground for galaxy formation theories (see re vie ws of Shapley
011 ; Stark 2016 ; Dayal & Ferrara 2018 , and references therein),
ith open questions related to star formation in dense molecular

louds and stellar/supernovae feedback, the metal enrichment, and
ust formation in early environments, the seeding of massive black
 E-mail: xshen@caltech.edu 
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Pub
oles, the triggering of active galactic nucleus (AGN) activity,
tc. 

Due to the limited wavelength coverage of the Hubble Space
elescope ( HST ) and the insufficient sensitivity of infrared (IR)
nstruments, the observation of high-redshift galaxies was mainly
erformed in the rest-frame ultraviolet (UV; e.g. Bouwens et al.
003 ; Wilkins et al. 2010 ; McLure et al. 2013 ; Finkelstein et al. 2015 ;
esch et al. 2018 ; Bouwens et al. 2019 ). Ho we ver, UV observ ations

re inadequate for revealing the entire galaxy population. It is known
hat the cosmic star formation rate density (SFRD) at low redshift
s dominated by dusty star-forming galaxies (DSFGs; Magnelli
t al. 2011 ; Casey et al. 2012 ; Gruppioni et al. 2013 ) that are
eavily obscured in optical and UV while bright at far-infrared (FIR)
avelengths. At high redshift, owing to instrumental limitations,

he abundance of such galaxies and their contribution to cosmic
tar formation are still highly uncertain (e.g. Casey et al. 2018 ).
n recent years, ALMA has been identifying some FIR-bright but
V-faint galaxies at z � 3 (e.g. Simpson et al. 2014 ; Wang et al.
019 ; Yamaguchi et al. 2019 ; Franco et al. 2020 ; Dudzevi ̌ci ̄ut ̇e
© 2022 The Author(s) 
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t al. 2020 ) and measuring the dust continuum emission from these
alaxies. These observ ations re veal galaxies that were hidden in 
revious optical/near-infrared (NIR) selections and may be the tip- 
f-the-iceberg of the highly obscured high-redshift galaxy popula- 
ion. Several future sub-millimeter/millimeter instruments have been 
roposed, including the TolTEC camera on the Large Millimeter 
elescope (LMT; Bryan et al. 2018 ), the Origins Space Telescope 
OST; Battersby et al. 2018 ) and the Chajnantor Sub-Millimeter 
urv e y Telescope (CSST; Gol w ala 2018 ), which will help to reveal

he demographics of DSFGs at high redshift. 
Meanwhile, the James Webb Space Telescope ( JWST ; Gardner 

t al. 2006 ) will be in operation soon. As discussed in Vogelsberger
t al. ( 2020 , Paper I of this series), the NIRCam of JWST will push
he detection of galaxies in the UV to the fainter end and help reveal
ower mass galaxies, which have a significant contribution to the 
osmic SFRD, as well as more heavily obscured DSFGs. In addition, 
he NIRCam and the Mid-Infrared Instrument (MIRI) will provide 
hotometric and spectroscopic access to the rest-frame UV to mid- 
nfrared (mid-IR) spectral energy distributions (SEDs) of galaxies 
t high redshift. Rest-frame optical and NIR observations would be 
articularly useful for an unbiased measurement of galaxy stellar 
ass and constraints on the star formation histories of galaxies. 
id-IR observations of dust emission lines would shed light on the 

hysical properties of dust in high-redshift galaxies. Undoubtedly, 
he next-generation galaxy surveys will provide a much deeper 
nd broader spectral co v erage of galaxy emission at high redshift,
articularly at IR wavelengths. The advancement will hopefully 
rovide a more complete picture of galaxy formation in the early 
niverse, aside from the UV emission from the unobscured young 

tellar populations. 
In parallel to the observational efforts, theoretical predictions 

re also necessary for the study of high-redshift galaxies. Several 
ttempts have been made with semi-analytical models of galaxy 
ormation (e.g. Clay et al. 2015 ; Liu et al. 2016 ; Cowley et al.
018 ; Tacchella et al. 2018 ; Yung et al. 2019a , b ) paired with simple
rescriptions for dust extinction, either empirical dust corrections 
ased on observational relations or simple dust shell models that 
ink extinction with integrated optical depth. Similar prescriptions 
ave been adopted in cosmological simulations (e.g. Cullen et al. 
017 ; Wilkins et al. 2017 ; Ma et al. 2018 ). Ho we ver, such treat-
ents are great simplifications of the scattering and absorption 

rocesses of dust grains and ef fecti v ely ne glect the complicated dust
eometry. The predictive power for the dust continuum emission 
t IR wavelengths is also limited. Alternati vely, radiati ve transfer
alculations have been introduced for many galaxy simulations to 
odel dust (or neutral gas) absorption and emission. For example, 
en & Kimm ( 2014 ) ran radiative transfer calculations for a sample
f 198 galaxies in cosmological zoom-in simulations at z ∼ 7, with 
redictions for IR properties of ALMA galaxies; Camps et al. ( 2016 )
nd Trayford et al. ( 2017 ) performed radiative transfer calculations 
n the EAGLE simulation (Crain et al. 2015 ; Schaye et al. 2015 ) and
ade predictions for UV-to-sub-millimeter SEDs of galaxies in the 

ocal Universe; Ma et al. ( 2019 ) applied radiative transfer calculations 
o the FIRE-2 (Hopkins et al. 2018 ) simulations and studied dust
xtinction and emission in z ≥ 5 galaxies. Similar techniques have 
lso been used to study the physical origin and variations of the IRX–
relation and dust attenuation curves (e.g. Saf arzadeh, Hayw ard & 

erguson 2017 ; Narayanan et al. 2018 ; Liang et al. 2020 ; Schulz
t al. 2020 ). Several radiation-hydrodynamical simulations (with 
n-the-fly radiative transfer calculations; e.g, Rosdahl et al. 2013 ; 
imm & Cen 2014 ; Ocvirk et al. 2016 ; Kimm et al. 2017 ; Rosdahl

t al. 2018 ) have been performed to study cosmic reionization 
n large scales and the escape of ionizing photons from early
alaxies. 

The IllustrisTNG project is a series of large, cosmological 
agneto-hydrodynamical simulations of galaxy formation (Nelson 

t al. 2019b ; Pillepich et al. 2019 ). The TNG simulations have
een calibrated and tested by numerous low-redshift observables 
e.g. Genel et al. 2018 ; Marinacci et al. 2018 ; Naiman et al. 2018 ;
elson et al. 2018 ; Pillepich et al. 2018b ; Springel et al. 2018 )

nd offer an unprecedented stand point for the study of high-redshift
alaxy populations. In Paper I, we developed a radiative transfer post-
rocessing pipeline to calculate SEDs and images of galaxies at z ≥
 in the TNG simulations. The pipeline was calibrated based on the
V luminosity functions that are well constrained by observations. 

n Paper I and Shen et al. ( 2020 , Paper II of the series), we made
redictions for the rest-frame UV luminosity functions, optical 
mission line luminosity functions, UV continuum, and optical 
pectral indices. We found good agreement with observations, except 
or a missing population of heavily obscured, UV red galaxies in the
NG simulations. Here, we aim to adapt the pipeline for predictions

or the IR properties of galaxies. The major advantages of TNG
ompared to other cosmological simulations are its representative 
ox size to allow statistical predictions for galaxy populations (even 
t high redshift) and its reasonable mass and spatial resolution to
escribe the multiphase interstellar medium (ISM), star formation, 
nd feedback processes. Unlike some simulations dedicated for high- 
edshift studies, TNG has been evolved to low redshift and tested
gainst various low-redshift observables. 

This paper is organized as follows: In Section 2, we briefly describe 
he IllustrisTNG simulation suite and state the numerical parameters 
f TNG50, TNG100, and TNG300 in detail. In Section 3, we
escribe the method we used to derive the dust attenuated broadband
hotometry and SEDs of galaxies in the simulations. The main results
re presented in Section 4, where we make various predictions and
omparisons with observations. The summary and conclusions are 
resented in Section 5. In Appendix A, we present additional tests
f different SKIRT configurations and numeric convergence. 

 SI MULATI ON  

he analysis here is based on the IllustrisTNG simulation suite (Mari-
acci et al. 2018 ; Naiman et al. 2018 ; Nelson et al. 2018 ; Pillepich
t al. 2018b ; Springel et al. 2018 ), including the newest addition,
NG50 (Nelson et al. 2019b ; Pillepich et al. 2019 ) with the highest
umerical resolution in the suite. The IllustrisTNG simulation suite 
s the follow-up project to the Illustris simulations (Genel et al.
014 ; Vogelsberger et al. 2014a , b ; Nelson et al. 2015 ; Sijacki et al.
015 ). The simulations were conducted with the moving-mesh code 
REPO (Springel 2010 ; Pakmor et al. 2016 ; Weinberger, Springel
 Pakmor 2020 ) and adopted the IllustrisTNG galaxy formation 
odel (Weinberger et al. 2017 ; Pillepich et al. 2018a ), which is

n update of the Illustris galaxy formation model (Vogelsberger 
t al. 2013 ; Torrey et al. 2014 ). The IllustrisTNG simulation suite
onsists of three primary simulations – TNG50, TNG100, and 
NG300 (Nelson et al. 2019a ), co v ering three different periodic,
niformly sampled volumes, roughly ≈50 3 , 100 3 , 300 3 Mpc 3 . For
implicity, in the following, we will refer to TNG50-1, TNG100-1, 
nd TNG300-1 as TNG50, TNG100, and TNG300, respectively. The 
imulations employ the following cosmological parameters (Planck 
ollaboration 2016 ): �m 

= 0.3089, �b = 0.0486, �� 

= 0.6911, 
 0 = 100 h km s −1 Mpc −1 = 67 . 74 km s −1 Mpc −1 , σ 8 = 0.8159,

nd n s = 0.9667. The numerical parameters of the simulations are
ummarized in Table 1 . 
MNRAS 510, 5560–5578 (2022) 
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Table 1. IllustrisTNG simulation suite. The table shows the basic numerical parameters of the three primary IllustrisTNG simulations: simulation volume side 
length, number of gas cells ( N gas ), number of dark matter particles ( N dm 

), baryon mass resolution ( m b ), dark matter mass resolution ( m DM 

), Plummer-equi v alent 
maximum physical softening length of dark matter and stellar particles ( εdm, stars ), and the minimal comoving cell softening length εmin 

gas . In the following, we 
will refer to TNG50-1, TNG100-1, and TNG300-1 as TNG50, TNG100, and TNG300, respectively. 

IllustrisTNG Simulation Run Volume side length N gas N dm 

m b m dm 

εdm, stars εmin 
gas 

( h −1 Mpc) ( h −1 M �) ( h −1 M �) ( h −1 kpc) ( h −1 kpc) 

TNG300 TNG300(-1) 205 2500 3 2500 3 7.4 × 10 6 4.0 × 10 7 1.0 0.25 
TNG100 TNG100(-1) 75 1820 3 1820 3 9.4 × 10 5 5.1 × 10 6 0.5 0.125 
TNG50 TNG50(-1) 35 2160 3 2160 3 5.7 × 10 4 3.1 × 10 5 0.2 0.05 
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 G A L A X Y  IR  LUMINOSITIES  A N D  SEDS  

n this section, we introduce the approach we adopt to calculate
ust-attenuated/intrinsic IR SEDs and band luminosities/magnitudes
f galaxies in the IllustrisTNG simulations. We follow the Model
 procedure introduced in Paper I and adapt it for IR predictions.

n this section, we will briefly re vie w the procedure and refer the
eaders to Paper I for more details. 

In this work, we define a galaxy as being either a central or satellite
alaxy as identified by the SUBFIND algorithm (Springel et al. 2001 ;
olag et al. 2009 ). For all the following analysis, we impose a

tellar mass cut for galaxies. We only consider galaxies with a stellar
ass larger than 100 times the baryonic mass resolution, 100 × m b ,
ithin twice the stellar half mass radius. Galaxies resolved with a

ower number of resolution elements will not be considered, since
e assume that their structure is not reliably modelled. 
The calculation of galaxy SEDs consists of two steps: ( I ) charac-

erize the radiation source and determine the spatial and wavelength
istribution of the intrinsic emission; ( II ) perform dust radiative
ransfer calculations, including dust absorption, dust self-absorption,
nd dust emission. In the first step, we assigned intrinsic emission
o stellar particles in the simulations according to their ages and
etallicities using the stellar population synthesis method. To be

pecific, we adopt the Flexible Stellar Population Synthesis ( FSPS )
ode (Conroy, Gunn & White 2009 ; Conroy & Gunn 2010 ) to
odel the intrinsic SEDs of old stellar particles ( t age > 10 Myr )

nd the MAPPINGS-III SED library (Gro v es et al. 2008 ) to model
hose of young stellar particles ( t age < 10 Myr ). The MAPPINGS-III
ED library self-consistently considers the dust attenuation in the
irth clouds of young stars which cannot be properly resolved in
he simulations. In the second step, we perform the full Monte
arlo dust radiative transfer calculations using a modified version
f the publicly available SKIRT (version 8) 1 code (Baes et al. 2011 ;
amps, Baes & Saftly 2013 ; Saftly, Baes & Camps 2014 ; Camps
 Baes 2015 ). Modifications were made to incorporate the FSPS

ED templates into SKIRT . Photon packages are randomly released
ased on the source distribution characterized by the positions and
EDs of stellar particles. The emitted photon packages will further

nteract with the dust in the ISM. To determine the distribution of
ust in the ISM, we select cold, star-forming gas cells (with SFR

0 or temperature < 8000 K) from the simulations and calculate
he metal mass distribution based on the metallicities of selected
ells. We assume that dust is traced by metals in the ISM and turn
he metal mass distribution into the dust mass distribution with a
onstant, averaged dust-to-metal (DTM) ratio of all galaxies at a
xed redshift. To be specific, this DTM ratio depends on redshift as
.9 × ( z/2) −1.92 , which has been calibrated based on the observed
V luminosity functions at z = 2 −10 as introduced in Paper I.
 http://www.skir t.ugent.be/r oot/ landing.html 

2

3

NRAS 510, 5560–5578 (2022) 
The dust mass distribution is then mapped on to an adaptively
efined octree grid for radiative transfer calculations with the re-
nement criterion chosen to match the spatial resolution of the
imulations. Ultimately, after photons fully interact with dust in the
alaxy and escape, they are collected by a mock detector 1 pMpc 2 

way from the simulated galaxy, along the positive z-direction of the
imulation coordinates. The integrated galaxy flux is then recorded,
hich provides us with the dust-attenuated SED of the galaxy in the

est frame. Galaxy SEDs without the resolved dust attenuation are
erived in the same way with no resolved dust distribution included.
e note that we use the term ‘without the resolved dust’ because

he unresolved dust component in the MAPPINGS-III SED library
s al w ays present. Compared with the resolved dust attenuation, the
mpact of the unresolved dust attenuation on galaxy continuum emis-
ion is limited. For rest-frame broadband photometry, galaxy SEDs
re convolved with the transmission curves using the SEDPY 

3 code.
or the calculation of apparent band magnitudes, the rest-frame flux

s redshifted, corrected for intergalactic medium absorption (Madau
995 ; Madau et al. 1996 ) and converted to the observed spectra. In
ddition to the rest-frame opical/UV bands and NIRCam bands of
WST studied in Paper I, we add rest-frame NIR bands (J, H, Ks
ands of the 2MASS surv e y Skrutskie et al. 2006 ) and the MIRI
ands of JWST . 
In Paper I and Paper II, we limited our predictions to rest-frame

V/optical properties of galaxies. To extend the predictions to IR
avelengths, the set-up of the radiative transfer calculations has
een modified in the following aspects: 

(i) The wavelength grid is adapted to have 101 points with a wider
av elength co v erage. We first ev enly sample 51 points from 0.1 to
000 μm as the base grid. To better resolve the emission lines in mid-
R wavelengths, we create a refined grid in the mid-IR, sampling
1 points from 2 to 30 μm . Combining the base grid and the refined
rid in the mid-IR, we get the final grid consisting of 101 points.
 ollowing P aper I, by default, the number of photon packages per
avelength grid is set to be the number of bound stellar particles N star 

n the galaxy, with 10 2 (10 5 ) as the minimum (maximum) number. In
mpirical tests, we find that this choice of photon package numbers
iv es conv erged galaxy UV-to-FIR SEDs, e xcept for galaxies that
re close to the selection criteria ( N star ∼ 100, see the stellar mass cut
e adopt abo v e). To account for this, for calculations on TNG50, we

ncrease the number of photon packages and the minimum number
y a factor of three to achieve better convergence in low-mass, poorly
esolved galaxies. Further increasing the number of photon packages
ill not lead to differences in galaxy SEDs. Poorly resolved galaxies

n TNG100 and TNG300 can be resolution corrected based on well-
esolved TNG50 galaxies, if the results show significant differences.
 Physical Mpc . 
 https:// github.com/bd-j/ sedpy 

http://www.skirt.ugent.be/root/_landing.html
https://github.com/bd-j/sedpy
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M  
etails of the convergence tests and discussion of the choice of
hoton package numbers are shown in Appendix A. 
(ii) Non-local thermal equilibrium is considered. Small dust grains

re allowed to be stochastically heated and decouple from local 
hermal equilibrium. In order to trace grains of different sizes 
eparately, we switch our dust model from the Draine et al. ( 2007 )
odel to the Zubko, Dwek & Arendt ( 2004 ) multigrain model, which

as been adopted in Camps et al. ( 2016 ), Trayford et al. ( 2017 ), and
chulz et al. ( 2020 ). Similar to the Draine et al. ( 2007 ) model adopted

n Paper I, the Zubko et al. ( 2004 ) model includes a composition of
raphite, silicate, and polycyclic aromatic hydrocarbon grains. The 
ize distributions and the relative amount of the dust grains are chosen
o as to reproduce the dust properties of the Milky Way. Different
rom the model in Paper I [using the average dust properties of the
raine et al. ( 2007 ) dust mixture], the Zubko et al. ( 2004 ) model

races dust grains of different sizes separately. We adopt 10 bins for
rain sizes for each type of dust and further increasing the number
f bins to 15 does not lead to differences in photometric predictions.
he impact of the dust model on galaxy SEDs is illustrated in Fig. A1

n Appendix A. 
(iii) In practice, we find that switching to the Zubko et al. ( 2004 )
ultigrain model (see abo v e) leads to ∼0 . 2 −0 . 3 mag underpredic-

ion on the UV luminosities of galaxies. To compensate for that, we
ecrease the DTM ratio in the new runs by 25 per cent compared 
o the calibrated model in Paper I. After this modification, the UV
agnitudes of galaxies are consistent with the results of Paper I with
0 . 1 mag differences and the total absorbed luminosities integrated 

rom UV to optical are consistent with Paper I with ≤0 . 1 dex
ifferences. 
(iv) Dust self-absorption and re-emission are included. The dust

mission procedure is carried out iteratively until the total luminosity 
bsorbed by dust converges at a < 3 per cent level. This mainly affects 
he peak of the FIR continuum and has little impact in the UV, optical,
nd NIR, as shown in Fig. A1 in Appendix A. 

(v) The inclusion of dust self-absorption significantly increases
he computational cost of the radiative transfer calculations. There- 
ore, for this work, we limit the radiative transfer calculations to 
hree selected snapshots corresponding to z = 4 , 6 , 8, rather than
he redshift range z = 2 −10 co v ered by P aper I, P aper II. F or z = 4,
e perform the calculations for all three simulations. For z = 6 and z
 8, we perform the calculations only for TNG100 and TNG300, the

ynamical ranges of which are sufficient to match IR observations 
f galaxies. 

In the top panel of Fig. 1 , we show integrated SEDs from the ra-
iative transfer post-processing of a star-forming galaxy in TNG100. 
n the top panel, we show the rest-frame SEDs with/without resolved 
ust attenuation. The ‘resolved’ dust refers to the dust resolved by the
imulations and involved in radiative transfer calculations, and the 
unresolved’ dust refers to the one associated with the MAPPINGS-III 
ED model. It is encouraging that the UV to optical SED derived

n Paper I (with better wavelength resolution and no dust emission
ncluded) can be smoothly connected to (without renormalization) 
he IR SED derived in this work at λ∼1 . 7 μm . In the figure, the
est-frame bands involved in this work are shown for comparison. 
he rest-frame FUV band (1500 Å;) is sensitive to the young stellar
opulations and thus the on-going star formation in the galaxy. The 
est-frame NIR bands ( z, J , Ks) are sensitive to the emission of
ld stellar populations and thus the integrated star formation in 
he past. Notably, the luminosities in these bands are less affected 
y dust attenuation and serve as good indicators for galaxy stellar
ass. The bolometric IR luminosity is defined as the integrated 
ux in the wavelength range 8 −1000 μm , which is dominated by
ust continuum emission and indicates the total amount of energy 
bsorbed by dust at short wavelengths. In the bottom panel, we show
he apparent SEDs (all with resolved dust attenuation) in observer’s 
rame assuming that the galaxy is at z = 4 , 6 , 8. For reference, we
how the JWST MIRI bands and the wav elength co v erage of Herschel
nd ALMA bands at FIR. The comparison demonstrates MIRI’s 
romise for measuring the rest-frame optical and NIR emission of 
alaxies at high redshift. Paired with Herschel/ALMA observation 
t longer wavelengths and NIRCam observation in rest-frame UV, a 
airly complete co v erage of galaxy rest-frame SED can be achieved.

 RESULTS  

.1 NIR band luminosity functions 

est-frame NIR luminosities of galaxies are sensitive to the old stellar 
opulations and are less affected by dust absorption or emission, on-
oing star formation or the choice of population synthesis model. 
herefore, the NIR luminosity function is an ideal indicator for the
tellar mass assembly history of galaxies in the Universe. The rest-
rame K -band (including the Ks variant) centred around 2 . 2 μm has
een widely used for such studies at high redshift (e.g. Drory et al.
003 ; Pozzetti et al. 2003 ; Caputi et al. 2006 ; Saracco et al. 2006 ;
irasuolo et al. 2010 ; Mortlock et al. 2017 ). In Fig. 2 , we present

he galaxy rest-frame K -band luminosity functions at z = 4 , 6 , 8
redicted from the IllustrisTNG simulations and compare them 

ith observations (Cirasuolo et al. 2010 ; Mortlock et al. 2017 ).
he predictions from TNG at different redshifts are shown in solid

ines with different colours. Luminosity functions from TNG100 
nd TNG300 are combined here following the procedure described 
n Paper I. We note that resolution corrections are not applied here,
ince we find that the rest-frame NIR band luminosity functions from
NG50, TNG100, and TNG300 agree well in their shared dynamical 

anges at the redshifts considered. Similar agreement is found for the
IRI apparent band luminosity functions. Binned estimations from 

bserv ations are sho wn with open markers. The best-fitting Schechter
unctions in these observational studies are shown in dashed lines 
truncated at the observational limit). One set of measurements in 

ortlock et al. ( 2017 ) was originally performed at z � 3.25. To
ompare it with our predictions at z = 4, we correct the binned
stimations for the decrease in the number density normalization by 
inearly extrapolating their best-fitting φ∗ in single Schechter fits at 
 ≤ 3.25 to z = 4. The Schechter fit at z = 4 from Mortlock et al.
 2017 ) is also obtained by linearly extrapolating their best-fitting φ∗

o z = 4 while keeping M 

∗ and α the same as those at z = 3.25. The
alaxy K -band luminosity function at z � 2 can be well characterized
y a single Schechter function (Mortlock et al. 2017 ). Previous
easurements of the K -band luminosity function at z � 1 (Caputi

t al. 2006 ; Saracco et al. 2006 ; Cirasuolo et al. 2010 ) suggested a
hallow faint-end slope of α � −1, independent of redshift. However, 
pdated measurements (Mortlock et al. 2017 ), which probed much 
ainter luminosities than pre vious studies, re vealed a steep faint-end
lope of −2 � α � −1.5 at z � 2 and argued that previous studies were
ncomplete at faint luminosities. Overall, the TNG predictions agree 
ell with the observational constraints and the faint-end slopes are 

s steep as suggested by Mortlock et al. ( 2017 ). Ho we ver, compared
o the observational results, the simulation prediction at z = 4
xhibits a ‘bump’ at M K ∼ − 22 . 5 mag . Although being consistent
ith Cirasuolo et al. ( 2010 ) results, the simulation prediction at z =
 falls below the more recent Mortlock et al. ( 2017 ) measurements at
 K ∼ − 25 mag by about 0.5 dex. In terms of the redshift evolution
MNRAS 510, 5560–5578 (2022) 
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Figure 1. Galaxy SEDs in rest-frame or observer’s frame. The SEDs are derived from the radiative transfer post-processing of a star-forming galaxy in TNG100. 
The UV to optical SED derived in Paper I can be smoothly connected to (without renormalization) the IR SED derived in this work at λ∼1 . 7 μm . In the top 
panel, we show the rest-frame SEDs with/without resolved dust attenuation and emission, along with the rest-frame bands involved in this work. The dashed 
lines sho w pi v ot wa v elengths and the shaded re gions indicate ef fecti ve bandwidths. The bolometric IR luminosity is defined as the integrated flux in 8 −1000 μm 

as shown by the red-shaded region. The lower sub-panel shows the transmission curves of the bands. In the bottom panel, we show the SEDs (all with resolved 
dust attenuation and emission) in the observer’s frame assuming that the galaxy is located at z = 2 , 4 , 6. The JWST MIRI broad bands and the wavelength 
co v erage of ALMA and Herschel bands are shown for comparison. The transmission curves of the MIRI bands are also shown in the lower sub-panel. 
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f the K -band luminosity function at z � 2, TNG predicts that the
umber density normalization continuously decreases towards higher
edshift while the faint-end slope remains the same. Approaching z ∼
, the evolution of the bright end luminosity function stalls, which is
ikely related to the quenching of star formation in massive galaxies.

The rest-frame z-band centred around 0 . 9 μm is also used in
tudies of NIR luminosity functions and measurements of galaxy
NRAS 510, 5560–5578 (2022) 
tellar mass functions (e.g. Stefanon et al. 2017 ). It is located at
horter wavelengths than the K -band. It can thus be probed to
igher redshift with current instruments and it remains free from
ontamination of nebular emission lines and the Balmer break.
n Fig. 3 , we present the galaxy z-band luminosity function at
 = 4 , 6 , 8 from the IllustrisTNG simulations and compare them
ith observations (Stefanon et al. 2017 ). Both the binned estimations

art/stab3794_f1.eps


High redshift predictions from IllustrisTNG 5565

Figure 2. Galaxy K -band luminosity function. The galaxy rest-frame K - 
band luminosity functions at z = 4 , 6 , 8 from the IllustrisTNG simulations 
are presented in solid lines as labelled. Binned estimations from observa- 
tions (Cirasuolo et al. 2010 ; Mortlock et al. 2017 ) are shown with open 
markers. The best-fitting Schechter functions in these work are shown in 
dashed and dotted lines. Note that the z = 6 result from Cirasuolo et al. 
( 2010 ) is based on a model-dependent extrapolation of the observations at 
z � 4. Observational constraints at z = 2 , 4, 6 are shown in blue, red, and 
green colours, respectively. The predicted K -band luminosity functions are 
consistent with observations, especially the steep faint-end slope as revealed 
by most recent observations. 

Figure 3. Galaxy z- band luminosity function. The galaxy rest-frame z-band 
luminosity functions at z = 4 , 6 , 8 from the IllustrisTNG simulations are 
presented in solid lines as labelled. Binned estimations and Schechter fits 
from observations (Stefanon et al. 2017 ) are shown with open markers and 
dashed lines. Observational constraints at z = 4, 6 are shown in red and 
green colours, respectively. The predicted z-band luminosity functions are 
consistent with observations. The evolutionary pattern is similar to that of the 
K -band luminosity function. 
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Table 2. JWST MIRI wide filter characteristics and detection limits. The 
table contains the pivot wavelengths, bandwidths, and detection limits of 
the JWST MIRI wide filters involved in this work. The detection limits are 
calculated assuming 10 4 s and 10 5 s exposure time with target signal-to-noise 
ratios of 10 and 5 based on the JWST ETC. For a given exposure time, the 
detection limits with target signal-to-noise ratios of 5–10 can simply be 
obtained through a constant shift of ∼0 . 77 mag . 

Filter Wavelength Bandwidth m 

lim 

SNR = 10 ,T exp = 10 4 s 
m 

lim 

SNR = 5 ,T exp = 10 5 s 

( μm) ( μm) (mag) (mag) 

F560W 5 .6 1 .2 26 .38 28 .33 
F770W 7 .7 2 .2 25 .68 27 .61 
F1000W 10 .0 2 .0 24 .75 26 .69 
F1130W 11 .3 0 .7 23 .74 25 .68 
F1280W 12 .8 2 .4 23 .96 25 .88 
F1500W 15 .0 3 .0 23 .36 25 .35 a 

F1800W 18 .0 3 .0 22.33 a 24.12 a 

F2100W 21 .0 5 .0 < 22 b < 24 b 

F2500W 25 .0 4 .0 < 22 b < 24 b 

a The number of exposures per specification is doubled while the number of 
groups per integration is halved, to a v oid saturation of background exposure 
(see text for details). 
b The saturation of background exposure cannot be a v oided by tuning the 
observational strategy, so rough upper limits are given. 
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4 ht tps://jwst .etc.stsci.edu/
nd the Schechter fits from the observations are presented. The 
redicted luminosity functions are o v erall consistent with observa- 
ions, despite that the predicted number density at M z ∼ −24 at 
 = 4 is about 0 . 5 dex lower than observations. Such discrepancy
s not found at z = 6 or in the K -band luminosity functions. The
edshift evolution of the z-band luminosity function is similar to 
hat of the K -band luminosity function presented abo v e. At z ≥ 4,
he number density normalization continuously decreases towards 
igher redshift while the faint-end slope remains the same. Since 
assive galaxies have very limited contribution to the NIR luminosity 
unctions (or stellar mass functions) of galaxies at high redshift (e.g.
ortlock et al. 2017 ), the evolutionary pattern of the NIR luminosity

unctions reflects the mass assembly of star-forming galaxies at high 
edshift. The weak evolution of the faint-end slope indicates that 
he logarithmic increase of galaxy luminosities with cosmic time is 
oughly uniform across luminosities, and the mass growth rates (mass
oubling times) of high-redshift galaxies are roughly independent of 
heir masses. 

.2 JWST MIRI bands apparent luminosity functions 

he JWST MIRI provides imaging and spectroscopic observing 
odes from 4.9 to 28 . 8 μm (Rieke et al. 2015 ; Wright et al. 2015 ),
hich could be used to identify high-redshift galaxies. In this section,
e will make predictions for the apparent band luminosity functions 
f MIRI and numbers of galaxies expected in a survey volume. 
Basic information of the MIRI broad bands are listed in Table 2 ,

long with the detection limit of each band. The detection limits are
alculated using the JWST Exposure Time Calculator (ETC) 4 with the 
ollowing configuration details. Sources are treated as point sources, 
nd the exposure time is set to either 10 4 s or 10 5 s as indicated in the
able. Furthermore, the readout pattern is set to SLOW, which yields
 high signal-to-noise ratio and can efficiently reach a maximum 

urv e y depth. F or the 10 4 s e xposure time, we employ the full sub-
rray with 18 groups per integration, 1 integration per exposure, 
nd 24 exposures per specification. For the 10 5 s exposure time, we
mploy 42 groups per integration, 1 integration per exposure, and 
00 exposures per specification. For some long wavelength bands, to 
 v oid saturation of background exposure, we double the number of
xposures per specification while halving the groups per integration. 
he aperture used for imaging is circular with radius 0.1 arcsec.
he background subtraction is performed with a sky annulus with 

nner and outer radii of 1.2 and 1.98 arcsec 2 . The ETC background
odel includes celestial sources (zodiacal light, ISM, and cosmic IR 

ackground), along with telescope thermal and scattered light. This 
MNRAS 510, 5560–5578 (2022) 
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Figure 4. JWST MIRI band apparent luminosity functions. Binned estimations from simulations are shown in solid circles and the best-fitting Schechter 
functions are shown in solid lines. The horizontal dashed line indicates the number density corresponding to one galaxy in a surv e y area of 500 arcmin 2 with 
surv e y depth �z = 1 centred around z = 6. Here, we have assumed that all the galaxies abo v e the detection limit can be detected and selected with 100 per cent 
completeness. This reference line shifts only slightly changing the surv e y centre to z = 4 or z = 8. The vertical dashed lines indicate the detection limits we 
calculated assuming SNR = 10, T exp = 10 4 s for the grey line and SNR = 5, T exp = 10 5 s for the black line. 
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5 For reference, the survey area of the Spitzer Extended Deep Surv e y (SEDS; 
Ashby et al. 2013 ) in the IRAC 3.6 and 4 . 5 μm bands is about 1 . 46 deg 2 , 
which was followed by the Spitzer-Cosmic Assembly Deep Near-infrared 
Extrag alactic Leg acy Survey (S-CANDELS; Ashby et al. 2015 ) with a smaller 
area of 0 . 16 deg 2 (576 arcmin 2 ) and increased depth. 

M

ackground model varies with the target coordinates (RA, Dec.) and
ime of year. Here, we choose position on the sky to the Hubble
ltra-Deep Field at RA = 03 h 32 m 39 s .00, Dec. = −27 ◦47 ′ 29 ′′ .0 and

hoose the background configuration to be ‘low’. For each band,
e then set up all the ETC parameters as described and then vary

he apparent magnitude of the source until a target signal-to-noise
atio is reached. This then sets the corresponding apparent magnitude
etection limit for this band for various exposure times and target
ignal-to-noise ratios. 

From the simulation, we derive the apparent band luminosity
f galaxies following the procedure in Paper I. The luminosity
unctions in each band from different simulations are combined and
he resulting combined luminosity functions can be well reproduced
y the Schechter function (Schechter 1976 ) 

( M) = 

d n 

d M 

== 

0 . 4 ln (10) φ∗

10 0 . 4( M −M 

∗)( α+ 1) 
e −10 −0 . 4( M −M ∗ ) 

, (1) 

here M is the rest-frame (apparent) magnitude when describing
est-frame (apparent) luminosity functions. The Schechter function
an also be expressed as 

( L ) = 

d n 

d log L 

= φ∗
( L 

L ∗

)α+ 1 
e −L/L ∗ , (2) 

hen describing the number density of galaxies per dex of luminosity,
here φ∗ is the number density normalization, L ∗ is the break
NRAS 510, 5560–5578 (2022) 
uminosity and α is the faint-end slope. The best-fitting Schechter
unction parameters are shown in Appendix B. In Fig. 4 , we compare
he binned estimations and Schechter fits of the apparent band
uminosity functions of four selected JWST MIRI broadbands to the
etection limits of MIRI in Table 2 . This comparison demonstrates
he promise of MIRI for the identification of galaxies up to z ∼ 8,
ssuming a surv e y area 5 of ∼500 arcmin 2 and depth of �z = 1. 

Based on the Schechter fit of the luminosity function, the cumula-
ive number density of galaxies can be calculated by integrating the
chechter function as 

cum 

(
< M 

lim 

) = 

∫ ∞ 

L lim
φ∗

(
L 

L 

∗

α

exp 

(
− L

L 

∗
d L 

L 

∗

= φ∗ � inc ( α + 1 , 10 −0 . 4( M 

lim −M 

∗) ) , (3) 

here � inc ( a, z) = 

∫ ∞ 

z
t a−1 e −t d t is the incomplete upper Gamma

unction and M 

lim is the magnitude limit of integration. Then the
xpected number of galaxies above the detection limit ( m 

lim ) in a
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High redshift predictions from IllustrisTNG 5567

Figure 5. Expected number counts of galaxies (theoretically estimated) in 
JWST MIRI bands . We show the number of galaxies per unit area of field of 
view and per unit surv e y depth in the MIRI bands as a function of redshift. 
The numbers on the right-hand side assume a surv e y area of 500 arcmin 2 . 
The dashed lines show predictions for the relatively shallow detection limit 
(assuming SNR = 10, T exp = 10 4 s) and the solid lines show predictions 
for the deep detection limit (assuming SNR = 5, T exp = 10 5 s). We refer 
to the results as ‘theoretically estimated’ since we have assumed ef fecti vely 
100 per cent completeness in detection and selection of galaxies. 
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Figure 6. Expected number counts of galaxies (theoretically estimated) in 
JWST MIRI bands versus detection limit. We show the number of galaxies 
per unit area of field of view and per unit surv e y depth in the MIRI bands as 
a function of detection limit at z = 6. The detection limit is expressed as the 
limiting apparent magnitude. The labelling is the same as Fig. 5 . The solid 
(open) circles indicate the number counts at the detection limit assuming 
SNR = 10 and T exp = 10 4 s (SNR = 5 and T exp = 10 5 s). We note that the 
detection limit does not scale with the total exposure time in a trivial way and 
also depends on the details of the observational configuration. 
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urv e y volume can be calculated as 

 exp � φcum 

( < m 

lim ) 
d V com 

d � d z 
( z) �� �z, (4) 

here �� is the solid angle corresponding to the area of the surv e y,
z is the redshift co v erage of the surv e y and d V com 

/d �d z is the
ifferential comoving volume element at the redshift of the survey 

d V com 

d � d z 
( z) = 

c (1 + z) 2 d A ( z) 2 

H 0 E( z) 
, (5) 

here d A ( z) is the angular diameter distance and H ( z) = H 0 E ( z) is
he Hubble parameter at redshift z. We note that the calculations here
f fecti vely assume that all the galaxies abo v e the magnitude limit
 lim 

can be detected and selected in a real imaging surv e y. Ho we ver,
n reality, the completeness correction is necessary to reco v er the
hysical abundance of galaxies, the expected number of galaxies 
etected should be 

 exp � 

(∫ +∞ 

−∞ 

d m 

d φcum 

( < m ) 

d m 

P ( m, z) 
d V com 

d � d z 
( z) �� �z, (6)

here P ( m , z) is the completeness function for a specific observation.
ur calculations abo v e ef fecti vely assume P ( m , z) = 0 when m >

 lim 

and P ( m , z) = 1 when m < = m lim 

. But in a real observation,
he transition of P ( m , z) at m lim 

would be smooth. The shape of the
ompleteness function depends on the details of the observational 
onfiguration, background noises and selection criteria. Therefore, 
he expected numbers calculated here should be interpreted as a 
heoretical estimate and one needs to be cautious comparing them 

ith real observational results. 
The expected number counts of galaxies (theoretically estimated) 

n the four selected MIRI broadbands at z = 4 −8 are shown in Fig. 5 .
t z = 6, assuming a target SNR = 5 and T exp = 10 5 s, ∼3000 ( ∼500)
alaxies are expected in F560W (F1000W) with a surv e y area of
500 arcmin 2 and depth of �z = 1. Even at z = 8 in F1500W

which has the poorest sensitivity among the four bands selected),
5 galaxies are expected to be detected with the same observational

onfiguration. Previously, the deepest large NIR galaxy surv e ys (e.g.
shby et al. 2013 ; Steinhardt et al. 2014 ; Ashby et al. 2015 ) have
een mainly conducted by the Infrared Array Camera (IRAC; Fazio 
t al. 2004 ) on the Spitzer Space Telescope (Werner et al. 2004 ). In
hese surv e ys, the 5 −σ surv e y depth is around 25 mag in the IRAC
.6 and 4 . 5 μm bands (Steinhardt et al. 2014 ; Mortlock et al. 2017 ;
tefanon et al. 2017 ) and around 24 . 5 mag in the IRAC 5.8 and
 . 0 μm bands (deepest data in the GOODS-N field as discussed in
tefanon et al. 2017 ). Compared to the detection limits of JWST MIRI
ith comparable exposure time (10 5 s ∼30 h), the detection limit at
 − 10 μm can be pushed deeper by JWST by about 2 mag and the
umber of galaxies selected at z � 6 with complete photometric
ata at rest-frame UV to NIR 8 μm will be boosted from order
en (Stefanon et al. 2017 ) to a few hundred. In Fig. 6 , we show the
xpected number counts of galaxies at z = 6 detected in the four MIRI
roadbands as a function of detection limit. Rele v ant numbers can
e read out when the detection limits vary with other observational
onfigurations. For shallow detection limits, the number counts are 
ower in MIRI bands located at shorter wavelengths due to stronger
ust attenuation at shorter wavelengths in rest-frame NIR. The 
ifference diminishes for deep detection limits since faint, low-mass 
alaxies dominate the total number counts and they are less affected
y dust attenuation. 

.3 Bolometric IR luminosity functions and obscured SFRD 

he FIR luminosities of galaxies are dominated by dust continuum 

mission, which is reprocessed from the UV emission of young stellar
opulations. Therefore, FIR luminosities are sensitive to on-going 
tar formation in galaxies. Since the IR SEDs of galaxies peak at FIR
avelengths, the bolometric IR luminosity integrated at 8 −1000 μm 

as often been used as an indicator for star formation (e.g. Kennicutt
998 ; Murphy et al. 2011 ). In particular, IR based measurements can
eveal the star formation in heavily dust obscured galaxies which 
ay be too faint to be observed in the rest-frame UV and optical.
he IR measurements could reflect a significant portion of the total
mount of star formation in galaxies. Therefore, the constraints of 
he bolometric IR luminosity functions, as well as the abundance of
MNRAS 510, 5560–5578 (2022) 

art/stab3794_f5.eps
art/stab3794_f6.eps


5568 X. Shen et al.

Figure 7. Bolometric IR luminosity function. The galaxy bolometric IR 

luminosity functions at z = 4 and z = 6 from the IllustrisTNG simulations 
are presented in solid lines. Binned estimations and Schechter fits from 

observations (Gruppioni et al. 2013 ; Koprowski et al. 2017 ; Gruppioni et al. 
2020 ) are shown with solid markers and dashed lines. Predictions from 

theoretical works (Cen & Kimm 2014 ; Ma et al. 2019 ) are shown with open 
markers and dotted lines. Compared to observations, TNG underpredicts the 
abundance of most luminous IR galaxies at both redshifts and predicts a 
steeper faint-end slope. 
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he most luminous IR emitters (usually accompanied by strong dust
bscuration) are important to constrain the cosmic SFRD. 

.3.1 Bolometric IR luminosity function 

n Fig. 7 , we present the galaxy bolometric IR luminosity function
t z = 4 and z = 6 from the IllustrisTNG simulations. The lumi-
osity functions from different simulations are combined together
nd resolution corrections are not applied since we find that the
NG50, TNG100, and TNG300 results are consistent with each
ther in shared dynamical ranges. We compare the simulation
redictions with the following observations: the Herschel luminosity
unctions (e.g. Gruppioni et al. 2013 ); the SCUBA-2 luminosity
unctions (e.g. Koprowski et al. 2017 ); the ALPINE-ALMA lu-
inosity functions (e.g. Gruppioni et al. 2020 ). We also include

he bolometric IR luminosity functions converted from the [C II ]
uminosity functions of UV-selected galaxies in Yan et al. ( 2020 ),
oiacono et al. ( 2020 ) by Gruppioni et al. ( 2020 ). At z � 4, the Her-
chel and the ALPINE-ALMA luminosity function measurements
re mutually consistent with each other and co v er complementary
uminosity ranges. Ho we ver, the SCUBA-2 luminosity function
NRAS 510, 5560–5578 (2022) 
s systematically lower, potentially due to the different method
n calculating the IR luminosities and incompleteness in sample
election. The TNG prediction is in agreement with the Herschel
nd ALPINE-ALMA luminosity functions at L IR � 10 12 L � while
nderpredicting the abundance of galaxies at the bright end with
 IR � 10 13 L �. The actual number of IR luminous galaxies is

mportant for the cumulative IR luminosity density of galaxies,
ince the faint-end slopes of IR luminosity functions are usually
hallow ( α � −2). In addition, at the faint end, TNG predicts steeper
uminosity functions than the extrapolation of observational based

odels. If we translate the typical IR luminosity ( L IR ∼10 13 L �) of
hese ‘missing’ galaxies in TNG simulations to SFR, it would roughly
e ∼1000 M �/ yr (Kennicutt 1998 ; Murphy et al. 2011 ). Assuming
he averaged properties of high-redshift ( z � 3) sub-millimeter
alaxies with a typical specific star formation rate of log sSFR ∼
8.5 (Magnelli et al. 2012 ; da Cunha et al. 2015 ; Miettinen et al.

017 ), the implied stellar masses of these ‘missing’ galaixes will be
 ∗∼10 11 . 5 M �.
At z � 6, the TNG prediction is consistent with the observations at
 IR � 10 11 . 5 L � while it is lower at L IR � 10 12 L � by about an order
f magnitude. The difference of the redshift bins in observations and
imulations will likely not lead to such a large discrepancy, since
he evolution of the number density normalization and the break
uminosity is slow at z � 2 (Gruppioni et al. 2020 ). At the bright
nd, similar to the discrepancy at z = 4, the simulation underpredicts
he abundance of galaxies at L IR � 10 12 L � and predicts a steeper
aint-end slope compared to the evolutionary model constrained in
ruppioni et al. ( 2013 ). We also compare our results with theoretical
redictions from Cen & Kimm ( 2014 ; radiative transfer calculations
n 198 galaxies with 5 × 10 8 M � < M ∗ < 3 × 10 10 M � at z = 7) and
a et al. ( 2019 ; radiative transfer on FIRE-2 high-redshift simula-

ions using SKIRT ). Their predictions are in good agreement with TNG
t L IR ∼10 12 L � while suggesting much steeper faint-end luminosity
unctions, which deviate from observations further. At the bright end,
he simulations by Cen & Kimm ( 2014 ) and Ma et al. ( 2019 ) lose
redicti ve po wer since the most massi ve, heavily obscured galaxies
ere not sampled. If we extrapolate their IR luminosity functions to
righter luminosities (by either a power law or exponential cut-off),
oth of them will infer a lower abundance of luminous IR galaxies
ompared to observations, similar to the TNG prediction. 

In observational studies, merger-driven starbursts have been
onsidered as the classical explanation for the extremely high
R luminosities of sub-millimeter galaxies (e.g. Chakrabarti et al.
008 ; Engel et al. 2010 ; Narayanan et al. 2010 ; Hayward et al.
011 ). Since our galaxy selection and radiative transfer calculations
re all performed based on sub-haloes identified by the SUBFIND

lgorithm, it is possible that we mistreat merging systems (with high
ntrinsic SFRs and IR luminosities) as distinct, individual merging
alaxies and therefore underpredict the abundance of IR-luminous
ystems. To test this scenario, we first select all the galaxies with
FR ≥ 100 M �/ yr (which roughly corresponds to L IR � 10 12 L �)
nd M ∗ ≥ 100 × m b at z = 4 in TNG300. Based on this sample of
alaxies, we start from the most massive galaxy (as the host galaxy)
nd link galaxy companions with distance to host d ≤ d lim 

= 50 pkpc
o this host galaxy. We repeat the same process to the remaining
et of galaxies that have not been linked to other galaxies. Finally,
fter all the galaxies are properly linked to their hosts, the SFRs of
alaxies are recalculated by summing the SFRs of all the galaxy
ompanions linked to the host galaxies. We find that the typical
nhancement in SFR of the host galaxies is � ( log SFR ) = 0 . 2 + 0 . 08

−0 . 10

hile the abundance of galaxies with SFR ≥ 1000 M �/ yr (which
oughly corresponds to L IR � 10 13 L �) does not change at all. Even
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Figure 8. Evolution of the cosmic SFRD. In the left-hand panel, we show the uncorrected SFRD estimated from the UV, H α, and IR luminosity densities 
of galaxies in the IllustrisTNG simulations. The UV and H α luminosities are based on results in Paper I and Paper II. The luminosity densities are derived 
by integrating the luminosity functions to 0 . 003 −0 . 03 L ∗, where L ∗ is the break luminosity. The luminosity densities are converted to SFRD assuming the 
conversion factors in Murphy et al. ( 2011 ). We compare the simulation results with observations compiled in Khusanova et al. ( 2020 ). The UV (IR) observations 
are shown with blue (red) points. Specifically, we show the most recent IR-based estimations from Khusanova et al. ( 2020 ), Loiacono et al. ( 2020 ), and Gruppioni 
et al. ( 2020 ) in purple points. For reference, we show the evolution of SFRD constrained by UV observations from Koprowski et al. ( 2017 ) and Bouwens et al. 
( 2020 ) in dashed lines. In the right-hand panel, we show the total SFRD (corrected for dust attenuation). The light and dark blue dashed lines show constraints 
from Bouwens et al. ( 2020 ) and Koprowski et al. ( 2017 ) based on compiled UV observations. In the right-hand panel, we show the total SFRD as a function of 
redshift. From simulations, we calculate it through two approaches: the summation of SFRDs inferred by UV and IR indicators (labelled with ‘proxy’), and the 
SFRD measured from the instantaneous SFR of gas cells in simulations (labelled with ‘intrinsic’). For observations, we show the SFRD measurements corrected 
for dust attenuation. The predicted SFRD from simulations is lower than the results of the ALPINE-ALMA surv e y, in particular the obscured SFRD. 
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6 In principle, both UV and H α light trace the unobscured star formation in 
galaxies. The dust attenuation of them could be different due to the geometry 
of radiation source distribution. Since the majority of the energy absorbed by 
dust is in UV, it is better to pair SFRD UV , rather than SFRD H α , with SFRD IR 

to calculate total SFRD. 
f we increase d lim 

to 1 pMpc , the abundance of galaxies with
FR ≥ 1000 M �/ yr only increases by about 0 . 2 dex which is still
ar from explaining the underprediction we found in the bolometric 
R luminosity function. So we conclude that the underprediction is 
nlikely related to the definition and selection of galaxies in post-
rocessing. 
This underpredicted abundance of luminous IR galaxies in TNG 

s consistent with the underpredicted UV dust attenuation in massive 
alaxies and the underpredicted abundance of heavily obscured UV 

ed systems found in Paper II. Hayward et al. ( 2021 ) has also reported
he underpredicted counts of sub-millimeter galaxies in TNG. Since 
ur model is calibrated based on the dust-attenuated UV luminosity 
unctions, the solution to the tension would not only require a 
igher abundance of dust (stronger dust attenuation) but also higher 
ntrinsic UV emission (either stronger star formation or additional 
adiation sources). One plausible explanation is resolution effects. 
hough resolution corrections have been considered in our model, the 
redictions at the bright (massive) end are still primarily determined 
y TNG100 and TNG300, which may fall short of resolving star
ormation and metal enrichment in the dense ISM. A similar effect 
as been investigated in Lim et al. ( 2020 ), where the star formation
fficiency of proto-clusters in TNG300 is much lower than observa- 
ions and part of it can be attributed to resolution ef fects. Ho we ver,
he luminosity functions (of all the bands we studied) of TNG100 
nd TNG300 at z ≥ 4 are roughly identical at the bright (massive)
nd (Vogelsberger et al. 2020 ), indicating that convergence (of galaxy 
ulk luminosities and masses) is reached in massive galaxies at the 
esolution level in the redshift range. Another possible explanation 
s the sub-grid stellar/AGN feedback model adopted in TNG. In 
ayward et al. ( 2021 ), it is shown that the original Illustris simulation
ith an older feedback model predicts the correct abundance of sub-
illimeter galaxies, and massive galaxies in TNG may be quenched 

oo early by feedback. Though it is hard to isolate the exact cause,
he abundance of bright IR galaxies remains an appealing channel to 
onstrain the feedback model in cosmological simulations. 
.3.2 Obscured star formation at high redshift 

o relate the luminosity functions to the obscured SFRD in the
niverse, we first perform fits to the bolometric IR luminosity 

unctions with the Schechter function (equation 1, the best-fitting 
arameters are shown in Appendix B) and integrate best-fitting 
chechter functions to derive the cumulative IR luminosity density 

IR 

(
< L 

lim
IR 

) = 

∫ ∞ 

L lim IR 

φ∗L ∗

(
L IR 

L 

∗

)α+ 1

exp 

(
−L IR

L 

∗
d L IR 

L 

∗

= φ∗ L ∗ � inc

(
α + 2 , L 

lim 

IR /L ∗
)
, (7) 

here � inc ( a , z) is the incomplete upper Gamma function as in
quation (3) and L 

lim 

IR is the limit of integration which will be
iscussed later. The derived cumulative IR luminosity density is 
onverted to the SFRD IR (the SFRD measured in IR) using the
alibration in Murphy et al. ( 2011 ), which assumed the Chabrier
 2003 ) initial mass function consistent with the choice in TNG. We
pply the same procedure to the predicted UV luminosity functions 
n Paper I and the H α luminosity functions in P aper II to deriv e
FRD UV and SFRD H α . We finally derive the SFRD traced by the

hree indicators and we sum up SFRD IR and SFRD UV to get the total
FRD inferred from indicators . 6 

In the left-hand panel of Fig. 8 , we compare these predictions with
he observational constraints compiled in Khusanova et al. ( 2020 , see
eferences therein). These observational results have been converted 
o the Chabrier ( 2003 ) initial mass function. These observations
ave been divided into three groups: blue circles, the SFRD derived
rom FUV observations without dust attenuation corrections; red 
MNRAS 510, 5560–5578 (2022) 
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Figure 9. Cosmic SFRD contributed by the optical-NIR-dark galaxies. We 
show the SFRD contributed by galaxies with L IR > 10 12 L � (ULIRGs) 
in TNG through inte gration o v er the predicted bolometric IR luminosity 
function. This serves as an upper limit for the SFRD of optical-NIR-dark 
galaxies. We compare the results with the observational constraints compiled 
in Bouwens et al. ( 2020 ), as well as the constraints from the ALPINE-ALMA 

surv e y (Gruppioni et al. 2020 ; Talia et al. 2020 ), as labelled. The TNG 

prediction is in agreement with some of the observations at z ≥ 4 while being 
∼1 σ lower than the estimations from Williams et al. ( 2019 ), Gruppioni et al.
( 2020 ), and Talia et al. ( 2020 ).
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ircles, SFRD derived from IR and sub-millimeter observations;
urple circles, SFRD IR derived from the recent ALPINE-ALMA
urv e y (Gruppioni et al. 2020 ; Khusanova et al. 2020 ; Loiacono
t al. 2020 ). The predictions from TNG 

7 are presented as shaded
egions with the lower (upper) boundary corresponding to 0.03
0.003) L ∗ as the integration limits, where L ∗ is the break luminosity
f the best-fitting Schechter function. These integration limits are
ommonly adopted in literature. The SFRD UV predicted from TNG
s in agreement with the majority of the UV observations at z = 2 −8.
he lower boundary of the prediction agrees almost perfectly with

he most recent constraint from Bouwens et al. ( 2020 ), where 0 . 03 L ∗
as adopted as the integration limit. The uncertainty induced by the

ntegration limit is small compared to the observational uncertainties
t z � 5, but becomes significant at z � 6 due to the steep faint-end
lope of the luminosity function there. In addition, the SFRD H α pre-
icted from TNG agrees with the SFRD UV with � 0 . 2 dex differences.
uch differences could be attributed to the uncertainties in modelling

he emission line intensity of young stellar populations as discussed
n Paper II. The SFRD IR predicted from TNG agrees with the model
n Maniyar, B ́ethermin & Lagache ( 2018 ), derived based on the
osmic infrared background anisotropies, at z � 6 but is lower at z �
. Compared to the recent ALPINE-ALMA observations, the TNG
rediction is about half an order of magnitude lower. The deficiency
s related to the underpredicted abundance of luminous IR galaxies
n TNG, compared to the IR luminosity functions constrained by
he ALPINE-ALMA surv e y, as shown abo v e. The prediction from
NG supports the picture that the obscured SFRD dominates at low

edshift, starts to decline at z ∼ 2 and eventually becomes sub-
ominant compared to the unobscured SFRD at z � 5.
In the right-hand panel of Fig. 8 , we show the total SFRD

redicted from the IllustrisTNG simulations and compare it with
he SFRD measured in the IR and UV that have been corrected for
ust attenuation. To calculate the total SFRD from simulations, the
rst way is to simply sum up SFRD UV and SFRD IR derived via
umulative luminosity densities. An alternative way is to measure
he SFRD from the instantaneous star formation in gas cells in
imulations. We determine the SFR of each TNG galaxy by summing
p the SFRs in gas cells within a 30 pkpc aperture of the galaxy. The
hoice of aperture is consistent with the box size we set for radiative
ransfer post-processing and our definition for other galaxy bulk
roperties. We perform resolution corrections to the SFRs of galaxies
n TNG100 and TNG300 using the method described in Paper I
nd Paper II. With the resolution corrected SFRs of galaxies, we
onstruct SFR functions and combine the SFR functions of TNG50,
NG100, and TNG300 as in Paper I and Paper II. Finally, we fit the
ombined SFR functions with the Schechter function and integrate
he Schechter function to the integration limit, 10 −3 (10 −5 ) SFR ∗,
here SFR ∗ is the break SFR of the SFR function. The limit is smaller

ompared to the integration limits we choose when integrating over
he luminosity function, because the break SFR of the SFR functions
s relatively larger and empirically we find these limits make the
FRD consistent with observations simultaneously at z = 2 and z
 8. As shown in the right-hand panel of Fig. 8 , the total SFRDs

erived by the two methods agree remarkably well and give similar
evel of uncertainties induced by integration limits. Compared to the
bservational constraints, the total SFRD from TNG is larger than the
adau & Dickinson ( 2014 ) model at 2 � z � 6 while it gives similar
 We note that the continuous evolution of the IR luminosity density, as well as 
he corresponding SFRD is obtained through interpolation of the simulation 
nd post-processing results at z = 4, 6, 8. 
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rediction at z � 7. The lower boundary of the prediction agrees
ell with the recent estimation in Bouwens et al. ( 2020 ; assuming
 lim 

= 0 . 03 L ∗) where an updated dust correction was applied and
he contribution of heavily obscured, optical/NIR dark galaxies was
ccounted for. Ho we ver, the predicted SFRD is still ∼0 . 2 dex lower
han what is suggested by the ALPINE-ALMA surv e y. 

To illustrate the contribution of heavily obscured, luminous IR
alaxies to the cosmic SFRD, we show the TNG prediction and
everal direct/indirect observational constraints of the SFRD in
ptical/NIR dark galaxies in Fig. 9 . We show the fiducial model
dopted in Bouwens et al. ( 2020 ) and the compiled observational
ata therein, including the SFRD of ULIRGs in Magnelli et al.
 2013 ; integrated to L IR = 10 12 L �) and Dudzevi ̌ci ̄ut ̇e et al. ( 2020 ;
ntegrated to S 870 = 1mJy), constraints of NIR dark galaxies in
amaguchi et al. ( 2019 ), Williams et al. ( 2019 ), Wang et al. ( 2019 ),
nd Franco et al. ( 2020 ). In addition, we include constraints from the
LPINE-ALMA surv e y (Gruppioni et al. 2020 ; Talia et al. 2020 ).
he TNG prediction is derived by integrating the bolometric IR

uminosity function to L IR = 10 12 L �, which roughly corresponds
o SFR > 100 M �/ yr . The criterion matches the property of typical
SFGs that are missed from optical and NIR observations (e.g.
ang et al. 2019 ; Yamaguchi et al. 2019 ; Talia et al. 2020 ). Since

his essentially assumes that all the galaxies with L IR = 10 12 L � are
ptical/NIR dark, the prediction should be taken as an upper limit.
mong observations, despite the consensus on the steady decline
f the SFRD contributed by luminous IR galaxies at z � 2, the
uantitative contribution varies in the literature, with roughly an order
f magnitude variation at z � 4. The TNG prediction is in agreement
ith some of the observations at z ≥ 4 while in tension with the

esults from Williams et al. ( 2019 ), Gruppioni et al. ( 2020 ), and
alia et al. ( 2020 ) at a 1 σ level. Considering that the TNG prediction

s an upper limit for the SFRD of optical/NIR dark galaxies, the
iscrepancy is even larger than revealed by this comparison. The
iscrepancy is related to the underprediction of luminous IR galaxies
n TNG as discussed abo v e and demonstrates that the difference in
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Figure 10. Peak of IR spectrum (dust peak temperature) versus bolometric 
IR luminosity. We show the peak of the IR spectrum versus bolometric 
IR luminosity from TNG in open circles, with error bars indicating 1.5 σ
dispersion (87 per cent inclusion) in each bin. The peak of the spectrum is 
related to the peak dust temperature T peak with equation (8). We compare the 
results with observational constraints based on: H-ATLAS samples at z < 0.1 
in Valiante et al. ( 2016 ; purple shaded region, 1 and 2 σ contour); COSMOS 
samples at 0.5 < z < 2 from Lee et al. ( 2013 ; orange shaded region); SPT- 
detected DSFGs at z ∼ 4 in Strandet et al. ( 2016 ; purple squares); ALMA 

observations of four main-sequence galaxies at z ∼ 5.5 from Faisst et al. 
( 2020 ; orange triangles). The former three are compiled by Casey et al. ( 2018 ) 
and a suggested redshift-independent relation from this work is shown in the 
black dashed line. For reference, theoretical predictions from the FIRE-2 
simulations (Ma et al. 2019 ) are shown in dotted lines. The TNG predicted 
IR peak wavelengths of z ≥ 4 galaxies are shorter than the low-redshift 
galaxies and thus disfa v our a redshift-independent λpeak –L IR relation. The 
peak wavelength anticorrelates with IR luminosity until a plateau of dust 
temperature is reached at L IR � 10 11 L �. TNG predictions at z = 4 are
compatible with the SPT-selected galaxies at z ∼ 4 while the predictions at z 
= 6 give higher peak dust temperatures than suggested by z ∼ 5.5 galaxies 
in Faisst et al. ( 2020 ). 

w  

T  

a  

m
t  

h

4

I  

l  

T  

T  

t  

t
W
C  

f  

f  

D  

r
z  

t  

O
p  

F  
he total SFRD between TNG predictions and observations is mainly 
ue to a deficiency of luminous IR galaxies in TNG. 

.4 Dust temperature 

ost of the IR and sub-millimeter emission from galaxies is produced 
hrough thermal emission of dust grains in the ISM, heated by the
V radiation of young stellar populations (if not accounting for AGN 

ctivity and CMB heating). The volume averaged thermal emission 
f dust is often described by a modified blackbody (MBB) spectrum, 
 ν ∼ ενB ν( T dust ), where B ν( T dust ) is the blackbody spectrum and
ν ∼ νβ is the volume averaged emissivity function that accounts 
or the dust opacity (in the optical thin limit). At FIR wavelengths,
he emissivity index β takes the value about 2 according to dust
cattering theory (Weingartner & Draine 2001 ) and consistent with 
bservational constraints (e.g. Dunne et al. 2000 ; Draine et al. 2007 ).
 dust represents the temperature of the relatively cool dust component 
hich dominates the emission at long wavelengths (as opposed to 

he warm dust that dominates mid-IR emission). The peak of a MBB
pectrum ( L ν) is related to the so-called ‘peak’ dust temperature as 

peak = 96 . 64 

(
T peak 

30K 

−1

μm , (8) 

ssuming β = 2. The relation has the same form as the Wien’s
isplacement law, but here the peak is defined as where L ν reaches a
aximum. This is a direct and less model-dependent way to measure 

ust temperature based solely on the observed FIR spectrum of 
alaxies and is widely used in observational studies (e.g. da Cunha 
t al. 2013 ; Schreiber et al. 2018 ; Faisst et al. 2020 ). To determine
he peak of the FIR spectrum ( L ν), we first find where the maximum
ux is reached in the SKIRT output spectrum. Since the wavelength 
rid for SKIRT calculations is sparse, to determine the peak more 
ccurately, we interpolate the galaxy spectrum with a cubic spline 
nd determine the peak based on the interpolated function. 

A more robust way in determining the dust temperature is through 
ED modelling. Considering the warm dust emission in the mid-IR 

nd dust opacity (not in the optically thin limit), the dust continuum
mission can be described as (Blain, Barnard & Chapman 2003 ; 
asey 2012 ) 

L ν( λ) = N bb f ( λ, β, T sed ) + N pl ( λ/λc ) 
αe −( λ/λc ) 2 ,

N pl = N bb f ( λc , β, T sed ) , 

 ( λ, β, T sed ) = 

(1 − e −( λ0 /λ) β )( λ/c) 3 

e hc/λkT sed − 1 
, (9) 

here α is the mid-IR spectral slope, λc is related to α (as defined 
n Casey 2012 , and taking a typical value of ∼50 μm ), N bb is a
ormalization factor, λ0 is the wavelength where the optical depth 
s unity, T sed is the SED temperature. The free parameters of the
odel are α, β, T sed , and N bb . These parameters can be determined

y fitting the IR spectrum from SKIRT calculations with the model. 
 sed is usually larger than T peak especially when the optically thin 
ssumption is no longer valid (Casey 2012 ). We note that both T sed 

nd T peak should be considered as light-weighted dust temperatures, 
s opposed to the mass-weighted temperature of cold dust emitting at 
he Rayleigh–Jeans tail of the FIR spectrum, and are more appropriate 
or comparing to observational constraints. The CMB is an additional 
ource of dust heating, especially at high redshift when the CMB
emperature is close to the dust temperature, which is not captured 
y the simulations. To account for that, a CMB correction of dust
emperatures is implemented as (e.g. da Cunha et al. 2013 ) 

 dust = 

(
T 

4 + β

dust, i + T 
4 + β

CMB ( z) − T 
4 + β

CMB (0) 
)1 / (4 + β) 

. (10) 
here T dust, i is the intrinsic dust temperature and T CMB ( z) =
 CMB (0) (1 + z) = 2 . 73 K (1 + z) is the CMB temperature at z. In
ddition, since the dust continuum of high-redshift galaxies is al w ays
easured against the CMB background, the detectability, as well as 

he measured FIR fluxes are affected by CMB. Ho we ver, this ef fect
as already been corrected in most of the observational studies. 

.4.1 T dust versus L IR 

n Fig. 10 , we show the peak of the IR spectrum (and T peak equiva-
ently) as a function of bolometric IR luminosity of TNG galaxies.
he peak of the spectrum is translated to the peak dust temperature
 peak using equation (8). Only galaxies with M ∗ > 1000 m b ( m b is

he baryon mass resolution) are considered in this analysis to reduce
he random scatter caused by poor sampling of radiation sources. 

e compare the results with observational constraints computed by 
asey et al. ( 2018 ) based on the H-ATLAS samples at z � 0.1

rom Valiante et al. ( 2016 ), the COSMOS samples at 0.5 � z � 2
rom Lee et al. ( 2013 ) and the South Pole Telescope ( SPT ) detected
SFGs at z ∼ 4 from Strandet et al. ( 2016 ). In addition, we include

esults from ALMA observations of four main-sequence galaxies at 
 ∼ 5.5 reported in Faisst et al. ( 2020 ). Theoretical predictions from
he FIRE-2 simulations (Ma et al. 2019 ) are shown for reference.
ur results disfa v our the redshift-independent λpeak –L IR relation 
roposed by Casey et al. ( 2018 ). Similar to the predictions from
IRE-2, at low IR luminosities, the peak wavelengths at z = 4 in TNG
MNRAS 510, 5560–5578 (2022) 
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Figure 11. Dust temperature versus redshift. We show the dust temperature 
as a function of redshift. The TNG predictions are the median T peak and T sed of 
galaxies with 10 10 M � < M ∗ < 10 11 M � in all three simulations. The error 
bars indicate 1.5 σ scatter. With open stars, we show the median and scatter 
of only TNG50 galaxies at z = 4. For comparison, we show observational 
constraints from Schreiber et al. ( 2018 ; including the B ́ethermin et al. 2015 
samples), Strandet et al. ( 2016 ), Faisst et al. ( 2020 ; and z > 6 galaxies in 
Knudsen et al. 2016 ; Hashimoto et al. 2019 ; Bakx et al. 2020 re-measured). 
In addition, we include constraints from P av esi et al. ( 2016 ), Hashimoto 
et al. ( 2019 ), and B ́ethermin et al. ( 2020 ). Observations classified as peak 
dust temperature measurements are shown in triangles. Others are shown in 
circles. For reference, we show relations proposed by Schreiber et al. ( 2018 ) 
and Bouwens et al. ( 2020 ) in grey and black dashed lines. We show theoretical 
predictions from Liang et al. ( 2019 ) in the orange dashed line. 
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re about two times lower than the value in the local Universe. The
eak wavelength anticorrelates with IR luminosity but the slope of the
elation is shallower than the λpeak ∼T −1 

peak ∼L
−1 / (4 + β)
IR law (assuming

= 2) due to increasing abundance of dust in more luminous IR
alaxies. When L IR reaches ∼10 11 L �, a plateau of T peak � 40 K is
eached. This is likely due to the increasing dust opacity in more IR
uminous galaxies which makes the hot dust hidden from observation
nd ef fecti vely decreases the light-weighted dust temperature. This
lateau feature makes the TNG prediction more consistent with the
PT-detected galaxies at z ∼ 4, compared to the FIRE-2 results. The
NG predicted peak dust temperature at z = 6 is higher than that
t z = 4 by about 20 K and is higher than the dust temperatures
f galaxies observed at z ∼ 5.5 (Faisst et al. 2020 ). In addition,
he scatter of the predicted dust temperature is also smaller than
alaxies in observations. This is likely caused by the sparseness of
he wavelength grid in SKIRT calculations, which makes the spectral
eaks cluster around grid points. 

.4.2 T dust versus redshift 

n Fig. 11 , we show the dust temperature as a function of redshift.
he TNG predictions are the T peak and T sed of galaxies with
0 10 M � < M ∗ < 10 11 M � in all three simulations. The mass range
oughly corresponds to galaxies with L IR ∼10 12 L � and is chosen to
atch the typical value of observed samples at high redshift (e.g.
chreiber et al. 2018 ; Bouwens et al. 2020 ; Faisst et al. 2020 ).
esults derived purely from TNG50 galaxies at z = 4 are also

hown and they do not differ considerably from the results of all
NG galaxies. For comparison, we sho w observ ational constraints
t low redshift from Schreiber et al. [ 2018 ; and the results based on
 ́ethermin et al. ( 2015 ) samples], SPT-selected galaxies at z = 2 −6
NRAS 510, 5560–5578 (2022) 
n Strandet et al. ( 2016 ; compiled by Bouwens et al. 2020 ). In
ddition to these, we include constraints based on the ALPLINE-
LMA galaxies in B ́ethermin et al. ( 2020 ), the Lyman break galaxy

n P av esi et al. ( 2016 ), the four main-sequence ALMA galaxies
n Faisst et al. ( 2020 ; having T sed determined by a β free fit but
lso having T peak measured), z � 6 galaxies from Knudsen et al.
 2016 ), Hashimoto et al. ( 2019 ), Bakx et al. ( 2020 ) re-measured
y Faisst et al. ( 2020 ), and the z ∼ 7 galaxy in Hashimoto et al.
 2019 ) with their original temperature measurement. Among these
bservational constraints, only a set of measurements in Faisst et al.
 2020 ) can be clearly classified as peak dust temperatures (they are
arked as triangles in the Figure). Other observations all involve

ome level of SED fitting with various assumptions on the emissivity
ndex β and fitting functions, which could result in model-dependent
ncertainties. It is also worth noting that only Faisst et al. ( 2020 )
ssumed the same multicomponent SED model as ours with a general
escription of emission opacity. Therefore, the T sed we obtain here
orms an apple-to-apple comparison only with their results. When
ompared to other observational studies listed here, one should be
autious in interpreting the differences of the fitted dust temperatures,
ince results can be dramatically affected by the assumptions of the
ED model (see the tests in Casey et al. 2012 , for example). For
eference, we include the models proposed by Schreiber et al. ( 2018 )
nd Bouwens et al. ( 2020 ) based on observational constraints and
he T peak –z relation from the FIRE-2 simulations (Liang et al. 2019 ).

In general, the dust temperatures in both observations and simula-
ions are higher at high redshift than in the local Universe. This can
e understood by the correlation of dust temperature and the specific
tar formation rate (see also Magnelli et al. 2014 ; Ma et al. 2019 ) 

 dust ∼
( L IR 

M dust 

)1 / (4 + β)
∼
( SFR 

M dust 

)1 / (4 + β)

∼
(SFR 

M ∗

M ∗
M metal 

M metal 

M dust 

)1 / (4 + β)

∼
 

sSFR 

1 

M metal /M ∗

( 1 

DTM 

− 1
)] 1 / (4 + β)

, (11) 

here sSFR is the specific star formation rate and DTM is the DTM
atio. We have used L IR ∼ SFR and DTM ≡ M dust /( M dust + M metal )
n the deri v ation abo v e. The av erage sSFR increases at high redshift
nd reaches a plateau at z ∼ 4 (e.g. Tomczak et al. 2016 ; Santini et al.
017 ). In addition, the metal-to-stellar mass ratio decreases at high
edshift owing to the shift to lower mass on the mass–metallicity
elation and the potentially decreasing normalization of the mass–
etallicity relation at high redshift (Ma et al. 2016 ). Moreo v er, the
TM could also be lower at high redshift, as found in the calibration
rocedure in Paper I and other studies (e.g. Inoue 2003 ; McKinnon,
arilli & Beasley 2016 ; Aoyama et al. 2017 ; Behrens et al. 2018 ).
hese factors will drive the dust temperature to be higher at high

edshift, which is consistent with the phenomena shown in Fig. 10 .
ompared to observations, the TNG predicted T peak at z = 4 is
onsistent with observations while the T sed from TNG is significantly
igher than both observational constraints and T peak . When optically
hick dust self-absorption is considered in SED fitting, it is actually
xpected that T sed will be considerably larger than T peak . F or e xample,
 peak � 40 K could correspond to T sed � 60 K as shown in Casey
 2012 ) and Liang et al. ( 2019 ). At z ≥ 6, the SED dust temperature
rom TNG is still about 20 K higher than the temperature measured in
bservations. At this redshift range, the peak dust temperature from
NG follows the models in Schreiber et al. ( 2018 ) and Bouwens
t al. ( 2020 ), which linearly rise up at higher redshift. Ho we ver, such
igh T peak is in tension with the peak dust temperature measurements
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Figure 12. Scaling relation of dust temperature. Left: dust temperature versus galaxy stellar mass. We show the galaxies from TNG50/100/300 with M ∗ ≥
1000 m b . The median and 1.5 σ dispersion are shown in circles with error bars for each simulation. The median relation derived based on all TNG galaxies is 
shown with the grey dashed line. The peak dust temperature shows a positive dependence on galaxy stellar mass at M ∗ � 10 10 M � while reaches a plateau at
larger masses. The temperature at the massive end is consistent with observational constraints, including the measurement from stacked galaxy SEDs (Schreiber 
et al. 2018 ) shown here and other measurements at z � 4 shown in Fig. 11 . Right: dust temperature versus galaxy specific star formation rate. The notation is 
the same as the left-hand panel. The grey dashed line shows the relation T ∼ sSFR 

1/(4 + β) ( β = 2) for reference. The TNG50 galaxies and the envelope of all 
TNG galaxies follow the reference relation. Galaxies in TNG100/300 have systematically hotter dust than TNG50 at fixed sSFR, due to the mass dependence 
of dust temperature shown in the left-hand panel. The results are also compared to theoretical predictions from the FIRE simulations (Liang et al. 2020 ) and the 
observational study (Schreiber et al. 2018 ). 
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f z � 5 galaxies compiled in Faisst et al. ( 2020 ), which suggests
 plateau of T peak at z � 4. This behaviour is in agreement with
he FIRE-2 predictions which are based on simulations of higher 
patial and mass resolution. In conclusion, these comparisons here 
uggest that the TNG predicted dust temperatures are higher than 
bservations at z ≥ 6. 

.4.3 T dust versus M ∗ and sSFR 

n the left-hand panel of Fig. 12 , we show the peak dust temperature
s a function of galaxy stellar mass at z = 4. The binned estimations
erived from TNG50/100/300 are shown explicitly along with scatter 
lot of individual galaxies. For each simulation, we only select 
alaxies with M ∗ > 1000 m b for analysis. In general, the dust
emperature increases with galaxy stellar mass when M ∗ � 10 10 M �
nd reaches a plateau when M ∗ � 10 10 M �. The plateau feature is
imilar to what we found in the T peak - L IR relation and is consistent
ith the weak dependence of T peak on M ∗ of M ∗ � 10 9 M � galaxies

ound in Liang et al. ( 2020 ). F or massiv e galaxies, the predicted dust
emperature is roughly consistent with the stacked SED measurement 
f stellar mass-binned samples in Schreiber et al. ( 2018 ) and other
easurements at z � 4 shown in Fig. 11 . Results from different

imulations are consistent with each other in their shared dynamical 
anges, but simulation with poorer resolution al w ays exhibits larger 
catter and slight shift towards higher temperature. This marks the 
otential o v erprediction of dust temperature in galaxies with poor 
ampling of radiation sources (and dust attenuating gas cells as 
ell). In the right-hand panel of Fig. 12 , we show the peak dust

emperature as a function of galaxy sSFR. For reference, the grey 
ashed line shows the relation T ∼ sSFR 

1/(4 + β) ( β = 2) as in
quation (11). Although TNG galaxies show significant dispersion in 
his plane, the low temperature envelope of the distribution roughly 
ollows the reference relation. TNG50 galaxies follow the reference 
elation while TNG100/300 galaxies have systematically hotter dust 
omponent at fixed sSFR. This is related to the mass dependence 
f dust temperature shown in the left-hand panel. We compare 
ur results with relations reported in the observational (Schreiber 
t al. 2018 ) and theoretical studies (Liang et al. 2020 ). Liang et al.
 2020 ) found the correlation between �T dust ≡ T dust − T med 

dust and the
tar formation burstiness SB ≡ sSFR − sSFR 

med , where ‘med’ 
ndicates the median value of their sample. We convert the relation
o the T dust -sSFR plane using the reported median values therein.
imilarly, Schreiber et al. ( 2018 ) found the � T dust -SB correlation
ut the reference points are the main sequence dust temperature 
nd sSFR, for which we use the T MS 

dust ( z) therein and log sSFR 

MS ( z
 4) � −8.5, which is consistent with observational constraints 

e.g. Salmon et al. 2015 ; Tomczak et al. 2016 ; Santini et al. 2017 ),
s well as TNG galaxies shown here. All of the sampled galaxies
n Liang et al. ( 2020 ) at z = 4 have M ∗ � 10 9 M �. As expected,
heir relation is quite consistent with TNG100/300 galaxies with 
omparable stellar masses. The Schreiber et al. ( 2018 ) samples are
ven more massive galaxies ( M ∗ � 10 10 M �). Their relation lies
lightly abo v e the TNG300 predictions and is consistent with the
ame level of difference in Fig. 11 . 

.4.4 Discussions 

quation (11) indicates that the dust temperature is related to the dust
ass when L IR is fixed. Since most of the theoretical works have dust
odels calibrated based on UV luminosities of galaxies, the total 

mount of energy absorbed and re-emitted at IR wavelengths should 
atch observations by construction, regardless of the dust model 

dopted. Ho we ver, the dust temperature offers another channel to test
heoretical predictions since it anti-correlates with the actual amount 
f dust predicted when L 

abs 
UV∼L IR is fixed. Here, TNG predicts higher

eak dust temperatures than some observations at z ≥ 6, as well as
esults from simulations of higher resolution indicating that the dust 
ass could be underpredicted. In Vogelsberger et al. ( 2020 ), we found

hat the average DTM ratio follows a ( z/2) −1.92 law at z ≥ 2, which
mplies DTM � 0.1 at z � 6 much lower than the value in the local
niverse ∼0.4 (Dwek 1998 ). Such a low predicted dust abundance 

ould be attributed to the limited spatial and mass resolution of high-
MNRAS 510, 5560–5578 (2022) 
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edshift galaxies in the TNG simulations. As discussed in Cen &
imm ( 2014 ), if the porosity (and clumpiness) of the ISM is not well-

esolved, the dust opacity of radiation sources can be o v erestimated.
n the calibration procedure, less dust will be required to produce
he same amount of attenuation. Cen & Kimm ( 2014 ) has artificially
llowed a fraction f esc of the intrinsic radiation leak from their z ∼
 galaxies to correct for this effect and the best-fitting DTM rose
o 0.4 with f esc = 0.1, as opposed to the DTM of 0.06 they found
riginally. Another potential caveat of the dust model is that the
TM is set to a constant for all the galaxies at a given redshift. The
ust abundance of a small sub-population of massive star-forming
alaxies, which are completely dark in UV/NIR searches, could
e hea vily under -estimated in this calibration process. This could
erve as a potential explanation to the missing IR bright galaxies in
NG without involving the galaxy formation physics models of the
imulations. 

In the meantime, if the dust-attenuating medium is not well-
esolved, the optical depth of the hot dust component heated at the
icinity of radiation sources could be underestimated (i.e. a single
ayer of gas cells co v ering a radiation source are heated while their
ust emission are not shielded at all), which will result in higher
ight-weighted dust temperatures as well. Such effect appears in
he left-hand panel of Fig. 12 . At similar stellar mass, the result
rom low-resolution simulation exhibits larger scatter and systematic
hift towards higher temperature. For each simulation, the scatter is
lso larger at smaller stellar mass and, in a small fraction of poorly
esolved galaxies (at the edge of our stellar mass cut), dust can be
eated to � 3 σ higher than the median temperature.

The measurements or assumptions of dust temperature could also
ffect the estimation of the bolometric IR luminosity. For example,
f the observational data only co v er the Rayleigh–Jeans tail (long
avelengths) of the IR SED, the inferred bolometric luminosity will
e sensitive to the dust temperature assumed. Given the same flux
easurement at long wavelengths, the higher the dust temperature

ssumed, the higher the bolometric luminosity will be determined.
o we ver, in terms of the discrepancy, we found for the IR luminosity

unction in Section 4.3.1, this effect would actually exaggerate the
ismatch at the bright end, since the observational studies typically

ssume lower dust temperatures than the simulation results (i.e.
ncreasing the dust temperature will lead to even higher inferred
olometric IR luminosities and make it even more challenging for
he TNG simulations to match). 

 C O N C L U S I O N S  

n this paper, we hav e e xpanded the theoretical predictions of high-
edshift galaxies from IllustrisTNG to IR wavelengths, using SKIRT

adiative transfer calculations. The analysis pipeline has been adapted
rom Paper I to self-consistently model dust emission and self-
bsorption at IR wavelengths. The pipeline produces a catalog of
igh-redshift galaxies with their NIR-to-FIR SEDs calculated in this
aper, along with their UV-optical high resolution SEDs calculated
n Paper I. Based on this, we make various NIR and FIR predictions
f galaxy populations at z ≥ 4. Our findings can be summarized as
ollows: 

(i) The predicted rest-frame K -band and z-band luminosity func-
ions at z ≥ 4 are presented and compared with existing observations.
he predictions are consistent with observations, despite a slight
nderprediction at the bright end of the z = 4 K-band and z-band
uminosity functions. The luminosity functions in both bands are
racers of galaxy stellar mass assembly. The faint-end luminosity
NRAS 510, 5560–5578 (2022) 
unctions evolve in a self-similar way at z ≥ 4 with a roughly constant
aint-end slope. This indicates that the star-forming galaxies at this
poch have roughly the same mass doubling time. 

(ii) Assuming 100 per cent surv e y completeness, we make the-
retical predictions for the JWST MIRI apparent band luminosity
unctions and number counts. At z = 6, ∼3000 ( ∼500) galaxies
re expected in the F560W (F1000W) band assuming a surv e y area
f 500 arcmin 2 and depth of �z = 1. Large NIR galaxy surv e ys
onducted with MIRI can be about 2 mag deeper than the current
est observations. 
(iii) We make predictions for the bolometric IR luminosity func-

ions at z ≥ 4. The results are mainly affected by the predicted
IR dust continuum emission. A better agreement with observa-

ions is achieved at the faint end compared to previous theoretical
ttempts. Ho we ver, the abundance of most luminous IR galaxies
 L IR ∼10 13 L �) is significantly underpredicted ( ∼1 dex deficiency)
y TNG. The discrepancy consistently shows up at z = 4 and
 = 6, and is potentially related with the underpredicted counts
f sub-millimeter galaxies reported in previous works based on
NG (Hayward et al. 2021 ). The tension cannot be resolved by
onsidering merging systems in TNG. 

(iv) By inte grating o v er the bolometric IR luminosity function, we
ake predictions for the obscured cosmic SFRD at z ≥ 4. Combining

he rest-frame UV luminosity function in Paper I and the H α

uminosity function in Paper II, we are able to compare the cosmic
FRD traced by different indicators. The predicted unobscured
FRD (traced by UV and H α) is consistent with observations. The

otal SFRD derived by summing up SFRD UV and SFRD IR agrees
emarkably well with the instantaneous SFRD traced by gas cells
n simulations. The obscured SFRD predicted from TNG suggests
hat it becomes sub-dominant (contributes less than 50 per cent to
he total SFRD) at z � 5 and diminishes at higher redshift. Such
 prediction is in tension with the recent ALPINE-ALMA surv e y
hich suggests a significant contribution of unobscured SFRD at 4
z � 6.
(v) Specifically, we check the SFRD contributed by the most

bscured and thus most luminous IR galaxies ( L IR � 10 12 L �)
n simulations and compare it to the SFRD of optical/NIR dark
alaxies revealed in IR/sub-millimeter observations. The SFRD in
uch galaxies in simulations is about 1 σ lower than the results from
he ALPINE-ALMA surv e y. 

(vi) We make predictions for the dust temperature of high-redshift
alaxies. We find that the dust temperature positively correlates with
oth galaxy bolometric IR luminosity and redshift. The predicted
eak dust temperature in typical IR galaxies is about 40 K (60 K) at z
 4 ( z = 6). The SED dust temperature is systematically higher than
 peak by about 20 K. The predicted T peak –L IR relation is shifted from

he local relation to higher temperatures while remaining consistent
ith the sub-millimeter galaxies selected at z � 4. Ho we ver, at z ≥ 6,
e find that TNG o v erpredicts the peak dust temperature of galaxies
y about 20 K. This o v erprediction of dust temperature could be
elated to the low DTM ratio of our model, and could be attributed
o the limitation of the simulations in resolving the porosity and
lumpiness of the ISM. 

In conclusion, similar to the previous comparisons in rest-frame
V/optical in Paper I and Paper II, the NIR properties of high-

edshift galaxies in TNG are quite consistent with observations.
redictions for the JWST MIRI instrument are calculated, which

eads to a complete JWST galaxy multiband photometric catalog
hen combined with the NIRCam predictions in Paper I. Ho we ver,
e find large, systematic discrepancies of FIR properties of most
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uminous IR galaxies in TNG compared to recent observations. The 
bundance of luminous IR galaxies and their contribution to the 
osmic SFRD are underpredicted by TNG. The solution to this would 
equire both higher intrinsic on-going star formation and stronger 
etal and dust enrichment in high-redshift galaxies. The discrepancy 

ound here could serve as a constraint on the sub-grid feedback model
f cosmological simulations. 
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PPENDI X  A :  TEST  WI TH  DI FFERENT  SKIRT 

O N F I G U R AT I O N S  

ompared to the procedure in Paper I, the dust model and several
arameters in the SKIRT calculations have been modified for the
redictions in the IR. In this section, we will test how these
odifications impact the resulting galaxy SED and discuss our

arameter choices. 
The first difference in the SKIRT set-up is that we have switched

o the Zubko et al. ( 2004 ) multigrain dust mixture (from the average
ust property of the Draine et al. ( 2007 ) dust mixture), in order
o trace grains of small sizes independently and consider their
ecoupling from local thermal equilibrium. In the top panel of
ig. A1 , we show that the main impact of this switch on galaxy
EDs is the enhancement of flux in the mid-IR and FIR. Compared

o the UV-to-optical SED produced in Paper I, the attenuation in
he UV is slightly stronger, so we decide to decrease the DTM
atio to compensate this effect and maintain consistency of the UV
redictions with observations. In the bottom panel of Fig. A1 , we
how SEDs calculated if we vary the set-up (wavelength gird, dust
odel, dust self-absorption, and number of bins of grain sizes) from

he fiducial one introduced in the main text (see Section 3). The
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Figure A1. Galaxy SED calculated by different SKIRT configurations. Top: 
we show the SEDs of a well-resolved galaxy (with ∼1.4 × 10 5 stellar 
particles) at z = 4 in TNG100. The UV-to-NIR SED calculated in Paper I 
is shown in the grey solid line. The SED without resolved dust attenuation 
is shown in blue as a reference. The SED (that extends to IR wavelengths) 
calculated with the original dust model in Paper I, which takes the average 
dust properties of the Draine et al. ( 2007 ) dust mixture, is shown in red. The 
SED calculated with the Zubko et al. ( 2004 ) multigrain dust model adopted 
in this work, including the non-local thermal equilibrium of small grains, is 
shown in green. The major difference between the new model and the old 
one is the enhanced flux at mid-IR and FIR wavelengths. The UV-to-optical 
attenuation has also been enhanced due to the model switch, which has been 
compensated by tuning the DTM ratio as discussed in the main text. Bottom: 
we show the SEDs of the same galaxy as the top panel but with variations in 
SKIRT configurations from the fiducial setup. The fiducial results with number 
of grain size bins N bin = 10 is shown in black. The SED calculated with N bin 

= 5 ( N bin = 15) is shown in red (green). The comparison demonstrates the 
convergence of the SED when N bin ≥ 10. In addition, we show the SED 

calculated without dust self-absorption and the major change induced by the 
self-absorption is the enhanced flux at the FIR peak. 
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Figure A2. Galaxy SEDs calculated with different number of photon 
packages. For presentation, we pick three galaxies selected at z = 4 in 
TNG100 as examples. Top: a well-resolved galaxy with N ∗ = 84 000 in 
the input of SKIRT calculation. The SED is converged with N phot = 50 000 < 

N ∗. Middle: a resolved galaxy with N ∗ = 900 and the SED is converged with 
N phot = 1000 ∼ N ∗, despite tiny differences at λ∼40 μm . Bottom: a poorly 
resolved galaxy with N ∗ = 150. The SED with N phot = 100 underpredicts the 
flux in the mid-IR and o v erpredicts the flux at the rising edge of the FIR peak 
(by � 0 . 1 dex ), but the SED is converged with N phot ≥ 300 ∼ 2 × N ∗. 
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umber of bins for dust grain sizes has impact on the mid-IR SED
ut the results converge when N bins ≥ 10. The dust self-absorption is
mportant for the prediction at the FIR peak and the flux there can be
nhanced by ∼0 . 3 dex compared to the one without self-absorption.

In addition, due to various changes in the SKIRT set-up (see 
ection 3), the requirement on the number of photon packages, N phot ,

o reach convergence may vary from the one in Paper I. To test this,
e choose several galaxies with different numbers of stellar particles 

rom TNG100 and perform SKIRT calculations with different N phot . 
n Fig. A2 , we show the results of three galaxies as examples and we
ote that the behaviour of all tested galaxies is similar. For the well-
esolved galaxy with N ∗ = 84 000, the SED is converged with N phot 

 50 000, which is smaller than N ∗. For the galaxy with N ∗ = 900,
he SED is also converged with N phot � N ∗, despite tiny differences
t λ∼40 μm . For the poorly resolved galaxy with N ∗ = 150, the SED
s converged with N phot � 2 × N ∗ while having a steeper rising edge
f the FIR peak when N phot = 100. As discussed in the main text,
e set N phot = N ∗ for radiative transfer calculations of galaxies in
NG100 and TNG300. For low mass, poorly resolved galaxies in 

hese two simulations, the uncertainties from the SKIRT calculations 
nd from the unresolved physical processes of the simulations are 
MNRAS 510, 5560–5578 (2022) 

art/stab3794_fA1.eps
art/stab3794_fA2.eps


5578 X. Shen et al.

d  

b  

M  

t  

s  

h  

j

A
F

I  

f  

J  

h  

P

Table B1. Parameters of the best-fitting Schechter functions to the luminosity 
functions. The table contains the best-fitting faint-end slope α, number density 
normalization φ∗, and break luminosity L ∗/break magnitude M 

∗ for the rest- 
frame FUV/bolometric IR luminosity functions and the JWST MIRI band 
apparent luminosity functions from the TNG simulations. 

Band Redshift α M 

∗ log φ∗
(mag) [1 / Mpc 3 / mag ] 

FUV (rest-frame) 2 −1.58 −20.45 −2.65
4 −1.80 −21.10 −3.04
6 −2.04 −21.31 −3.61
8 −2.45 −21.44 −4.71

Band redshift α m 

∗ log φ∗
(mag) [1 / Mpc 3 / mag ] 

F560W 4 −1.91 22.50 −4.01
6 −1.80 24.53 −3.89
8 −2.20 25.27 −5.00

F1000W 4 −1.77 22.50 −3.75
6 −1.77 23.91 −4.15
8 −2.28 24.39 −5.38

F1280W 4 −1.73 22.61 −3.71
6 −1.67 23.71 −4.08
8 −1.91 24.83 −5.12

F1500W 4 −1.70 22.30 −3.77
6 −1.68 23.53 −4.25
8 −2.10 24.21 −5.51

Band redshift α log L ∗ log φ∗
( L �) (1 / Mpc 3 / dex ) 

Bolometric IR 4 −1.73 12.25 −4.35
(rest-frame) 6 −1.61 12.08 −4.70

8 −1.79 12 −5.95

This paper has been typeset from a T E 

X/L 

A T E 

X file prepared by the author. 

M

egenerate, but these uncertainties can be captured to first order
y the resolution correction procedure with TNG50 as a reference.
eanwhile, we choose N phot = 3 × N ∗ for TNG50 galaxies to ensure

he convergence of the SEDs of poorly resolved galaxies in this
imulation, which does not have a simulation in the TNG suite with
igher resolution for correction. The comparisons shown in Fig. A2
ustify our parameter choices in this work. 

PPENDIX  B:  BEST-FITTING  SCHECHTER  

U N C T I O N  PA R A M E T E R S  

n Table B1 , we present the best-fitting Schechter function parameters
or the rest-frame FUV/bolometric IR luminosity functions and the
WST MIRI band apparent luminosity functions. The fitting functions
ave been described in Section 4.2. The FUV results are taken from
aper I. 
NRAS 510, 5560–5578 (2022) 
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