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Abstract: Real-world biomedical applications include summarizing evidence from multiple related studies given an input
context to generate reviews or answer questions, which we dub context-aware multi-document summarization
(CA-MDS). State-of-the-art (SOTA) solutions require truncating the input because of high memory require-
ments, losing potentially meaningful contents. To this end, we propose RAMSES, a retrieve-and-marginalize
end-to-end summarization to effectively address biomedical CA-MDS tasks by marginalizing at decoding time
the token probability distributions of latent retrieved documents conditioned by an input context. For evalu-
ation, we present a new dataset, FAQSUMC19, to answer questions on Covid-19 by synthesizing multiple
supporting papers. Results reveal that RAMSES achieves significantly higher ROUGE scores than cutting-
edge methods, including a new SOTA on MS2 for generating systematic literature reviews. Human evaluation
also reports that our model generates more informative answers than the previous SOTA approach.

1 INTRODUCTION

Given the paramount societal role of biomedicine,
natural language processing (NLP) tasks for aggregat-
ing information from multiple topic-related biomed-
ical papers to help search, synthesize, and answer
questions are of high interest (DeYoung et al., 2021).
Real-world applications require combining and sum-
marizing evidence from clinical trials on a research
background to produce systematic literature reviews
(SLRs) or answer medical inquiries. Consequently,
we define such activities as context-aware multi-
document summarization (CA-MDS) because of the
presence of an input context (i.e., the background or
question) that conditions the downstream summariza-
tion task (Figure 1). In real life, biomedical articles
usually contain several thousands of words penning
lingo and complicated expressions, making under-
standing them a time- and labor-demanding process
even for professionals. For this reason, automation
support for complex biomedical activities is practical
and beneficial to facilitate knowledge acquisition.

CA-MDS solutions for biomedical applications
should process all inputs without ignoring any de-
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Figure 1: The overview of biomedical CA-MDS. In our ex-
periments, we use the input contexts (i.e., the background or
question) to retrieve the salient studies and aggregate them
to generate the target (Input → Output).

tails, reducing the risk of model hallucination, namely
generating unfaithful outputs due to training on tar-
gets having facts unfounded by the source. So, state-
of-the-art (SOTA) models rely on sparse transform-
ers (Beltagy et al., 2020), Fusion-in-Decoder strate-
gies (Izacard and Grave, 2021a), and marginalization-
based decoding (Moro et al., 2022a). Yet, such meth-
ods either (i) need high memory requirements forcing
input truncation for those organizations that operate
in low-resource regimes (Moro and Ragazzi, 2022;
Moro et al., 2023b; Moro and Ragazzi, 2023), or (ii)
lack end-to-end learning diminishing the potential of
cooperating neural modules.

In this paper, we introduce RAMSES, a retrieve-



and-marginalize summarization approach trained via
end-to-end learning to synthesize the knowledge from
numerous topic-related biomedical documents given
an input context. RAMSES comprises a biomedical bi-
encoder and a generative aggregator. The bi-encoder
retrieves and scores salient documents related to an
input context. Then, the aggregator is conditioned by
the context along with these latent documents to de-
code the summary by marginalizing the token proba-
bility distribution weighted by their relevance score.

We assess RAMSES in two biomedical CA-MDS
tasks: (i) producing SLRs on the MS2 dataset (DeY-
oung et al., 2021) and (ii) answering frequently asked
questions (FAQs) about Covid-19 on our proposed
dataset FAQSUMC19.1 In detail, we collected 514
Covid-19 FAQs with high-quality expert-written ab-
stractive answers. Then, we augmented each in-
stance with 30 supporting scientific papers contain-
ing needed information to answer the question, yield-
ing 15,420 articles. Notably, FAQSUMC19 has two
essential features: (i) it includes expert-authored ab-
stractive answers unlike other related datasets that use
extractive targets (Rajpurkar et al., 2018); (ii) it is the
first CA-MDS dataset for Covid-19, becoming a cru-
cial benchmark for producing multi-document sum-
maries to answer questions on Covid-19 with the sup-
port of updated related biomedical papers.

We accomplish extensive experiments, showing
that RAMSES achieves new SOTA performance on the
MS2 dataset and outperforms previous solutions on
FAQSUMC19, whose inferred answers are also rated
as of more quality by human experts.

2 RELATED WORK

NLP for Biomedical Documents. Much recent work
in NLP has concentrated on the biomedical domain
(Domeniconi et al., 2016; Moro and Masseroli, 2021),
including CA-MDS (DeYoung et al., 2021), which
can decrease the burdens on medical workers by high-
lighting and aggregating key points while reducing
the amount of information to read. Previous contri-
butions focused on the automatic generation of SLRs.
In detail, cutting-edge solutions rely on three differ-
ent neural architectures: (i) transformer-based mod-
els with linear complexity in the input size thanks to
sparse attention (Beltagy et al., 2020), which concate-
nate the input context along with all documents in
the cluster producing a single source sequence; (ii)
quadratic transformers with Fusion-in-Decoder (Izac-
ard and Grave, 2021b), which join the hidden states

1https://github.com/disi-unibo-nlp/faqsumc19

of documents after encoding them individually; (iii)
marginalization-based decoding augmented by frozen
retrievers (Moro et al., 2022a), which first pinpoints
salient documents w.r.t. a query and separately pro-
duces a single summary by summing the probability
distribution of the inferred token for each document.

MDS Solutions in other Domains. Flat ap-
proaches with MDS-specific pre-training (Xiao et al.,
2022) concatenate the sources in a single text, treating
MDS as a single-input task. Hierarchical approaches
merge document relations to obtain semantic-rich
representations by leveraging graph-based methods
(Amplayo and Lapata, 2021) and multi-head pool-
ing and inter-paragraph attention (Jin et al., 2020).
Marginalization-based approaches (Hokamp et al.,
2020) apply marginalization to the token probabil-
ity distribution at decoding time to produce a sin-
gle output from many inputs. Two-stage approaches
(Liu and Lapata, 2019) adopt different strategies to
rank sources before producing the summary. Unlike
prior works, RAMSES is trained in end-to-end learn-
ing to retrieve salient text across biomedical articles
and marginalize the probability distribution of the la-
tent extracted information at decoding time.

Covid-19 Datasets. With the Covid-19 appear-
ance, thousands of papers have been released quickly.
To aid experts access this knowledge, large organiza-
tions collected corpora like CORD-19 (Wang et al.,
2020) and LITCOVID (Chen et al., 2021), fostering
the proposal of task-specific datasets. COVID-QA
(Möller et al., 2020) study question-answering using
annotated pairs extracted from 147 papers. COVID-
Q (Wei et al., 2020) collects 16,690 questions about
Covid-19, classifying them into 15 categories. (Po-
liak et al., 2020) scrapped over 40 trusted websites of
FAQs about Covid-19, creating a collection of 2100
questions. (Zhang et al., 2021) and (Sun and Se-
doc, 2020) proposed two datasets for FAQ retrieval,
where user queries are semantically paired with ex-
isting FAQs. FAQSUMC19 fills this gap, introduc-
ing the first CA-MDS dataset for answering Covid-19
FAQs by summarizing multiple related studies.

3 PRELIMINARY

We provide details about the task of context-aware
multi-document summarization (CA-MDS).

Definition. CA-MDS aims to assemble a sum-
mary from a cluster of related articles given an in-
put context—analogous to the query in query-focused
summarization (Vig et al., 2022). Yet, unlike FAQ an-
swering, the SLR generation does not consider ques-
tions. Thus, we define the task we face as CA-MDS.
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Figure 2: The overview of RAMSES. The input comprises a biomedical context and multiple related studies that are encoded
by two different BIOBERT models. Then, we compute the relevance score of each document conditioned by the context.
Finally, the top-k most salient documents are concatenated with the context and given to a BART model that marginalizes their
token probability distribution, weighted by the relevance scores, at decoding time.

The biomedical tasks we address in this work—
such as SLR generation and FAQ answering—are
CA-MDS tasks because they both have an input con-
text (i.e., the research issue in SLRs and the human
question in FAQs) and many topic-related documents
from which produce the output.

Problem Formulation. In the CA-MDS setting,
we have (c,D,y), where c is the input context, D is
the cluster of topic-related documents, and y is the
target generated from D given c. Formally, we want
to predict y from {c,d1, ...,dn|d ∈ D}.

4 METHOD

The end-to-end learning of RAMSES allows its coop-
erating modules to jointly retrieve and aggregate key
information across sources in one output (Figure 2).

Given the context c and documents D, our method
first generates relevance scores over D with a biomed-
ical DPR-based solution (Karpukhin et al., 2020):

pβ,θ(d ∈ D|c) = (Encβ(d)⊕Encθ(c)) (1)

where Encβ and Encθ are two different BIOBERT-
base models trained to produce a dense representa-
tion of documents and the context (Papanikolaou and
Bennett, 2021), respectively, ⊕ is the inner product
between them, and p(d|c) is the relevance score as-
sociated to the document d given c. Thus, our solu-
tion finds the most top-k relevant texts according to c.
Then, given c and each d ∈ top-k, a BART-base model

(Lewis et al., 2020) draws a distribution for each next
output token for each d, before marginalizing:

p(y|c,D) =
N

∏
z

∑
d∈top-k

pθ(d|c)pγ(yz|d
′
,y1:z−1) (2)

where d
′
= [c, tok,d] is the concatenation of c

and d ∈ top-k with a special text separator token
(<doc-sep>) to make the model aware of the textual
boundary, N is the target length, and pγ(yz|d

′
,y1:z−1)

is the probability of generating the target token yz
given d′ and the previously generated tokens y1:z−1.

We train our RAMSES model by minimizing the
negative marginal log-likelihood of each target with
the following loss function:

L =−∑
i

log p(yi|ci,Di) (3)

4.1 End-to-End Learning

The model (Equation 2) allows the gradient to back-
propagate to all modules. For clarity, we rewrite the
formula as a continuous function, as follows:

RAMSES(D,c) = ∑
(d j ,s j)

Bγ([c, tok,d j]) · s j (4)

top-k(D,c) = [(d1,s1), . . . ,(dk,sk)] (5)
s j = Encβ(d j)⊕Encθ(c) (6)

where (d j,s j) ∈ top-k and Bγ is BART.
The presence of s j in Equation 4 lets the gradient,

computed by minimizing the objective function, reach



Table 1: The question-cluster pairs’ quality with ROUGE-1
precision and BERTScore. Best values are bolded.

ROUGE BERTScore

Avg Max Min Avg Max Min

RANDOM 12.34 23.21 0.17 11.30 24.71 2.80
BM25 16.70 29.68 0.37 16.17 35.20 1.13
SUBLIMER 20.44 33.31 2.32 21.11 36.79 5.75

Encβ and Encθ. For this reason, the documents and
context embeddings are adjusted during the train to
improve the generated summary, making all modules
of our solution learn jointly in an end-to-end fashion.

5 FAQSUMC19 DATASET

We introduce a new dataset, FAQSUMC19, contain-
ing 514 FAQs related to Covid-19 with expert-written
abstractive answers, each supported by 30 scientific
paper abstracts, for a total of 15,420 articles. We
fetched from the Covid-19 FAQ section on WHO2

all question-answer pairs available. We then aug-
mented each instance with 30 Covid-19 scientific ar-
ticles strictly related to the question from the up-
dated version of the CORD-19 dataset (Wang et al.,
2020). Precisely, we experimented the selection of
the supporting papers with different information re-
trieval methods, such as a random baseline, BM25
(Robertson and Walker, 1994), and SUBLIMER (Moro
and Valgimigli, 2021). We used the concatenation be-
tween the question and the answer to retrieve the first
30 ranked documents in terms of semantic similarity,
creating a knowledge basis to support the answer gen-
eration. We finally split the dataset into 464 instances
for training (≈ 90%) and 50 for test (≈ 10%).

To assess the question-cluster pairs’ quality of
our dataset, we computed the content coverage with
ROUGE-1 precision (Lin, 2004) and BERTScore
(Zhang et al., 2020b) of the question-answer (q-a)
concatenation w.r.t. each document in the cluster, and
calculate the average score. So, we evaluate the syn-

Table 2: The datasets used for evaluation (FAQSUMC19 is
our proposed dataset). Statistics include dataset size and the
average (i) number of source (S) documents per instance,
(ii) number of total words in S and target (T) texts, and (iii)
S-T compression ratio of words (Grusky et al., 2018).

S T S → T

Dataset Samples Docs Words Words Comp

MS2 15,597 23.30 9563.95 70.81 135.06
FAQSUMC19 514 30 5635.50 139.06 40.53

2https://www.who.int/emergencies/diseases/novel-
coronavirus-2019/question-and-answers-hub

tactic and semantic overlap between q-a and the sup-
porting texts. Table 1 reports the results and reveals
that SUBLIMER achieves the best scores, as expected.

6 EXPERIMENTS

6.1 Experiment Setup

Datasets. Table 2 reports the statistics of datasets
used to test RAMSES on different biomedical tasks:
MS2 (DeYoung et al., 2021) consists of 15,597 in-
stances derived from the scientific literature. Each
sample is composed of: (i) the background statement,
which describes the context research issue, (ii) the tar-
get statement, which is the summary to generate, and
(iii) the studies, which are the abstracts of biomedical
documents that contain the needed information for the
research issue. FAQSUMC19 is our proposed dataset
that comprises 514 FAQs related to Covid-19 with
expert-written abstractive answers, each supported by
30 scientific paper abstracts.

Baselines. We compare RAMSES with SOTA so-
lutions: BART-FID (DeYoung et al., 2021), which
is BART with the Fusion-in-Decoder strategy (Izac-
ard and Grave, 2021b), encodes all sources individ-
ually and combines their hidden states before decod-
ing. LED-GAQ (DeYoung et al., 2021), which is LED
(Beltagy et al., 2020) with global attention on the
input query, concatenates all texts in a single input
up to 16,384 tokens. DAMEN (Moro et al., 2022a),
a retrieval-enhanced solution with a marginalization-
based decoding, discriminates important snippets
from the cluster with a frozen BERT-based model and
marginalizes their probability distribution during de-
coding. PRIMERA (Xiao et al., 2022), which is LED
pre-trained with a multi-document summarization-
specific objective, concatenates the texts with a spe-
cial separator token up to 4096 tokens in size.

Evaluation Metrics. We use ROUGE-1/2/L (Lin,
2004) to assess fluency and informativeness. We also
adopt R (Moro et al., 2023a) as an aggregated judg-
ment that considers the variance of ROUGE scores.
Finally, we accomplish qualitative analysis to fill the
superficiality of automatic evaluation measures.

Implementation. We fine-tune the models using
PyTorch and the HuggingFace library, setting the seed
to 42 for reproducibility. RAMSES is trained on one
NVIDIA RTX 3090 GPU of 24 GB memory from an
internal cluster for 1 epoch with a learning rate of 3e-5
on MS2 and for 3 epochs with a learning rate of 1e-5
on FAQSUMC19. For decoding, we use beam search
with 4 beams and the following min-max target size:
32-256 for MS2 and 100-256 for FAQSUMC19.



Table 3: Performance of models on MS2 and FAQSUMC19 evaluation datasets. Best scores are in bold.

MS2 FAQSUMC19

Model R-1 f 1 R-2 f 1 R-L f 1 R R-1 f 1 R-2 f 1 R-L f 1 R

Baselines
LED-GAQ 26.89 8.91 20.32 18.60 25.55 4.42 13.77 14.47
BART-FID 27.56 9.49 20.80 19.18 20.26 5.59 14.84 13.51
DAMEN 28.95 9.72 21.83 20.04 23.81 3.50 13.03 13.35
PRIMERA 30.07 9.85 22.16 20.55 25.04 3.64 13.00 13.79

Our
RAMSES 31.83 10.44 22.19 21.32 30.18 7.31 15.67 17.56

Table 4: ROUGE F1 scores (R-1, R-2, R-L) on MS2 on
evaluating RAMSES with different generator checkpoints (B
and L stand for base and large, respectively) and k docu-
ments retrieved at training time. OOM means “GPU out of
memory exception”. Best results are bolded.

MS2

k BART-B BART-L PEGASUS-L

3 31.14/9.78/21.43 31.93/10.40/21.96 27.83/7.27/18.93
6 31.12/9.88/21.68 31.97/10.58/22.15 28.71/8.26/19.39
9 31.81/10.30/22.13 31.00/10.17/21.76 28.61/8.32/19.35
12 31.15/10.14/21.58 31.10/10.09/6.52 27.58/7.30/18.51
15 30.94/9.82/21.39 31.72/10.53/21.90 OOM
18 31.36/10.20/21.75 31.81/10.43/21.87 OOM

6.2 Results

Table 3 reports the performance of models on the two
evaluation datasets. RAMSES yields better scores,
suggesting that the retrieve-and-marginalize end-to-
end learning is more effective than prior SOTA ap-
proaches on both biomedical CA-MDS tasks.

6.2.1 The Impact of k

As our method relies on learning to select the best top-
k relevant documents from the cluster, the value of k
is crucial for model performance and GPU memory
occupation. Therefore, we analyze the impact of k on
model performance by experimenting with a different
number of documents to retrieve: 3, 6, 9, 12, 15, 18.
Table 4 reports a slight performance improvement as
k increases until a threshold is reached (e.g., k = 9 for
BART-base), indicating that the marginalization ap-
proach with more documents helps to produce better
ROUGE scores. However, a high k (i.e., k ≥ 12) can
also increase information redundancy and contradic-
tion, lowering the final performance.

Table 4 also lists the results of different models on
single text summarization as the aggregator’s check-
point, such as BART and PEGASUS (Zhang et al.,
2020a). We notice that BART-large achieves bet-
ter ROUGE scores, although PEGASUS is the largest
model. Yet, as BART-base achieved a slightly lower
result despite the noticeably fewer trainable parame-

Table 5: The results of RAMSES on MS2 by varying k at
inference time and on FAQSUMC19 by varying k at training
time. Best scores are bolded.

MS2 FAQSUMC19

k R-1 f 1 R-2 f 1 R-L f 1 R-1 f 1 R-2 f 1 R-L f 1

3 30.98 9.75 21.48 29.32 7.05 15.71
6 31.49 10.14 21.94 28.69 6.51 15.20
9 31.81 10.30 22.13 28.74 6.83 15.44
12 31.83 10.44 22.19 30.18 7.31 15.67
15 31.73 10.36 22.10 29.14 6.65 15.26
18 31.72 10.39 22.04 29.06 6.89 15.31

ters, we chose to use it for all experiments. Therefore,
we tested the best checkpoint of BART-base trained
with k = 9 with a different k at inference time on
MS2. Table 5 reports that the best performance has
been achieved with k = 12. Furthermore, Table 5 also
shows the results on FAQSUMC19 with a different k
at training time, revealing a similar trend to MS2.

Memory Requirements. Figure 3 shows the
memory complexity at training time of RAMSES for
each k. We notice that the memory occupation is lin-
ear w.r.t. k, indicating that our solution is not compu-
tationally expensive, even for large clusters.

6.3 Ablation Studies

Table 6 reports the ablation studies on MS2 using
RAMSES with BART-base and k = 9 with the same
hyperparameter settings for all experiments.
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Figure 3: The RAMSES’s GPU memory requirements by
varying k at training time.



Table 6: The ablation studies on MS2. We gradually re-
move each module of RAMSES to show the performance
drop. Best scores are in bold.

MS2

R-1 f 1 R-2 f 1 R-L f 1 R

RAMSES 31.83 10.44 22.19 21.32
w/o context-first 31.57 10.26 21.89 21.08
w/o trained-retrieval 31.24 10.03 21.77 20.86
w/o inner-product 31.12 10.10 21.82 20.86
w/o token-sep 31.03 10.12 21.77 20.82
w/o bi-encoder 31.47 9.88 21.52 20.79
w/o context 25.26 5.33 17.37 15.88

Excluding the input context from the input con-
catenation to give to the generative aggregator (w/o
context) leads to the most significant decrease in per-
formance. Indeed, the context is the research question
shared by all documents in the cluster, so it contains
important information for the final summary.

Training a single model to encode both the con-
text and documents (w/o bi-encoder), i.e., using a
shared BIOBERT model, decreases performance. In-
deed, since the context and the documents have two
different purposes (i.e., we need the context to select
context-related documents), two models are needed
to specialize and differentiate the text representation.
Furthermore, despite the similarity of the two tasks,
they are different for two main reasons: (i) the context
is relatively shorter than the documents in the cluster
and (ii) the concept expressiveness is denser in the
context than in the more verbose documents.

Removing the token separator <doc-sep> be-
tween the context and document (w/o token-sep) de-
creases performance. Indeed, this token is needed to
make the model aware of the textual boundary be-
tween the context and the documents.

Using cosine similarity instead of the inner prod-
uct (w/o inner-product) to score the documents
against the input context achieves worst results.

Freezing Encβ (w/o trained-retrieval) decreases
performance, highlighting the helpfulness of end-to-
end learning to let the model select more informative
documents in the cluster.

Switching the context with the documents in the
input concatenation (w/o context-first) decreases per-
formance, indicating that the context at the beginning
of the input helps the generative aggregator to focus
better on how to join context-related information.

6.4 Human Evaluation

Considering the drawbacks of automatic metrics such
as ROUGE (Fabbri et al., 2021), which is still the
standard for evaluating text generation, we qualita-
tively assessed the inferred FAQs answers of the en-

Table 7: The human evaluation on FAQSUMC19 with inter-
annotator agreement (IAA) using WHO ground-truth an-
swers and the inferred ones by RAMSES and LED-large.
A>B means how many times the generated answer from A
was scored higher than B.

Human Evaluation

RAMSES>LED RAMSES>WHO LED>WHO

Evaluator 1 84% 0% 0%
Evaluator 2 72% 20% 14%
Evaluator 3 72% 2% 0%

AVG 76% 7.33% 4.67%
IAA 46% 80% 86%

tire FAQSUMC19 test set with three domain experts
with master degrees in medical and biological areas.

Instructions. We gave evaluators a table, with
each row containing the question and three possible
answers in random order: (i) the “gold” from WHO,
(ii) the prediction of RAMSES, and (iii) the predic-
tion of LED-large (the second-best model on FAQ-
SUMC19 according to R ). Each expert was asked to
order the answers according to how thoroughly they
answered the question, primarily focusing on factual-
ity. For fairness, we did not inform evaluators about
the answers’ origins and the test’s goal. Overall, ex-
perts completed the task in two days, reporting no dif-
ficulty in ordering the 50 answers.

Results. Evaluation results, reported in Table 7,
show that our method produces better informative ab-
stractive answers to a given open question than a lin-
ear transformer with sparse attention. Precisely, ex-
perts rated 76% of the answers from our solution to be
better than LED’s ones, with an inter-annotator agree-
ment of 46% (meaning that 46% of the time all three
evaluators agree). Moreover, evaluators also found
that 7.33% of the answers inferred by our RAMSES
model are more informative than the “gold” from
WHO. Nevertheless, the model generations are still
far from being informative as the “gold” answers,
indicating the limitations of current neural language
models on FAQSUMC19.

7 CONCLUSION

In this paper, we introduced RAMSES, a retrieve-
and-marginalize end-to-end learning solution for CA-
MDS of biomedical studies. Through multiple ex-
periments on two biomedical datasets (including our
proposed FAQSUMC19 for Covid-19 FAQ answer-
ing), we found that RAMSES outperforms SOTA mod-
els, even though there is still significant room for im-
provement, as suggested by human assessments. We
hope this work can foster research toward new reli-



able solutions for biomedical applications.
For future works, we indicate investigating: (i)

memory-based operations from unsupervised ap-
proaches for classes extraction (Domeniconi et al.,
2014; Domeniconi et al., 2015; Domeniconi et al.,
2017; Moro et al., 2018) and entity relationships
acquisition (Frisoni et al., 2020; Frisoni and Moro,
2020) to avant-garde semantic parsing solutions such
as event extraction (Frisoni et al., 2021; Frisoni et al.,
2022c) and abstract meaning representation (Frisoni
et al., 2022a; Frisoni et al., 2023); (ii) retrieval-
enhanced techniques (Moro et al., 2022b; Frisoni
et al., 2022b). New directions should consider involv-
ing novel graph representation learning methods (Fer-
rari et al., 2022; Frisoni et al., 2022d). Lastly, as pro-
posed for communication networks (Monti and Moro,
2008; Lodi et al., 2010; Moro and Monti, 2012; Cer-
roni et al., 2013; Cerroni et al., 2015), tracking and
propagating knowledge refinements across sentences
could be critical when tackling extended sequences.
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