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ABSTRACT: Measurements made in the Columbia River basin (Oregon) in an area of irregular terrain during the second
Wind Forecast Improvement Project (WFIP2) field campaign are used to develop an optimized hybrid bulk algorithm to predict
the surface turbulent fluxes from readily measured or modeled quantities over dry and wet bare or lightly vegetated soil surfa-
ces. The hybrid (synthetic) algorithm combines (i) an aerodynamic method for turbulent flow, which is based on the transfer
coefficients (drag coefficient and Stanton number), roughness lengths, and Monin–Obukhov similarity; and (ii) a modified
Priestley–Taylor (P-T) algorithm with physically based ecophysiological constraints, which is essentially based on the surface
energy budget (SEB) equation. Soil heat flux in the latter case was estimated from measurements of soil temperature and soil
moisture. In the framework of the hybrid algorithm, bulk estimates of the momentum flux and the sensible heat flux are derived
from a traditional aerodynamic approach, whereas the latent heat flux (or moisture flux) is evaluated from a modified P-T
model. Direct measurements of the surface fluxes (turbulent and radiative) and other ancillary atmospheric/soil parameters
made during WFIP2 for different soil conditions (dry and wet) are used to optimize and tune the hybrid bulk algorithm. The
bulk flux estimates are validated against the measured eddy-covariance fluxes. We also discuss the SEB closure over
dry and wet surfaces at various time scales based on the modeled and measured fluxes. Although this bulk flux
algorithm is optimized for the data collected during the WFIP2, a hybrid approach can be used for similar flux-tower
sites and field campaigns.

KEYWORDS: Atmosphere-land interaction; Fluxes; Heat budgets/fluxes; Water vapor; Parameterization

1. Introduction

Determination of momentum, heat, and mass exchange
between the atmosphere and the underlying surface is a central
problem of atmospheric boundary layer (ABL) research. Under-
standing and proper parameterization of the surface turbulent
fluxes (e.g., flux–profile relationships) is of obvious relevance for
the modeling of the coupled atmosphere–land/ocean system,
including climate modeling, weather forecasting, environmental
impact studies, and many other applications. It should be noted
that with the exception of direct numerical simulations the sur-
face fluxes are always subgrid-scale processes that cannot be
explicitly resolved and must be parameterized, regardless of how
high the resolution of a numerical model is. At present, in almost
all numerical models, from local and mesoscale to global models
(i.e., in weather prediction and climate models), turbulence fluxes
are parameterized using Monin–Obukhov similarity theory
(MOST) or/and a bulk flux algorithm.

A direct application of the turbulent energy fluxes is the
net surface energy budget (SEB). An accurate determination
of energy balance closure and all components of the SEB at
the air–surface interface are required in a wide variety of
applications including atmosphere–land/snow simulations and
validation of the surface fluxes predicted by numerical models
over representative spatial and temporal scales.

Recently, progress has been made in our understanding of the
turbulent mixing and development of bulk schemes over, more
or less, horizontally homogeneous surfaces such as the open
ocean (e.g., the COARE bulk flux algorithm by Fairall et al.
1996, 2003) and snow-covered sea ice (e.g., the SHEBA bulk tur-
bulent flux algorithm by Andreas et al. 2010a,b). Because of the
complexity of vegetated and bare (or lightly vegetated) surfaces,
an equivalent progress in development of simplified bulk algo-
rithms over land is not as straightforward as in the case of the
over water or snow/ice but appears feasible in this case. In this
study, surface fluxes (turbulent and radiative) and other ancillary
atmospheric and soil data collected in the Columbia River Gorge
area near Wasco, Oregon, during 2016–17 within the second
Wind Forecast Improvement Project (WFIP2), are used to
develop a hybrid bulk flux algorithm utilizing the available
WFIP2 experimental data.

The novelty of the present study is to develop a hybrid
or synthetic (in the sense of “combination”) bulk approach
to predict the surface turbulent fluxes from tower-based
measurements. Traditional bulk flux schemes (e.g., the
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COARE and SHEBA algorithms) derive all three turbulent
fluxes (momentum, sensible, and latent heat) in the same way.
The hybrid bulk flux algorithm developed in this study derives
the turbulent fluxes of momentum and sensible heat from the
traditional aerodynamic method for the turbulent flow (similar to
the COARE and SHEBA algorithms), whereas the latent heat
flux is estimated from a method that is essentially based on the
conservation of energy principle (i.e., the surface energy balance
at the surface–atmosphere interface). Although our bulk flux
algorithm is based on the WFIP2 data, the hybrid approach
developed here can be applied to similar tower-based measure-
ments over land to predict the turbulent fluxes.

The paper is organized as follows: Section 2 contains infor-
mation about the observation site, instrumentation, and data-
set collection. Section 3 provides a formal background for
measuring and modeling surface fluxes including the SEB clo-
sure problem and traditional bulk flux approach. In section 4,
we develop and verify a hybrid bulk flux algorithm for com-
puting surface fluxes from readily measured or modeled dur-
ing WFIP2 bulk quantities. The conclusions are summarized
in section 5. Some material presented in the current study, for
example, associated with the description of the observation
site, instrumentation, and data (section 2), is partially
repeated here from Grachev et al. (2020). Both studies use
the same WFIP2 dataset but for different problems.

2. Observation site, instrumentation, and data

This study analyzes and discusses the data collected during a
10-month-long portion of the WFIP2 field campaign (for details,
see Bianco et al. 2019; Olson et al. 2019; Shaw et al. 2019; Wilc-
zak et al. 2019). Grachev et al. (2020) described the measurement
site, instruments, various observations, data processing etc. in
detail. Here we provide some relevant information about the tur-
bulent and profile measurements in the near-surface atmosphere
and soil layer during theWFIP2 project.

The WFIP2 field campaign took place in an area of irregu-
lar terrain along the Columbia River Gorge in eastern Oregon
and Washington states (Fig. 1). Here we use measurements of
30-min averaged surface fluxes and basic meteorological/soil
parameters from the Physics Site 1 tower (PS01) located near
Wasco. The PS01 study area encompasses relatively flat plain
(e.g., Fig. 2) and a ridge (e.g., Grachev et al. 2020, their Fig. 2)
sited in irregular terrain of moderate complexity. The ridge is
aligned approximately in a west–east direction. The instru-
ments at the PS01 site (Figs. 1 and 2) were deployed in an
area similar to a high-resolution model grid cell for observing
subgrid-scale turbulent processes (Shaw et al. 2019). Accord-
ing to Grachev et al. (2020, their Fig. 3b), prevailing winds
observed at PS01 site have a bimodal distribution with the
two dominant wind directions ≈1808 apart (easterly and west-
erly winds). These predominant winds generally blow paral-
lel to the ridge and not frequent southerly wind directions
are generally associated with lights winds. Turbulent fluxes
and other ancillary atmospheric data at the PS01 site were
measured continuously on a 10-m meteorological tower at
3- and 10-m levels (Fig. 2) from 24 June 2016 to 1 May 2017,
yeardays (YD) 176–487 with respect to 1 January 2016
UTC. Each level was instrumented with identical fast-response

FIG. 1. Elevation map showing the Physics site with terrain con-
tours. Red dots are wind turbine locations; yellow stars are instru-
mented towers (3–20 m tall). The leftmost yellow star in the center
indicates location of the 10-m PS01 flux tower. Oblique red lines
indicate the angle of flow unobstructed by wind turbines for the
prevailing westerly wind direction.

FIG. 2. View of the 10-m PS01 flux tower showing the lower
(3-m) measurement level during summer conditions (23 Jun 2016).
The two radiation masts for measurements of the downwelling and
upwelling radiation are located right behind the flux tower in this
photo.
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three-axis sonic anemometers sampling wind velocity and sonic
temperature at 20 Hz (R.M. Young Model 81000) and
Rotronics HC2S3 temperature and relative humidity probes
(T/RH, sampling frequency5 1 Hz). The HC2S3 probes were
housed in ventilated radiation shields. A fast-response (20 Hz)
infrared gas analyzer (LI-7500) was collocated at 3-m height
with the lower sonic anemometer. The mean wind speed and
wind direction were derived from the sonic anemometers
using the ordinary planar-fit method rotation of the coordi-
nate system proposed by Wilczak et al. (2001). Several data-
quality indicators based on objective and subjective methods
have been applied to the original flux data to remove spurious
or low-quality records (e.g., Bariteau et al. 2010; Grachev et al.
2011, 2015; Blomquist et al. 2014, and references therein).
Specifically, turbulent data have been edited for unfavorable
relative wind direction for which the tower was upwind of the
sonic anemometers, nonstationarity, minimum or/and maxi-
mum thresholds for the turbulent statistics, etc. In particular,
sonic anemometer data based on the planar-fit procedure
were flagged as bad if the mean vertical velocity component
differed by more than 0.2 m s21 from the plane. For example,
after data-quality control screening, the number of data points
for sensible heat HS and latent heat HL fluxes measured at the
3-m level during the entire WFIP2 field campaign decreased to
≈90.2% and ≈79.6% of the original amount, respectively.

Measurements of soil temperature and moisture were made
at five levels located nominally at 5-, 10-, 20-, 50-, and 100-cm
depths below the ground surface approximately 5 m from the
flux tower. Note that no direct measurements of surface soil
heat flux with a heat flux plate were performed at this site.
The soils at the WFIP2 Physics Site PS01 are primarily well-
drained silt (73%), with minor components of sand (14%),
and clay (13%) and average 152 cm in depth before reaching
harder rock. In general, the underlying surface at the PS01
site can be described as bare and/or short vegetation surface
(cf. Cuxart and Boone 2020, their Fig. 1). The downwelling
and upwelling shortwave and infrared radiation was measured
from two radiation masts located near the flux tower by Epp-
ley pyranometers and pyrgeometers, respectively (Fig. 2). The
“slow”-response data used in this study (T/RH, solar radia-
tion, soil temperature and moisture) are based on 1-Hz raw
measurements that were averaged over 1-min time intervals.

The time series of half-hour averaged surface fluxes and
basic meteorological variables to describe weather and soil
conditions, surface fluxes, and other relevant variables as
observed during the entire WFIP2 field campaign for the
period 24 June 2016 to 1 May 2017 (YD 176–487 with respect
to 1 January 2016 UTC) can be found in Grachev et al. (2020,
Figs. 3–6). Similar to Grachev et al. (2020, section 4.1), in this
study we sort the data into dry and wet categories (the soil
moisture content below is the volumetric soil moisture):

(i) Dry bare (or lightly vegetated) soil surfaces, if the soil
temperature at 5-cm depth is .18C and the volumetric
soil moisture at 5-cm depth is #0.07.

(ii) Wet bare (or lightly vegetated) soil surfaces, if the soil
temperature at 5-cm depth is .18C and the volumetric
soil moisture at 5-cm depth is .0.07.

According to our data, dry and wet surfaces for this
location and for the considered time intervals are generally
associated with the volumetric soil moisture at 5-cm
depth under 0.05 and above 0.15, respectively (Grachev
et al. 2020, Fig. 4b). Range between 0.05 and 0.15 can be
considered as a transition interval. However, our data show
that the surface soil moisture increases rapidly during
approximately two days around YD 291 with the onset of
the rainy season (Grachev et al. 2020, Figs. 4b–d). Thus,
transition from the dry soil case to the wet-soil case has
occurred within a fairly short period of time and, for this
reason, the choice of any value from the transition range as
a threshold (e.g., 0.07) has little or no effect on the final
results.

The original 10-month-long in situ data often contain gaps
(Grachev et al. 2020, Figs. 3–6). To calibrate and verify the bulk
flux algorithm over different soil conditions, we use in this study
a 30-day-long uninterrupted time series of relatively good data
separately for dry and wet soil conditions (WFIP2 “golden
files”) described by Grachev et al. (2020, section 4.4). Data
collected during yeardays 240–270 (27 August–26 September
2016) provide an illustrative example of surface meteorology
and surface fluxes observed at the WFIP2 Physics site PS01
for dry soils. Similarly, the 30-day-long time period from
25 March to 24 April 2017 (YD 450–480 with respect to
1 January 2016) was selected to analyze data over wet soil
surfaces.

Figures 3–6 show continuous monthly (30-day-long) records
of the surface fluxes and surface meteorology for dry and wet
soils, respectively. The data presented in Figs. 3–6 and some
other ancillary information for these time periods are used in
this study to test the bulk algorithm. Additionally, the time
series of the SEB components (the net radiation, the sum of
the sensible and latent heat fluxes, the SEB residual) over dry
and wet soils for the same time periods as in Figs. 3–6 in the
current study can be found in Grachev et al. (2020, Figs. 10
and 11). Thereby, we use a subset of the data analyzed in our
previous study (Grachev et al. 2020), though of a higher
quality.

As expected, variations of the air temperature, topsoil
temperature, and the turbulent energy fluxes HS and HL

have a pronounced diurnal cycle (Figs. 3–6). We note dif-
ferent behavior of HS and HL for different soil conditions.
According to Figs. 4a and 6a, values of the half-hourly HS

at local noon are generally larger for drier than for wetter
soils, whereas the situation with HL is obviously opposite.
The turbulent flux of the latent heat shown in Fig. 4b is
small over dry soil surfaces indicating that evaporation is
negligible for drier than for wetter soils (cf. Fig. 6b). Fur-
thermore, diurnal variations of HL are much less evident
in the case of dry soil conditions (Fig. 4b). Note also that
in general the soil moisture increases with increasing
depth for dry soils (Fig. 3d) and vice versa for wet soils
(Fig. 5d).

Other details regarding the observation site, the instru-
mentation, and the data can be found in Grachev et al.
(2020).
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3. Measuring and modeling surface fluxes

The turbulent fluxes of momentum t (or magnitude of the
wind stress), sensible heat HS, and latent heat HL can be esti-
mated by the eddy-correlation method according to

τ 5 ru2* , (1)

HS 5 cprw′u′ 52cpru*u*, (2)

HL 5 Lerw′q′ 52Leru*q*, (3)

where r is the mean air density, u is the air potential tempe-
rature, q is the air specific humidity, cp is the specific heat
capacity of air at constant pressure, Le is the latent heat

of evaporation of water, u2* 5
�����������������������
w′u′( )2 1 w′y′( )2

√
(u* is the

friction velocity), u* 52w′u′=u* and q* 52w′q′=u∗ are the
temperature and the specific humidity scales, respectively.
Here w is the vertical velocity component, the prime (′)
denotes fluctuations about the mean value, and an overbar is
an averaging operator (half an hour in this study). Note that
in Eq. (1), t is based on the both longitudinal (or down-
stream), tx 52rw′u′ , and the lateral (or crosswind),
ty 52rw′y′ , components of wind stress (see Grachev et al.
2011 for discussion).

a. SEB closure

Knowledge of the surface energy fluxes (2) and (3) is con-
sidered fundamental to the SEB. Typically, the SEB equation
accounts for energy inputs and outputs at the infinitesimal
interface between atmosphere and land and it is assumed that
the energy budget must balance; that is, the SEB equation is a

FIG. 3. A 1-month (30 day) time series of (a) wind speed, (b) air temperature, (c) soil temperature, and (d) volumetric soil moisture
observed at the WFIP2 Physics site PS01 during YD 240–270 (27 Aug–26 Sep 2016). The data are based on half-hour averaging.
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balance equation. Thus, the classical formulation of the SEB
equation is

HS 1 HL 1 G 5 Rnet, (4)

where G is the soil heat flux, Rnet is the net radiation defined
as the balance between downwelling and upwelling SW and
LW radiation:

Rnet 5 SWdown 2 SWup 1 LWdown 2 LWup: (5)

Note that unlike the momentum flux t (1), the turbulent
energy fluxes HS and HL are highly correlated with the net
radiation Rnet due to the SEB equation (e.g., Grachev et al.
2020, Fig. 8), providing an objective approach for a land sur-
face model or numerical models of the climate system to esti-
mate missing terms (e.g., HS or HL) as the residual of the

others based on (4), which is traditionally considered to have
to be closed (e.g., Cuxart et al. 2015, and references therein).
A similar approach is used in soil–vegetation–atmosphere
transfer schemes where the surface energy fluxes are esti-
mated from thermal infrared data (i.e., radiometric surface
temperature) and SEB, Eq. (4) (e.g., Priestley and Taylor
1972; Su 2002; Kustas et al. 1993, 2004; Yao et al. 2015, and
references therein). In the next section, we develop a method
of estimatingHL on the basis of the surface energy balance.

In practice, the soil heat flux G in (4) can be measured at
some reference depth z below the ground surface by a heat flux
plate or estimated from soil temperature profile measurements
using Fourier’s law of heat conduction (gradient method):

G z( ) 52l
TS

z
, (6)

FIG. 4. A 1-month (30 day) time series of (a) sensible heat flux measured at 3 and 10 m, (b) latent heat (water vapor) flux measured at
3 m, (c) shortwave (SW) downwelling and upwelling radiation, and (d) longwave (LW) downwelling and upwelling radiation observed at
the WFIP2 Physics site PS01 during YD 240–270 (27 Aug–26 Sep 2016). The data are based on half-hour averaging.
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where l is the thermal conductivity of the soil and TS/z is
the vertical temperature gradient of the soil temperature TS.
Traditionally, TS/z in the soil layer Dz is replaced by DTS/Dz
and Eq. (6) reduces toG(z) ≈2lDTS/Dz.

Surface energy balance closure in (4) is a formulation of the
conservation of energy principle at the interface and Eq. (4)
assumes an ideal case, when all the fluxes are measured at the
infinitesimal interface between the atmosphere and the soil
and it is a statement of how the net radiation [Eq. (5)] is bal-
anced by turbulent sensible [Eq. (2)], latent [Eq. (3)], and soil
[Eq. (6)] heat fluxes in the absence of other energy sources
and sinks. However, many studies reported that the surface
energy balance [Eq. (4)] is difficult to close at temporal scales
less than several hours (e.g., Wilson et al. 2002; Foken et al.
2006; Mauder et al. 2007, 2020; Oncley et al. 2007; Cava et al.
2008; Foken 2008; Jacobs et al. 2008; Higgins 2012; Leuning

et al. 2012; Stoy et al. 2013; Cuxart et al. 2015; Majozi et al.
2017; Gao et al. 2017a; Grachev et al. 2020, and references
therein). Direct measurements of energy budget at these
time scales (in particular, at half-hourly and hourly aver-
aged time scales) showed that in most cases the sum of the
turbulent fluxes of sensible and latent heat plus the ground
heat flux systematically is lower than the net radiation by
around 20%–30% during daytime and generally is higher
than the net radiation at night.

Because the fluxes cannot be measured at the surface and
the energy balance often cannot be closed based on experi-
mental data, the SEB in Eq. (4) is reformulated for a control
volume instead of at the interface of the two media (e.g.,
Foken et al. 2006; Mauder et al. 2020):

HS 1 HL 1 G 1 Res 5 Rnet, (7)

FIG. 5. As in Fig. 3, but for wet soils observed at the WFIP2 Physics site PS01 during YD 450–480 (25 Mar–24 Apr 2017). The data are
based on half-hour averaging.
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where “Res” is a residual term. Note, that Eq. (7) implies
now a two-layer (atmosphere and soil) column of finite thick-
ness (e.g., Foken 2008, his Fig. 1) where the turbulent fluxes
in (1)–(3) and the net radiation in (5) are measured at the
upper boundary plane whereas the soil flux is measured at
the lower boundary plane of the total layer, respectively. In
the general case, Res can be partitioned as the sum of an addi-
tional transport (vertical and horizontal) term through all
boundary planes, a total storage term in the two-layer column
(air and soil), and all other reasons unaccounted in (4), which
can be also responsible for the SEB imbalance. The storage
term in turn can be partitioned as a sum of storage of energy
in the air column due to radiative and/or sensible heat flux
divergence (the air enthalpy change), ground heat storage
above a near-surface reference point, radiation consumed in
photosynthesis (the photosynthesis flux), canopy heat storage
in biomass (the rate change in enthalpy of the vegetation), as

well as all other storage terms (e.g., Meyers and Hollinger
2004, Jacobs et al. 2008; Leuning et al. 2012, Masseroni et al.
2014).

A variety of factors (except of HS, HL, Rnet, and G) may be
responsible for the lack of SEB closure. For example, failure to
close the energy balance may be associated with storage of
energy in the air column due to radiative and/or sensible heat
flux divergence (the air enthalpy change), the ground heat stor-
age above a heat flux plate measurement level, the radiation
consumed in photosynthesis (the photosynthesis flux), the can-
opy heat storage in biomass (the rate change in enthalpy of the
vegetation), and other storage terms, for example, the atmo-
spheric moisture change and the canopy dew water enthalpy
change (e.g., Mauder et al. 2020). In addition, another com-
plexity of the SEB closure is associated with nonstationarity
(diurnal variations), even during a half-hour averaging period
(e.g., Garratt 1992). The diurnal cycle of solar radiation

FIG. 6. As in Fig. 4, but for wet soils observed at the WFIP2 Physics site PS01 during YD 450–480 (25 Mar–24 Apr 2017). The data are
based on half-hour averaging.
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modulates a sinusoidal variation in the ground surface heat flux
and diurnal thermal waves in the top soil layer. The impact of
the hysteresis effect in diurnal cycles and the effect of the wave
phase difference between different atmospheric and/or soil var-
iables on the SEB closure are discussed in number of studies
(e.g., Gao et al. 2017a, and references therein). It is generally
accepted that the underestimation of the sensible and latent
heat fluxes is associated with large-scale nonturbulent transport
mechanisms at low-frequencies such as boundary layer scale
eddies under convective conditions, mesoscale and submeso-
scale transport, secondary circulations etc. (Foken 2008;
Mauder et al. 2020). According to Grachev et al. (2020),
extending the averaging time consistently from half-hourly to
daily, weekly, monthly, seasonal, and subannual time scales
(311-day averaging for the entire WFIP2 field campaign) signif-
icantly reduces the SEB imbalance on average. Increasing the
averaging time to daily and longer time intervals substantially
reduces averaged ground heat flux and storage terms, because
energy locally entering the soil, air column, and vegetation in
the morning and during the first half of the day is released in
the afternoon, evening, and night.

b. Traditional bulk turbulent flux algorithm

In almost all numerical weather prediction and climate
models the turbulent fluxes of momentum t, sensible heat HS,
and latent heat HL, Eqs. (1)–(3), are estimated using MOST
or/and a bulk flux algorithm. In this study, we will use a bulk
formulation, which is in part based on the COARE bulk flux
algorithm derived for open ocean (Fairall et al. 1996, 2003),
and the SHEBA bulk flux algorithm developed for sea ice
conditions (Andreas et al. 2010a,b). We will use observations
from the WFIP2 Physics Site PS01 to evaluate bulk represen-
tations of the turbulent and ground fluxes, including the tur-
bulent surface stress t, because u* is required for surface layer
similarity theory that forms the basis of bulk turbulent flux
algorithms.

The turbulent fluxes are parameterized by bulk aerody-
namic relationships, which relate fluxes to mean properties of
the flow through the height-dependent transfer coefficients:
CD (the drag coefficient), CH (the Stanton number), and CE

(the Dalton number):

t 5 CDrSU, (8)

HS 5 CHcprSDu, (9)

HL 5 CELerSDq, (10)

Here, Du 5 (u0 2 ua) and Dq 5 (q0 2 qa), where subscripts
0 and a for the potential temperature u and the air specific
humidity q denote their surface (“skin,” z 5 0) and atmo-
spheric reference height values, respectively. It is often
assumed that the water vapor and other scalars (e.g., carbon
dioxide and methane) are transported similarly to the temper-
ature, that is, with the same efficiency (the Lewis analogy)
and, therefore, CH 5 CE. Note, that accurate estimation of
the transfer coefficients in (8)–(10) is a crucial problem of

air–sea–land interaction. The transfer coefficients depend on
stratification (atmospheric stability) and roughness lengths
(e.g., Fairall et al. 1996, 2003). Scalar-averaged wind speed S
in (8)–(10) is defined and discussed in the appendix.

4. Hybrid bulk algorithm and analysis of the WFIP2 data

Following the discussion in the section 3 and in the appendix,
turbulent fluxes are computed from (8)–(10) and (A4) via
an iteration because the transfer coefficients depend on the
MOST stability parameter z/L, which is computed from the
fluxes (see Fairall et al. 1996, 2003). The forms of (8)–(10)
apply well to reasonably statistically homogeneous surfaces
where an interfacial value of q0 can be unambiguously estab-
lished}oceans, lakes, ice, snow-covered surfaces, or water-
saturated soils where we can assume q0 is the water saturation
value at temperature u0. For dry and wet bare soils or simple
ground-hugging plant canopies, Eqs. (8) and (9) still work but
in general case in Eq. (10) does not apply because the surface
is not near saturation. Kondo et al. (1990) show that applica-
tion of Eq. (10) for parameterization of evaporation from
bare soil surfaces requires coupling with a special model of
molecular diffusion of water vapor in the surface soil pore
with the vapor being carried from the interior of the soil pore
to the land surface.

Various techniques to representHL over land surfaces have
been reported in the literature (see Garratt 1992; Foken 2017
for background). The most widely used model is the physi-
cally based Penman–Monteith (P-M) model (Penman 1948;
Monteith 1965; De Bruin and Holtslag 1982), which combines
the SEB and aerodynamic transport equations, assuming that
surface meteorological observations are available. An alterna-
tive approach, the Priestley–Taylor (P-T) algorithm, is rela-
tively simple and can be considered as a simplified P-M
method that avoids parameterizations of aerodynamic and
surface resistance without decreasing the accuracy of the HL

estimates (Priestley and Taylor 1972). Both the P-M and P-T
methods have been shown to give relatively low biases, partic-
ularly in comparison with the relatively poor accuracy of
other methods (Fisher et al. 2008).

The SEB Eq. (4), which is assumed to be closed, is the start-
ing point in the P-T model. The Bowen-ratio method and the
Clausius–Clapeyron equation are also used in the derivation
of the P-T relationship (e.g., Foken 2017). Although the origi-
nal P-T method (Priestley and Taylor 1972) was developed
for saturated surfaces, it has been widely extended to unsatu-
rated surfaces. Different modified P-T models are based on
parameters that relate the saturated and unsaturated surfaces
and parameterization of the atmospheric and resistance varia-
bles (“constraint functions”). Further discussion regarding
various modifications of the P-T model can be found in
De Bruin (1983), Fisher et al. (2008), Venturini et al. (2011),
Yao et al. (2013, 2014, 2015), and Hao et al. (2019) among
others. The P-T model stands for its simplicity and low data
requirements (e.g., where ground observations of aerody-
namic and surface resistance is not available) and for this
reason the P-T approach is widely used as a satellite-based
HL algorithm and remote sensing technology that enables
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estimation of the terrestrial HL at regional or global scales
(e.g., Fisher et al. 2008; Li et al. 2009; Venturini et al. 2011;
Yao et al. 2013, 2014, 2015). Further discussion, the state of
the art, and perspectives on determining evapotranspiration
by various methods (including MOST, P-M, and P-T
approaches) can be found in a review paper by Cuxart and
Boone (2020).

In this study, we follow a modified P-T model by Yao et al.
(2015) to estimate HL over dry and wet bare soils during the
WFIP2 field campaign. The approach by Yao et al. (2015)

combines the P-T method, which avoids the uncertainty
associated with the Dalton transfer coefficient and an effec-
tive surface relative humidity in (10) with physically based
ecophysiological constraints. According to a modified P-T
model by Yao et al. (2015), the latent heat flux HL can be
expressed as

HL 5 a
Ds

Ds 1 g
f e( ) Rnet 2 G( ), (11)

where Ds is the temperature derivative from the saturated
vapor pressure relationship (see Priestley and Taylor 1972 for
detail), g the psychrometric constant, f(e) the sum of the
weighted ecophysiological constraints, and a the P-T parame-
ter. According to Priestley and Taylor (1972), the empirical
parameter a in (11) equal to 1.26 on average for saturated sur-
faces. In general, the P-T parameter a varies with soil mois-
ture, the canopy resistance, thermal stratification, etc. and has
a diurnal cycle (e.g., De Bruin 1983; Lhomme 1997; Pereira

TABLE 1. The hybrid bulk flux algorithm parameters and
equations.

Flux variables Equations Coefficients Input variables

t, HS (A1), (A2), (A7) CD, CH U, u0, ua, qa
HL (8), (9) a, ki Rnet, G
G (12) l, rs, cpS u0, TS5

FIG. 7. Linear regression fit of half-hourly averaged covariance sensible heat flux normalized by cprU10nGf vs 10-m
neutral surface air temperature difference for (a) the dry soil golden files (YD 240–270, 27 Aug–26 Sep 2016) and (b)
the wet soil golden files period (YD 450–480, 25 Mar–24 Apr 2017). The green 3 symbols are data for 10-m neutral
wind speed greater than 1 m s21; for blue 1 symbols only wind speed greater than 4 m s21 are considered. The cyan
solid lines are regressions based on the half-hourly averaged values for wind speed greater than 1 m s21.
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2004; Cristea et al. 2013; Assouline et al. 2016; Cuxart and
Boone 2020). In particular, the P-T parameter a increases as
the surface resistance to the evapotranspiration decreases;
that is, a increases with increasing the soil moisture (Cristea
et al. 2013) and, according to De Bruin (1983), a . 1 for well-
watered surfaces and a , 1 under dry conditions.

The value of f(e) in (11) varies from 0 to 1. According to
Yao et al. [2015, Eq. (11)], the ecophysiological constraint
function f(e) in (11) can be expressed as

f e( ) 5 k0 1 k1ua 1 k2RHVPD 1 k3NDVI 2 k4( )VPD,

(12)

where VPD is the air vapor pressure deficit esat(u)2e, RH is
the relative humidity (0 to 1), and NDVI the normalized dif-
ference vegetation index. The ki (i 5 0, … , 4) are empirical
coefficients given in Table 1 of Yao et al. (2015) for nine dif-
ferent surface types. We have chosen a type “GRA” (Yao

et al. 2015, their Table 1), which includes grassland and barren
or sparsely vegetated soil (soil at the PS01 tower site is essen-
tially a plowed fallow field with little vegetation).

To calculateHL from a P-T type model, the soil heat fluxG
in (11) needs to be estimated. As mentioned earlier, we do
not have direct measurements of the soil heat flux G at the
WFIP2 Physics Site PS01. There are numerous approaches to
compute the soil heat flux, that use different input data from
in situ measurements (e.g., see Liebethal et al. 2005; Liebethal
and Foken 2007; Gao et al. 2017b). Different methods for
evaluating G can use various in situ measurements such as
soil temperature, soil moisture, and net radiation. Further-
more, some parameterization approaches can be suitable for
different times of the day. Here, we use measurements of soil
temperature TS(z) and soil moisture QS(z) to estimate G in
(11) based on (6). Equation (6) can be now integrated for the
interface down to some reference depth Dz. Near the surface
we can linearly approximateG(z), so

FIG. 8. The adjusted ground flux (residual) storage term vs temperature difference between surface (u0) and soil at
5-cm depth (TS5) for (a) the dry soil golden files period (YD 240–270) and (b) the wet soil golden files period (YD
450–480). The green3 symbols are half-hourly averaged values; blue circles are derived from the mean diurnal cycle.
The magenta solid lines are regressions with l/Dz5 2.859 W m22 K21 for the dry soils and l/Dz5 7.034 W m22 K21

for the wet soils based on the half-hourly averaged values.
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Dz2 5 l u0 2 TS Dz( )[
:

(13)

In this notation, G in (13) is the value at the interface z 5 0,
where also TS(0) 5 u0 [cf. Eq. (8)]. The gradient term in (13) is
estimated from the temporal change of the soil temperature

rScpS
TS

t
52

G
z

, (14)

where rS is the soil density and cpS is the soil specific heat.
Thus,G can be estimated as the sum of a gradient and storage
term (Garratt 1992):

G 5
l

Dz
u0 2 TS Dz( )[

1
1
2
rScpS

TS

t
Dz: (15)

The system of the hybrid bulk flux computations is summa-
rized in Table 1. Execution of these requires specification of
certain coefficients that we have determined by tuning to

agree with direct measurements at the PS01 site. Some other
properties, such as Ds and g in Eq. (11), or atmospheric stabil-
ity functions, are considered universal and we take them from
the literature. For the turbulent fluxes, we need to determine
the transfer coefficients CH and CD. Following the discussion
in the appendix, we can estimate the 10-m neutral coefficients
directly via

CX10n 5
w′x′

U10nDX10nGf
, (16)

where x 5 u, u, or q, X 5 U, u, or q, and DX 5 X0 2Xa is the
difference between the surface value (zero for wind speed U)
and the value at reference height z in the atmosphere, Gf is
the gustiness factor (see the appendix). Application of (16) is
problematic when U10n and/or DX10n are small. We can set
minimum thresholds Uth and DXth forU10n and DX10n, respec-
tively, and average (16) for a subset of the data restricted to
conditions where U10n . Uth and |DX10n| . DXth. A variation
on this approach is to do a linear regression of the form

FIG. 9. Mean diurnal plot of ground flux G for (a) the dry soil golden files period (YD 240–270) and (b) the wet
soil golden files period (YD 450–480). The blue lines are the residual estimate ofG and the red lines areG computed
via (15) based on the half-hourly averaged values. Magenta dotted lines show standard deviations for the gradient
estimates of the ground flux in (15).
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w′x′

U10nGf
5 ax 1 bxDX10n, (17)

so that CX10n 5 bx. This has advantages for the heat flux
because we do not have to restrict Du10n and the offset coeffi-
cient ax in (17) gives an indication of relative bias between
u0 and ua. If there is no bias, the regression should pass
through the origin; a temperature bias would be indicated as
dX 5 2ax/bx. An example of half-hourly averaged covariance
sensible heat flux normalized by cprU10nGf versus 10-m neu-
tral surface–air temperature difference for the uninterrupted
30-day time series (golden files periods) is shown in Fig. 7 sep-
arately for dry soils (Fig. 7a) and for wet soils (Fig. 7b). In this
case we examined fits where we have ignored observations
with low wind speed (thresholds of Uth 5 1 and 4 m s21 are
used). These thresholds were selected based on a visual analy-
sis of the data scatter in Fig. 7 and similar plots. The obvious
outliers occur for winds less than 4 m s21 but the fits yield
about the same value for the Stanton number CH10n, about
2.203 1023 using (16) and 2.153 1023 using (17) for dry soils
(the uninterrupted 30-day time series, YD 240–270, 27 August–
26 September 2016; see Figs. 3 and 4). For wet soils (the uninter-
rupted 30-day time series, YD 450–480, 25 March–24 April
2017; see Figs. 5 and 6), the corresponding values of CH10n are
2.30 3 1023 using (16) and 2.39 3 1023 using (17). Similarly,
results for the drag coefficient CD10n are 2.76 3 1023 (16) and
2.29 3 1023 (17) for dry soil golden files (YD 240–270) and
3.63 3 1023 (16) and 3.21 3 1023 (17) for wet soil golden files
(YD 450–480) for the thresholds of Uth 5 1 and 4 m s21 (plots
for CD10n similar to Fig. 7 are not shown here). Note that the
number of data points for the sensible heat measured during
the dry soil golden files period (Fig. 7a) decreased to ≈97% of
the original amount for wind speed greater than 1 m s21 and
≈59% of the original amount for wind speed greater than
4 m s21, respectively. Similar values for the wet soil golden files
period (Fig. 7b) were ≈94% and ≈48%, respectively.

A similar approach can be used to determine the ground
flux; for Eq. (15) we do a linear regression of the form

Gres 2
1
2
rScpS

TS

t
Dz 5 ag 1 bg u0 2 TS Dz( )[

, (18)

so that l/Dz 5 bg. Because we do not have direct measure-
ments ofG, we have substituted the residual from an assumed
energy balance:

Gres 5 Rnet 2 HS 2 HL: (19)

Thus, the residual term “Res” (all storage and transport contri-
butions as well as other unspecified processes) in Eq. (7) is
attributed in our model to the ground heat flux, that is, by
Gres 5 G 1 Res. Based on this assumption, we apply a linear
fit in Eq. (18) to calibrate the model. Note that Mauder et al.
(2020, section 4) recently surveyed different methods when
Res is attributed toHS orHL in order to close energy balance.

An example for the dry soil golden files period (YD 240–270)
and the wet soil golden files period (YD 450–480) is shown in
Fig. 8. Here we have plotted the individual half-hourly values
(Fig. 8) and, to reduce the noise, values from the mean diurnal

cycle (Fig. 9). The fit yields a value of l/Dz 5 2.859 and
7.034 W m22 K21 for dry and wet soils, respectively. We have
done these fits for 15-day increments throughout the entire
experimental period (311-day dataset from 24 June 2016 to
1May 2017, YD 176–487) and found that the thermal conductivity
of the soil, l, varies considerably but with a strong correlation to
soil moisture (see discussion in appendix 4 of Garratt 1992). This
correlation is illustrated in Fig. 10. Thus, based on the data pre-
sented in Fig. 10 for the entire field campaign, we estimate l via

l 5 0:180 1 1:09QS5, (20)

where QS5 is the soil moisture measured at 5-cm depth. Of
course, by tuning the coefficients to the residual flux, we are
forcing our parameterization to, on average, produce a rea-
sonable total energy balance.

We also examined the use of (11) and (12) to estimate the
latent heat flux HL. We chose coefficients appropriate for bare
soil from Yao et al. (2015). However, we found that a constant
value for the P-T coefficient a gave poor results. So we adjusted
a in (11) to give a reasonable estimate of the mean flux and, as
with the soil conductivity, we fit the values to soil moisture:

a 5 0:4 1 5QS5: (21)

This is in good agreement with the values reported in litera-
ture for dry and well-watered surfaces (e.g., De Bruin 1983;
Cristea et al. 2013; Assouline et al. 2016). Note, however, that
Eq. (21) for the P-T parameter derived from the WFIP2 data
is not a universal formula.

An example comparing direct covariance and bulk esti-
mates of the sensible and latent heat fluxes for the dry and
wet soil golden files is shown in Fig. 11. According to our half-
hourly averaged data for the sensible heat flux HS, the linear

FIG. 10. Regression fit of the thermal conductivity of the soil l vs
soil moisture content at 5-cm depth QS5; see Eq. (21) based on the
data collected during the entire field campaign (311-day dataset
from 24 Jun 2016 to 1 May 2017, YD 176–487).
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regression forced through the origin is y 5 1.02x with the cor-
relation coefficient R2 5 0.99 in the case of the dry soil golden
files (Fig. 11a) and the regression is y 5 0.97x with R2 5 0.98
in the case of the wet soil golden files (Fig. 11b), respectively.
Thus, on average, the scatterplots for HS (Figs. 11a,b) show a
fairly good agreement between direct covariance and bulk
estimates. The scatter in the sensible heat flux is about what

we expect for covariance sampling error over half-hour aver-
ages (at least possible biases associated with the bulk flux
algorithm are within the accuracy of the field turbulence data
of ≈20%–30%, see Yaglom 1974). The scatter and bias
between bulk and direct half-hour values of latent heat flux
for the dry period (Fig. 11c) is considerably greater than that
obtained for sensible heat flux but comparable to that for HS

FIG. 11. Scatterplots of the bulk estimates of (a),(b) sensible heat flux HS and (c),(d) latent heat flux HL vs their
measured (direct covariance) counterparts based on the half-hourly and monthly averaged data using (11) and (12)
with a 5 0.4 1 5QS5 (a not to exceed 1.45). Plots in (a) and (c) represent the dry soil golden files (YD 240–270), and
in (b) and (d) they represent the wet soil golden files period (YD 450–480). Correlation coefficients: (a) R2 5 0.99,
(b) R2 5 0.98, (c) R2 5 0.56, and (d) R2 5 0.88.

TABLE 2. Summary of flux statistics (monthly averages
indicated by angle brackets and standard deviations s) for the
dry soil golden files (YD 240–270).

Flux variables 〈Bulk〉 〈Direct〉 s bulk s direct

G (W m22) 22.4 } 58.9 }

HS (W m22) 71.5 69.9 131.2 126.9
HL (W m22) 9.0 7.4 20.0 22.3
t (N m2) 0.10 0.12 0.11 0.13
Rnet (W m22) } 72.8 } 173.0

TABLE 3. Summary of flux statistics (monthly averages
indicated by angle brackets and standard deviations s) for the
wet soil golden files (YD 450–480).

Flux variables 〈Bulk〉 〈Direct〉 s bulk s direct

G (W m22) 7.4 } 66.4 }

HS (W m22) 40.0 40.2 87.4 88.0
HL (W m22) 45.7 53.3 68.1 61.2
t (N m22) 0.13 0.15 0.16 0.19
Rnet (W m22) } 108.9 } 201.9
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for the wet period (Fig. 11d). According to our data, the linear
regression forced through the origin is y 5 0.57x with the cor-
relation coefficient R2 5 0.56 in the case of the dry soil golden
files (Fig. 11c) and the regression is y 5 0.93x with R2 5 0.88
in the case of the wet soil golden files (Fig. 11d), respectively.
The scatterplots of the measured turbulent fluxes versus their
bulk counterparts (Fig. 11) can be considered as a validation
test for our hybrid bulk flux algorithm.

One further point to consider is the nature of tuning coef-
ficients in the context of imperfect observations. If we exam-
ine (9) we see one primary coefficient CH10n and three
observational variables S, u0, and ua. In principle, we could
tune the transfer coefficient to give the correct observed
mean flux for some period. Alternatively, we could look for
inconsistencies in the observables and perhaps apply a cor-
rection. It is clear that u0 is subject to significant error,
on the order of 18C, because it is computed from upward
and downward radiative fluxes that are each uncertain
by roughly 5 Wm22 [e.g., see specifications for Eppley

Precision Infrared Radiometer (PIR) pyrgeometer]. Also,
note that both G and LWup contain u0, so adjusting u0 will
affect their mean values. Another factor is that for time
periods of a few weeks, the variance of each of the fluxes is
dominated by the diurnal cycle. A summary of flux statistics
(monthly mean and standard deviation) for the dry and wet
soil golden files periods is given in Tables 2 and 3, respec-
tively. Values in Tables 2 and 3 are based on the data pre-
sented in Fig. 11. So, if we take the mean diurnal cycle of
one of the fluxes (e.g., Fig. 9), we can diagnose the relevant
errors in transfer coefficients or conductivity versus biases
in the observed temperatures. The strength of the diurnal
cycle is principally proportional to CH10n or l. If the differ-
ence in the day–night excursions of the bulk fluxes matches
the observed fluxes, then the coefficients are about right.
Offsets in the mean diurnal cycles can be reduced by
“correcting” u0, TS, or ua. For sensible heat, the slope from
(17) yields the transfer coefficient that will match the diur-
nal cycle and the intercept indicates if there is a mismatch

FIG. 12. Mean diurnal cycle of sensible, latent, and ground heat fluxes for (a) dry and (b) wet soil golden files peri-
ods. Direct measurements are solid lines with triangle symbols; the bulk estimates are dashed lines with circle symbols
based on the half-hourly averaged values. Magenta and cyan dotted lines show standard deviations for the latent and
sensible bulk heat fluxes, respectively.
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between u0 and ua. The small intercept bias in Fig. 7 gives an
indication of relatively good correlation between the sensi-
ble heat flux HS and Du10n under the assumption that u0 and
ua were accurately measured. Both Figs. 7 and 8 indicate
reasonable compatibility of u0 and TS5. Although in general,
the bulk flux estimates provide reasonable renditions of the
mean and standard deviation of the fluxes and the mean
diurnal cycles (Fig. 12), the bulk estimates of the latent heat
flux are somewhat higher than the measured ones during
the daytime for dry soils (Fig. 12a). The sum of the three
bulk fluxes yields a reasonable balance of the net radiation
at half-hour time scales (Fig. 13). According to Fig. 13, the
linear regression forced through the origin for the half-
hourly data is y 5 1.10x for the dry soil golden files and y 5

0.98x for the wet soil golden files.
As mentioned earlier, direct measurements of the soil heat

flux G with a heat flux plate were not available during the field
campaign WFIP2. However, we use model estimates of G from
the bulk flux algorithm described in this section to make esti-
mates of the SEB closure in (4). Figure 14 shows the net surface

energy balance based on the measured sensible and latent heat
fluxes HS 1 HL and bulk estimates of the ground heat flux Gb

versus the net solar radiation Rnet. Figures 14a and 14b show
the incomplete energy balance equation, HS 1 HL versus Rnet,
whereas Figs. 14c and 14d are based on Eq. (4),HS 1 HL 1 Gb

versus Rnet. Plots in Figs. 14a and 14c represent the dry soil
golden files (YD 240–270, 27 August–26 September 2016) and
Figs. 14b and 14d represent the wet soil golden files period
(YD 450–480, 25 March–24 April 2017). According to the data
presented in Fig. 14, the SEB imbalance in the case of the
incomplete energy balance equation, that is, HS 1 HL versus
Rnet, is about 20% for dry soils (Fig. 14a) and is about 27% for
wet soils (Fig. 14b) for half-hourly averaged fluxes. However,
including the bulk estimates of the ground heat flux Gb in the
SEB closure equation, that is, HS 1 HL 1 Gb versus Rnet, sub-
stantially reduces the SEB imbalance for each specific soil
condition, (to about 5% in Fig. 14c, and 3% in Fig. 14d,
respectively). The SEB imbalance is also reduced for 30-
day-averaged data (cf. Figs. 14a,b and Figs. 14c,d, respec-
tively). Note that plots of monthly means in Grachev et al.

FIG. 13. Net surface energy balance from bulk flux calculations for (a) the dry soil golden files (YD 240–270) and
(b) the wet soil golden files period (YD 450–480). Observed net radiation Rnet vs the sum of the sensible, latent, and
ground fluxes as yielded by (9), (11), and (15). Correlation coefficients: (a) R2 5 0.99 and (b) R2 5 0.99.
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(2020, Fig. 13) (triangular symbols for dry and wet soils) and
in Fig. 14 (blue and pink six-pointed star symbols) are based
on the data presented in Tables 2 and 3.

Although the entire 311-day experimental period (YD
176–487) is used for regression fit of the soil thermal conduc-
tivity soil in Fig. 10, the model is calibrated based on the data
collected during two 30-day golden files time periods sepa-
rately for dry (YD 240–270) and wet (YD 450–480) soils
(Figs. 3–6). At the same time, the golden files periods are
used for model verification (Figs. 11–14) what may not look
quite correct. Therefore, for the independent model verifica-
tion we tested our model beyond the calibration periods (the
golden files periods). We have selected two additional 15-day
test periods for dry (YD 270–285) and wet (YD 435–450) soil
conditions and then apply the model without further tuning.
The choice of is these time intervals associated with the avail-
ability of uninterrupted time series of relatively good data
(see Grachev et al. 2020, Figs. 4–6). The results are shown in

Figs. 15 and 16 and, as expected, they did not change signifi-
cantly as compared to the calibration golden files periods
(cf. linear regressions and correlation coefficients for pairs
Figs. 15–11 and Figs. 16–13).

5. Summary and discussion

While progress has been made in studying and in parame-
terizations turbulent fluxes of momentum, heat, and water
vapor over horizontally homogeneous surfaces such as open
ocean (Fairall et al. 1996, 2003) and sea ice or snow-covered
surfaces (e.g., Andreas et al. 2010a,b), an equivalent level of
progress in the development of simple bulk algorithms over
land is not practical because of the complexity of the surface.
Here we examine a land case that is just one step more
complex than a water surface}relatively flat land with low
vegetation. The parameterization of the turbulent fluxes for
terrestrial sites and their representation in numerical models

FIG. 14. Scatterplots of the net surface energy balance for (a),(b) the sum of the measured sensible and latent heat
fluxes HS 1 HL and (c),(d) the sum of the measured HS 1 HL and bulk estimates of the ground heat flux Gb vs the
net solar radiation Rnet based on the half-hourly and monthly averaged data. Plots in (a) and (c) represent the dry
soil golden files (YD 240–270), and in (b) and (d) they represent the wet soil golden files period (YD 450–480).
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is a challenging problem because of the spatial complexity of
the underlying surface especially in the case of heterogeneous
or patched terrain (e.g., when bare and vegetated surfaces
coexist) or for nonsaturated conditions, which are common in
arid and semiarid climates, and in complex terrain (e.g., Bou-
Zeid et al. 2020; Cuxart and Boone 2020). Myriad different
types of climates, soils, and vegetation add extra complexity
in the problem. Another issue of the flux estimates from rou-
tine meteorological measurements over land is associated
with the availability of the relevant model input parameters
and their related uncertainties. This implies a need to use
nontraditional synthetic methods and to work in an interdisci-
plinary framework.

Using the data from the second WFIP2 field campaign col-
lected in the Columbia River Gorge area of irregular terrain
near Wasco during 2016–17, we have developed and tested an
optimized hybrid bulk flux algorithm for predicting the turbu-
lent surface fluxes of momentum, sensible, and latent heat
in (1)–(3) over dry and wet bare or lightly vegetated soil
surfaces. The bulk flux algorithm combines (i) the traditional
COARE bulk flux algorithm (Fairall et al. 1996, 2003)

adopted for overland situations for estimation of the turbu-
lent fluxes of momentum t and the sensible heat HS (section 3
and as described in the appendix), and (ii) a modified P-T
model in (11) with physically based ecophysiological con-
straints in (12) by Yao et al. (2015) to estimate the latent
heat flux HL (or moisture flux) (section 4). Whereas bulk
estimates of t and HS are derived from a traditional
approach, which is based on the transfer coefficients (drag
coefficient and Stanton number), aerodynamic and scalar
roughness lengths, and MOST flux–profile relationships,
modeled values of HS are evaluated from a modified P-T
approach, which is essentially based on the SEB in Eq. (4)
(i.e., on the conservation of energy principle). Note also,
that a MOST-based flux–profile approach or a bulk flux
algorithm requires measurements of the relevant variables
(e.g., wind speed and T/RH) at two different levels whereas
a SEB-type model needs data (e.g., radiative fluxes) from a
single level only. One may classify this approach as a hybrid
or synthetic (composite) approach because it uses different
physical principles for parameterization of the turbulent fluxes.
Our hybrid bulk flux approach is summarized in Table 1.

FIG. 15. As Fig. 11, but for (a),(c) YD 270–285 (dry soils) and (b),(d) YD 435–450 (wet soils). Correlation coefficients:
(a) R2 5 0.98, (b) R2 5 0.98, (c) R2 5 0.79, and (d) R2 5 0.92.
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Thus, the novelty in our bulk flux algorithm for a terrestrial
tower site is associated with the use of a hybrid approach to
predict the turbulent fluxes, when even the turbulent energy
fluxesHS andHL are estimated from two completely different
physical principles. As mentioned above, a two-level aerody-
namic method for a turbulent flow in the case of t andHS esti-
mates (i.e., a traditional bulk approach) and the first law of
thermodynamics at the interface for HL estimates (one may
say that these two approaches are “apples and oranges”). In
addition, a hybrid approach is characterized by flexible logic.
For example, HL can be estimated from another model based
on the SEB in Eq. (4), whereas t and HS can be derived from
a gradient method (requiring meteorological measurements
at two atmospheric levels) rather a traditional bulk approach
(requiring meteorological measurements at one atmospheric
level and estimation of u0, z0x at the surface–atmosphere
interface, see section 4). Obviously, other options for the flux
estimates are also possible in the framework of a hybrid
approach (e.g., see Basu 2019 for discussion).

In this study, we use two 30-day-long uninterrupted time
series of the data separately for dry and wet soil conditions

(WFIP2 golden files). Time periods from 27 August to
26 September 2016 (YD 240–270) and 25 March to 24 April
2017 (YD 450–480 with respect to 1 January 2016) were
selected to calibrate and verify parameterizations for the sur-
face fluxes over dry and wet soil surfaces, respectively (see
Grachev et al. 2020 for further detail). We sorted the data
into dry and wet categories based on the soil temperature and
soil moisture measured at 5-cm depth (section 2). The direct
measurements of the surface fluxes (turbulent and radiative)
and other ancillary atmospheric/soil parameters made during
WFIP2 for different soil conditions (dry and wet) are used to
optimize and tune the hybrid bulk algorithm. In particular,
our results suggest that the P-T coefficient a varies with soil
moisture according to (21). Because direct measurements of
the soil heat fluxG (e.g., with a heat flux plate) were not avail-
able during the field campaign WFIP2, G in the P-T model
(11) was estimated from the Fourier’s law of heat conduction
in (6) based measurements of soil temperature and soil mois-
ture. Dependence of the thermal conductivity of the soil l in
(6) versus soil moisture content at 5-cm depth for the entire
field campaign (Fig. 10) was estimated via Eq. (21).

FIG. 16. As in Fig. 13, but for (a) YD 270–285 (dry soils) and (b) YD 435–450 (wet soils). Correlation coefficients:
(a) R2 5 0.97 and (b) R2 5 0.99.
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The bulk flux estimates have been validated against the
eddy-covariance fluxes (Fig. 11). According to linear regres-
sion slopes for the scatterplots shown in Fig. 11, the bulk flux
estimates for HS and HL predicted by the hybrid bulk flux
algorithm provide reasonable agreement on average (within a
few percent except HL for the dry period) with the measured
half-hourly averaged flux values (see also Tables 2 and 3). In
this study we also discuss the SEB closure over dry and wet
surfaces at various time scales (from half-hourly to monthly
averages) based on the modeled and measured fluxes for the
dry and wet soil golden files periods (Figs. 13 and 14). In addi-
tion, we tested the model beyond the 30-day golden files cali-
bration periods without further tuning (Figs. 15 and 16). The
bulk flux algorithm described in section 4 is optimized for the
data collected at the WFIP2 Physics Site PS01. However, our
model and its modifications can be used for other similar flux-
tower sites and similar field campaigns.

It can be assumed that our approach is applicable to other
similar sites in which advection, heterogeneity, etc. are consid-
ered not to be relevant. This is because our approach is based
on the first principles; that is, on the aerodynamic method for
a turbulent mixing in the case of t and HS estimates and the
first law of thermodynamics at the interface for HL estimates.
To apply our approach to other locations, the tunable model
parameters associated with surface properties and soil type
(e.g., z0 and l) must be changed. However, it is necessary to
keep in mind that our approach as well as other land surface
models and remote sensing applications assume a closed
energy balance only for four main terms in (4), allowing to
compute explicitly missing terms as the residual of the others
(e.g., Cuxart et al. 2015; Mauder et al. 2020, and references
therein). The limitation of this approach is associated with
neglecting of all storage and transport contributions, and
other unspecified processes. This can lead to systematic bias
in estimates of the energy fluxes (in our case HL). Mauder
et al. (2020) recently survey different methods of estimating
the magnitude of the SEB residual imbalance, which can
improve the predictability of the energy fluxes.
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APPENDIX

Turbulent Bulk Flux Algorithm

In a traditional bulk turbulent flux algorithm in Eqs. (8)–
(10), we make a distinction between the scalar-averaged
wind speed (i.e., the mean wind speed) S and the vector-
averaged wind speed (i.e., the magnitude of the mean wind
vector) U at reference height z [for discussion see Grachev
et al. (1998), section 3.1, and Akylas et al. (2003), section 2a].

The vector averaging of the wind speed first takes the average
of the longitudinal and lateral wind speed components, u and
y, respectively, and then takes the square,

U 5 u2 1 y2( )1=2, (A1)

whereas the scalar averaging first takes the square and then
average

S 5 u2 1 y2
( 1=2

: (A2)

Combining (A1) and (A2) with the definition of variance
leads to a relationship between U and S:

S2 2 U2 5 u2 2 u2
(

1 y2 2 y2
(

5 s2
u 1 s2

y , (A3)

where su and sy are the horizontal velocity variances. Rela-
tionship (A3) is also known as the gustiness assumption
(e.g., Fairall et al. 1996; Grachev et al. 1998). According to
(A3), S in such conditions is the vector sum U and the con-

vective gustiness velocity, UG 5 s2
u 1 s2

y

( 1=2
:

S2 5 U2 1 U2
G 5 UGf

2, (A4)

where Gf 5 S/U is called the gustiness factor. In convective
conditions, large-scale circulations embracing the entire
convective boundary layer (CBL) create random gusts that
crucially affect the surface fluxes. In the COARE bulk algo-
rithm, for unstable stratification UG 5 bW* where b ≈ 1.25

(Fairall et al. 1996) and w* 5 w′u′y gh=uy
( 1=3

is the Deardorff

(1970) convective velocity scale (uy is the virtual tempera-
ture, and h is the CBL height). A key point of (A4) is
employment of su, sy ∼ w* (Panofsky et al. 1977); that is, a
convective gust is proportional to the Deardorff (1970)
velocity scale w*, which is added to the mean wind speed U.
Thus, under light wind conditions (in the free-convection
limit) U → 0 whereas S → w*. Note that variances of the
horizontal wind components in the convective surface layer
are practically independent of height and, therefore, do not
follow the traditional surface-layer scaling.

It is obvious that vector or scalar averaging can be
applied to the turbulent stress as well since the instanta-
neous vector of the wind stress has the same direction as
the wind vector (Grachev et al. 1998; Akylas et al. 2003).
Similar to S defined by Eqs. (A2)–(A4), the scalar averaged
stress tS has a finite limit as U approaches zero. In this
case, random CBL-scale coherent structures produce a local
log profile in the layer attached to the bottom of the large
eddies. This local velocity profile generates a local stress
(the “minimum friction velocity”). Thus, the concept of
gustiness immediately leads to a “minimum friction veloc-
ity” assumption (e.g., Businger 1973; Schumann 1988; Sykes
et al. 1993; Akylas et al. 2003) also referred as the convec-
tion-induced stress regime (Grachev et al. 1997, 1998; Zili-
tinkevich et al. 1998, 2005, 2006). In fact, free convection
can be considered as a particular case of forced convection.
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Zilitinkevich et al. (1998, 2005, 2006) developed a more
detailed theoretical model for the nonlocal momentum and
heat transfer. The vector or scalar averaging of the turbu-
lent stress is related in particular to the time averaging pro-
cedure. Mahrt et al. (1996) reported a substantial difference
of the drag coefficient in light winds for different averaging
times and vector/scalar wind speed averaging procedures.
According to Mahrt et al. (1996), higher values of the drag
coefficient occur for a 10-min time-averaging period com-
pared to 60-min averaged values. The vector averaging of
the surface stress would be appropriate for determination
of the average, net large scale force acting on a surface
(e.g., for description of the surface currents for measure-
ments over sea surface). Note that both the COARE and
SHEBA bulk flux algorithms as well as Eq. (8) are based
on the vector averaging of the turbulent stress when
t 5 ru2* ∝ SU, whereas the scalar averaged wind stress
assumes tS 5 ru2s ∝ S2 (where u*s is the friction velocity
based on the scalar averaging).

The COARE bulk flux algorithm is described in detail by
Fairall et al. (1996, 2003) but it is sketched here. The trans-
fer coefficients in (8)–(10) are partitioned into individual
profile components [Fairall et al. 1996, Eq. (5)]:

CD 5 c1=2d c1=2d , CH 5 c1=2d c1=2h , CE 5 c1=2d c1=2e (A5)

The bulk variables are used to compute so-called Monin–
Obukhov (MO) scaling parameters [Fairall et al. 1996,
Eq. (9)]:

u2
*
5 CDSU, u* 52c1=2h Du, q* 52c1=2e Dq: (A6)

Traditionally, the transfer coefficients (A6) are adjusted
to neutral conditions using MO similarity theory via [e.g.,
Fairall et al. 1996, Eq. (6)]

c1=2d 5
c1=2dn

1 2
c1=2dn

k
Cm z( )

, c1=2h 5
c1=2hn

1 2
c1=2hn

k
Ch z( )

,

c1=2e 5
c1=2en

1 2
c1=2en

k
Ch z( )

: (A7)

Here, Cm(z) and Ch(z) are the MO profile functions for
mean profiles of wind speed and scalars in the surface layer,
k ≈ 0.4 is the von Kármán constant. In neutral conditions
(z ≡ 0) the C functions obey Cm(z) 5 Ch(0) 5 0. Subscript
n in cdn, chn, and cen in (A7) denotes the value in neutral
conditions. The MO stability parameter z 5 z/L (L is the
Obukhov length) is defined by

z 5
kgz
ua

uy
u2
*

: (A8)

Here, g is the acceleration due to gravity and, historically,
the von Kármán constant is included in the definition of L
and z simply by convention. Subscript y in uy in (A8)

denotes the virtual temperature. The neutral transfer coeffi-
cients in (A7) are uniquely related to the aerodynamic, z0,
and scalar, z0u and z0q, roughness lengths through

c1=2dn 5
k

log z=z0
, c1=2hn 5

k

log z=z0u
, c1=2en 5

k

log z=z0q
:

(A9)

The transfer coefficients depend on height via (A9), but the
roughness lengths are fixed for a given surface. Tradition-
ally the transfer coefficients for operational or practical con-
siderations are also represented at a standard reference
height of 10 m and neutral conditions and denoted as
CD10n, CH10n, and CE10n. These 10-m neutral transfer coeffi-
cients are computed from U10n, Du10n and Dq10n [see Fairall
et al. 2003, Eqs. (31) and (32)].
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