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S U M M A R Y
Seismic waves produced by stressed and deforming rocks lose coherence when they cross
regions of high heterogeneity. The delay in the arrival of maximum seismic energy amplitude
(peak delay), an essential attribute to model earthquake source characteristics, is increasingly
used to map complex crustal geology, heterogeneous reservoirs and fault networks. However,
no laboratory calibration for the sensitivity of this parameter to fractures is currently available
due to both experimental challenges and the difficulty in modelling wavefields in the near
field. In this study, peak delays have been measured and mapped in space in the frequency
range 50 kHz to 1 MHz using acoustic emission data recorded during a triaxial deformation
experiment of Darley Dale Sandstone. Peak delays can increase dramatically throughout the
experiment, but their behaviour depends on frequency and, especially, anomalous azimuth-
dependent scattering. The changes in frequency depend on strain. At low frequencies, peak
delays are sensitive to surface waves generated at the sample boundaries, but they also mark
the zones of shadow and intense/intermediate strains expected for an heterogeneous sample.
At high frequencies, peak delays detect the zone of intense strain corresponding to the post-
deformation shear zone. Temporal variations of peak delays show a frequency-dependent
sensitivity to fracture nucleation, fault coalescence and sample failure. Scattering from these
heterogeneities produces waves reverberating through seismic coda if the source–station path
is close to an acoustic boundary, such as the fault zone or the sample boundaries. Our results
confirm that peak delay has notable sensitivity to heterogeneity and can map and monitor
structural- and deformation-induced changes in the near-field. The companion modelling
paper tests this sensitivity and the corresponding imaging potential.

Key words: Fracture and flow; Acoustic properties; Interface waves; Seismic attenuation;
Wave propagation; Wave scattering and diffraction.

1 I N T RO D U C T I O N

When seismic waves propagate into the Earth, they suffer energy
losses due to scattering and reverberations on Earth heterogeneities.
Separating the competing effects of seismic anisotropy, heteroge-
neous scattering, and absorption is a tough challenge at the field
scale (Fehler 1991; Chapman 2003; Durán et al. 2018), particularly
in active fault systems (Bianco et al. 2005; Napolitano et al. 2019;
Sketsiou et al. 2020). Seismic scattering is efficient at imaging fluid-
filled fracture networks (Main et al. 1990; Carcione & Picotti 2006);
thus, it is increasingly used as a mapping tool for faults (Maercklin
et al. 2004; Napolitano et al. 2019). Heterogeneous scattering in-
creases the duration and complexity of ground motion, even when

just a few kilometres away from the epicentre (Imperatori & Mai
2015). In near-source studies, this role has often been disregarded
or corrected in an approximate manner (Ripperger et al. 2008), us-
ing the principle that the wavelength (λ) is much larger than the
propagation distance.

Seismic scattering is a crucial marker of increased Earth het-
erogeneity in the far field, that is when the propagation distance
is much larger than λ. Takahashi et al. (2007, 2009) and Tripathi
et al. (2010) developed a tomographic method using the Markov
approximation (Saito 2002) to map crustal heterogeneity. The imag-
ing attribute is the time delay between the onset of the wave and
the maximum amplitude of seismic energy (the peak delay). This
maximum can occur at any point within the waveform coda, for

1590 C© The Author(s) 2022. Published by Oxford University Press on behalf of The Royal Astronomical Society.

https://orcid.org/0000-0002-3615-5923
https://orcid.org/0000-0002-6939-3549
mailto:sergiocarmelo.vinciguerra@unito.it


Mapping faults in the laboratory: experiments 1591

example high amplitude arrivals that occur immediately after the
direct wave arrival or at later lapse times. The authors observed spa-
tial correlations of high peak delays with the location of quaternary
age volcanoes. Expanding further on the technique, Calvet et al.
(2013) and Borleanu et al. (2017) used high peak delays to mark
deformation in the Pyrenees and tectonic processes in Romania,
respectively. More recently, Napolitano et al. (2019) demonstrated
that peak delays, in conjunction with coda attenuation mapping, can
reconstruct the complex space-frequency evolution of seismically
active fluid-filled fault systems, tracking shorter-scale cross fault-
ing with increasing frequencies. Maps of high peak delays agree
well with physical attributes such as fracture patterns that block
the lateral migration of fluids across the network This study sug-
gests a potential of frequency-dependent peak delay for imaging
and monitoring fracturing- and deformation-related processes us-
ing frequency-dependent peak delays within the waveform coda.

Any mapping and monitoring attribute requires well-constrained
laboratory calibration to be considered reliable. Data from labora-
tory experiments suggest that amplitude-dependent attributes, par-
ticularly seismic attenuation, can better characterize rock-physics
attributes like pore space (Di Martino et al. 2021) and fluid type
(Adam et al. 2009) when paired with seismic phase data. Some
experiments have reproduced specific conditions observed in the
field to calibrate the ability of attenuation parameters to image fault
structures (Tisato & Quintal 2014; Barnhoorn et al. 2018). Often
used are acoustic emissions (AE), the laboratory analogue to earth-
quake data, as they provide a window into the near-field scattering
regime (Zhang et al. 2019).

Rock-physics experiments are already a powerful tool for repro-
ducing deformation and fracturing in porous media under stress
conditions that are known and controlled (Harnett et al. 2018).
As the density of fractures increases, AE waveform data becomes
highly sensitive to deformation structure with significant variations
in P- and S-wave velocities (e.g. Schubnel et al. 2003). In contrast,
active surveys conducted using synthetic media have demonstrated
a geometrical bias to scattering parameters due to the relative po-
sitioning of heterogeneous structures and the AE acquisition array
(Rao & Wang 2009). In simulations of fluid-filled cracks, Ma et al.
(2022) highlight that phase velocities and dissipation factors have a
dependence on the angle of incidence as energy propagates through
a medium. Numerical studies identify a dependence of scattering
attenuation parameters on frequency, where the inverse quality fac-
tor, mapping attenuation, is linearly dependent on fracture density
(Vlastos et al. 2007; Fang et al. 2013). Furthermore, within the early
coda of simulated ultrasonic waveforms, Yoshimitsu et al. (2016)
identified low-frequency, high-amplitude arrivals in cylindrical steel
samples. The authors attributed these to surface waves acting after
direct wave energy interacted with the sample boundaries.

Shear zones and competent layers represent heterogeneities
within a rock mass. In addition to the initial heterogeneity (grain
size, mineralogy, porosity and initial crack damage) at the onset
of the loading, a rock sample suffers increasing crack damage and
stress concentrations. A heterogeneously deformed sample can be
divided into three zones: strain-forbidden zone, intensive strain zone
and intrusion zone, having precise distributions relative to the pis-
tons and direction of normal stress (Ji & Wang 2011). In the field,
peak delays are sensitive to heterogeneity represented by variations
in elastic constants and density. In controlled experiments, the final
distribution of these quantities is constrained and may be used to
investigate the frequency-dependent sensitivity of peak delays.

This study examines the spatial and temporal variation of peak
delays measured from AE in a sample of Darley Dale Sandstone

(DDS) as an analogue for crustal-scale interfaces observed in the
near field and for a high scattering regime. The mechanical be-
haviour of DDS under conventional triaxial conditions is well re-
ported in the literature (Baud & Meredith 1997; Heap et al. 2009;
King et al. 2021). We conducted several focused experiments to
relate the onset and development of cracking to the different defor-
mation stages (i.e. compaction, dilatancy and shear) by analysing
the AE recorded by an array of piezoelectric transducers (PZT) as
the fault zone structure develops.

This sample set and the generated AE data set have been previ-
ously analysed for waveform picking and fracturing source mech-
anisms (King et al. 2020, 2021). Using their data, we focus on
frequency and time dependencies of peak delays as a quantity sen-
sitive to medium heterogeneity. Results are analysed and related
to a developing fracture network and strain distribution to pro-
vide quantitative support for mapping and monitoring faults with
the attribute and better understanding the physics underlying their
changes. Specifically, we present new methods to:

pick ‘Beyond the Direct Wave’ (BYD) onsets following a time–
frequency transformation of the signal (Constant-Q Transform,
CQT); calculate the average waveform and dominant frequency
content and define the peak delay as the time difference between
the BYD onset and the maximum amplitude arrival of energy in
the ultrasonic coda; assess the time-dependent coda variations in
frequency and amplitude and produce tomographic maps of peak
delay.

While the definition is analogous to the one used at the field-
scale, the peak delay quantified here is not a measurement of far-
field forward scattering modelled by the Markov approximation
(e.g. Saito 2002). Our primary hypothesis is that the peak delay
measured on AE waveforms is a cumulative parameter that cannot
be reduced, even if along the ray path there are weak heterogeneities
(Takahashi et al. 2007). We discuss the potential of these attributes
for monitoring in the field, with particular emphasis on deformation
in fault zones. In this first paper of a two-paper set, we focus on
the laboratory rock physics aspects of the peak delay analysis. In
contrast, a second companion paper presents the theoretical and
computational modelling of the inferred processes.

2 DATA A N D M E T H O D S

2.1 Material investigated, experimental setup and data
acquisition

Known for its homogenous properties, Darley Dale Sandstone
(DDS) is a brown-yellow, feldspathic sandstone with a modal com-
position of quartz (69 per cent), feldspars (26 per cent), clay (3 per
cent) and mica (2 per cent). Previous studies report a connected
porosity of 13.3 ± 0.8 per cent, with grain sizes varying from 100
to 800 μm (Heap et al. 2009). No distinct layering or laminations
are identified in hand sample. The samples used in this study are
4 cm (diameter) × 10 cm (length) cylinders obtained using a hollow
diamond-tipped coring drill with the ends ground flat and parallel
to within 0.01 mm (King et al. 2020, 2021).

A conventional triaxial deformation cell, installed at the Rock
Mechanics Laboratory, University of Portsmouth (e.g. Harnett et al.
2018) deformed the sample. For data acquisition, the protocol of
Benson et al. (2007) was followed. The acquisition setup is sum-
marized in Table 1. The dry sample was positioned inside a rubber
FKM-B nitrile jacket in which an array of twelve 1 MHz Nano-30
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Table 1. Summary of laboratory acquistion parameters.

Experimental conditions Data acquisition
Characteristic Value Characteristic Value

Confining pressure 20 MPa Sensor model PAC Nano30
Strain rate 10–5 s–1 Frequency sensitivity 1 MHz
Sample dimensions 40 × 100 mm Flat frequency response 125–750 KHz
Sample shape Cylinder Trigger voltage 60 mV
No. of AE sensors 12 Preamplifier 60 dB

(physical acoustics) piezo-electric transducers (PZTs) were embed-
ded. These sensors measure the radial motion of the wavefield. The
jacket was then placed inside the deformation cell, and the PZTs
were connected to a high-speed digitizer (10 MHz sampling rate) via
60 dB signal pre-amplifiers. Once sealed, the rubber jacket separates
the sample from the oil confining medium, generating a confining
pressure of 20 MPa (σ 2 = σ 3). Axial stress, σ 1, is applied via a
piston at a constant strain rate of 3.6 mm hr–1, a strain rate of ap-
proximately 10–5 s–1. The sample is deformed until a macroscopic
fault zone coalesces at dynamic failure.

2.2 Waveform picking and source location

Triggered AE events were recorded when energy exceeded a min-
imum threshold of 60 mV at any sensor of the 12-channel array.
An ASC Richter system (AE recorder) was used for digitizing the
signals. The P-wave onsets of recorded AE are picked automati-
cally using a Time Delay Neural Network (TDNN; Waibel et al.
1995; Peddinti et al. 2015; King et al. 2020). A model is trained on
time-series of instantaneous frequency (Huang et al. 1998), seismic
amplitude and permutation entropy (Unakafova & Keller 2013). By
applying a binary classification approach of the AE, the waveform
can be categorized as either background noise or signal, providing
more efficient time-series to pick the onset of energy even at low
amplitudes.

A Time Difference of Arrival method (TDOA) is applied to lo-
cate the AE epicentres using P-wave onsets (Tobias 1976; Coman-
ducci et al. 2020). Pairwise subtraction of observed arrival times
(a minimum of 6) to each sensor is minimized against calculated
arrivals times through iterative estimation of the source location.
The L2 norm (sum of squared misfits) arrives at a local minimum
at the source location with a maximum estimated error of 2 mm.
In post-deformation imagery, simple surface expressions of frac-
tures highlight newly formed fault zone structure dipping 60◦ to the
left following sample failure (dashed red line, Fig. 1a). Enhanced
X-ray Computed Tomography highlights the single failure plane
illuminated from the northwest (Fig. 1b). We note that this is not
a perfectly planar feature, deviating from a flat surface by approxi-
mately 4 mm in either direction. PZT receivers (diamonds), source
locations (black circles) and straight ray paths (grey lines) indicate
that the AE waveforms have extensively sampled the deformation
structure (Fig. 1c).

The source mechanism could dominate the waveform and thus
peak delays at such small hypocentral distances. For example, vari-
ations in frequency content have been previously used for source
classification (Ohtsu et al. 2002). In addition, discrepancies in the
attenuation properties of tensile events have been related to the ori-
entation of the fault (Kwiatek & Ben-Zion 2013). Following the
methodology of King et al. (2021), the radiation patterns of AE
were classified to determine source-specific variations character
and frequency content. Fracturing mechanisms fall within a range
of distributions whose extremes are pure compaction (C-type), pure

shear (S-type) and pure tension (T-Type; Frohlich et al. 2016; King
et al. 2021).

Near-source scattering results in increased complexity of the di-
rect wave energy when an event occurs close to a boundary or
discontinuity (Lacanna & Ripepe 2013); in this case, strong P-wave
reflections can modify early S-wave amplitudes. Unclear S-wave
onsets were picked automatically, following a time–frequency trans-
formation of the signal (Constant-Q Transform, CQT). The CQT
is a technique that transforms a time-domain signal into the time–
frequency domain with non-stationary Gabor frames. The centre
frequencies of the frequency bins are logarithmically spaced, and
their Q-factors are all equal. It is essentially a wavelet transform with
a higher potential resolution than conventional techniques (12–96
bins per octave). The Q-factor of bin k is defined Qk = fk

� fk
= Nk fk

�ω fs
,

where fk , � fk and �ω fs denote the centre frequency, the –3 dB
bandwidth of the frequency response and the –3 dB bandwidth of
the main lobe of the spectrum of the window function, respectively
(Schörkhuber & Klapuri 2010). The window length Nk is inversely
proportional to fk to have the same Q-factor for each bin. After
computing the highest octave Q-factors over the entire signal, the
input is low-pass filtered and downsampled by a factor of 2 to repeat
the calculation for the desired number of octaves (Schörkhuber &
Klapuri 2010). The S-wave onset is then defined as a local mini-
mum in the CQT of the waveform bandpass filtered between 300
and 600 kHz, occurring shortly after the first pulse of the P wave.
Due to the near-source scattering effects, it is not reliable to separate
reflected P-wave energy from the S wave; therefore, this onset is
defined as ‘Beyond the Direct Wave’ (BYD).

2.3 AE source mechanisms, ray paths and waveforms

Only the first arriving waveform for AE is considered to determine
what waveform attributes are related to the source (Fig. 2). These
typically only travel 1–2 cm before reaching a receiver. Waveforms
were selected from AE located within 12.5 mm of each other (ap-
proximately one wavelength at 200 kHz) and that occurred within
a 2-min window. This selection minimized the influence of time-
varying structures whilst ensuring a representative from each mech-
anism type (Fig. 2, columns 2–4). Waveforms are presented with
corresponding ray paths (Fig. 2, column 1, coloured lines) and the
CQT that defines the BYD onset (Fig. 2, columns 2–4, red line).
Vertical black lines indicate P wave and estimated BYD arrivals.

Individual waveforms for each mechanism are averaged together
and are presented with the bootstrapped modal frequency content
(Hilbert transform, Fig. 3, bottom row). The grey regions indi-
cate the standard deviation (1 std and 1/5 std) of the bootstrapped
time-series, and n is the number of waveforms. Vertical black bars
indicate the average P wave and BYD arrival times. Here, the BYD
shows an approximate 30 kHz reduction in dominant frequency
content, regardless of mechanism type (Fig. 3, top row). The three
mechanisms produce small differences in the BYD estimation and,
therefore, the corresponding peak delay measurement.
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Figure 1. (a) Post-deformation imagery highlight surface expressions of fault zone structure (red line). (b) Enhanced 3D X-Ray Computed Tomography of
the deformed sample with the fault surface highlighted from the northwest. It is not perfectly planar and deviates from a flat surface by up to 4 mm in either
direction. The bounding box indicates sample boundaries. (c) Source locations (black dots), ray paths (assumed straight, grey lines) and receiver array geometry
(diamonds). A high number of AE occur near the fault and may bias imaging.

Figure 2. Example waveforms for each mechanism type (columns) occurring close to each other in space and time (rows). The first column indicates ray paths
(coloured lines corresponding to mechanism type) of events to a receiver (diamond). A dark grey region is used to indicate the fault zone. Waveforms are
presented with their corresponding Constant-Q Transform (red line), used to estimate the ‘beyond the direct wave’ onset.
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Figure 3. Average waveform and dominant frequency content for n waveforms. Vertical bars indicate average P wave and BYD onsets for DDS.

2.4 Measuring peak delay at the laboratory scale

Relative to the field scale, laboratory media show higher levels
of heterogeneity. Consequently, scattering might evolve from the
Rayleigh (at low frequencies) to the Mie (at higher frequencies) scat-
tering regime. Therefore, peak delays were measured on waveforms
filtered in two frequency bands: 0.05–0.5 MHz and 0.5–1 MHz. As-
suming a typical S-wave velocity of 2.3 km s–1 (Heap et al. 2009),
this corresponds to wavelengths of 44.6 mm (0.05 MHz), 4.5 mm
(0.5 MHz) and 2.2 mm (1 MHz). The low-frequency observations
thus fall within the near-field Rayleigh scattering, while the high
frequencies are dominated by far-field Mie scattering. This differ-
ence is important, as the radiation lobe due to Mie scattering is much
stronger in the forward direction and could lead to direction-specific
effects due to source–receiver geometry. Peak delays are therefore
expected to show different sensitivity to heterogeneity depending
on frequency.

A generalized definition of the relative variation of peak delay
is proposed in Takahashi et al. (2007) to account for a traveltime
dependence that occurs at the far-field. However, De Siena et al.
(2016) noted that high uncertainties affect the coefficients obtained
in the proposed linear model, and the fit is imprecise for short
hypocentral distances. Further, Zhang et al. (2019) concluded that
the traditional exponential function models of attenuation laws are
insufficient to describe the amplitude losses of AE waves in the
near field. Therefore, unlike field-scale studies, we do not consider
the influence of hypocentral distances in this study. A peak delay is
defined here as the time difference between the BYD onset and the
maximum amplitude arrival of energy in the coda, to minimize the
influence of source/near-source effects. Each signal is filtered in the
target frequency band, from which the RMS envelope is calculated
(Fig. 4). Envelopes are smoothed over a 0.005 ms window. Here-
after, peak delay is considered as the relative value � log(PD f ) that
varies around the average of all (n number) measurements for each
frequency band (f):

� log
(
PD f

) = log
(
PD f

) − 1

n

n∑

i = 1

log
(
PD f

)
.

A small �log(PD f ) marks the absence of high heterogeneity
along the ray path while the opposite is true for high values.

Figure 4. Example of observed AE and its envelopes. (a) Displacement
voltage waveform in 0.05–1 MHz band. P wave and BYD onsets are indi-
cated. (b) RMS envelope at 0.05–0.5 MHz. A late coda arrival occurs for
many waveforms between 0.1 and 0.12 ms. (c) RMS envelope at 0.5–1 MHz.
PD f is the peak delay time from the BYD onset.

3 R E S U LT S

We present the changes in AE data amplitude, frequency, and peak
delay in Fig. 5. On the left-hand side, we show the probability
of detecting AE data of different types during the experiment for
different receivers and azimuths (rows). The AE waveforms are
categorized according to (1) frequency and (2) amplitude contents
in the late coda as either high or low. The threshold is at 50 per
cent of the range for each parameter (i.e. frequency or amplitude)
throughout the experiment. Thus, we can define four groups: (1)
low frequency, low amplitude coda (LF-LA), (2) low frequency,
high amplitude coda (LF-HA), (3) high frequency, low amplitude
coda (HF-LA) and (4) high frequency, high amplitude coda (HF-
HA). For each category, a probability density function (PDF) is
calculated for the time of occurrence of individual waveforms as a
function of time. All four PDFs are then summed together, and a
percentage contribution is calculated (King et al. 2021).

When considering arrivals to the PZT receivers located orthog-
onal to the fault plane (Fig. 5a), the first half of the experiment is
dominated by LF energy, likely related to the generation of surface
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Figure 5. Comparisons of waveform properties with differential stress recorded during the experiment. Crack closure between 0 and 10 min. Fracture
nucleation and growth between 10 and 25 min. Fault coalescence between 25 and 32 min. Ultimate compressive stress and onset of dynamic failure (stress
drop) from 32 min. (a) Time-dependent variations in frequency and amplitude content of the AE coda for arrivals to orthogonal receivers R1–R4. Top panel
show (1) the probability, or ratio, of the four groups relative to total; (2) histogram counts of AE data. (b) log(PD f ) for the analysed frequency bands.
Trends (red line) calculated as the average in a moving window of 500 measurements. Error bars are the standard deviation of those measurements. Points are
coloured to highlight three main families (for before/after failure) of peak delay values. Group 1 (v and vi): −12 < log(PD f ) < −10. Group 2 (iii and iv):
−10 < log(PD f ) < −8.75. Group 3 (i and ii): −8.75 < log(PD f ) < −8. (c) Time-dependent variations in frequency and amplitude content of the AE coda
for arrivals to off-fault receiver R1. (d) Time-dependent variations in frequency and amplitude content of the AE coda for arrivals to on-fault receiver R2.

waves from the sample boundaries (Yoshimitsu et al. 2016). A fam-
ily of HF-LA events rapidly reduces in probability from >40 per
cent to almost <5 per cent during the first 10 min. After this time, HF
events steadily increase as new fractures nucleate. As the fault zone
begins to coalesce at ∼25 min, the number of AE rapidly increases,
and a new group of HF-HA events starts to dominate. These events
have an occurrence likelihood of >40 per cent at sample failure.
These waveforms arrive primarily to the on-fault receiver (Fig. 5d)
with little-to-no arrivals for the off-fault station (Fig. 5c). These
amplitude variations are reflected in the peak delay, where a gradual
increase is observed for both frequency bands as the experiment
progresses. Trends are calculated as the moving average within a

window of 500 measurements. At low frequencies (Fig. 5b, top) the
trend is almost linear. While at high frequencies (Fig. 5b, bottom),
the trend flattens as the sample reaches its ultimate compressive
stress at 150 MPa, shortly before dynamic failure.

Three dominant groups of peak delay can be observed (Fig. 5b,
coloured points and corresponding coloured waveforms in Fig. 6).
These are further separated for before and failure (experimental time
35 min). Waveforms from each group are averaged together (with
zero time-shift) and then bandpass filtered within the two analysed
frequency bands. Fig. 6(a-ii) shows the time distribution of the
different peak delay groups relative to arrivals in the AE waveform.
All groups highlight a relative increase in peak amplitudes following
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Figure 6. Waveforms for corresponding coloured groups in Fig. 5(b) are averaged together and then bandpass filtered for a) 50–500 KHz and (b) 500–1000
KHz. Waveforms are coloured to highlight three main families (for before/after failure) of peak delay values. Group 1 (G1, v and vi): −12 < log(PD f ) < −10.
Group 2 (G2, iii and iv): −10 < log(PD f ) < −8.75. Group 3 (G3, i and ii): −8.75 < log(PD f ) < −8. Labels G1 to G3 in (a-ii) show the time distribution of
the different peak delay groups relative to arrivals in the waveform.

dynamic failure. In detail, Group 1 [G1, −12 < log(PD f ) < −10]
demonstrate strongly impulsive direct wave arrivals with little-to-
no arrivals in the coda beyond the BYD (e.g. Fig. 6a, bottom left).
Group 2 [G2, −10 < log(PD f ) < −8.75; e.g. Fig. 6b, centre left]
and Group 3 [G3, −8.75 < log(PD f ) < −8; e.g. Fig. 6b, top right]
typically have reduced amplitude and an increased broadening of
the direct wave. Relative coda wave amplitudes are higher than in
G1 for both groups.

In analogy to field-scale tomography, the medium is discretized
into model blocks (5 × 5 × 5 mm in size) to obtain an image
of the interior of the sample. The model is orientated so that the
grid bisects the fault at an orthogonal angle. Each block is assigned
the average �log(PD f ) of all the ray paths that cross it to minimize
time-dependent effects (De Siena et al. 2016). For this analysis all 12
PZT receivers are used. Source–receiver pathways are then assigned
their measured peak delays. Only blocks crossed by a minimum of
5 rays are solved to minimize anomalous variations in regions of
low path coverage. Peak delay values are smoothed at a block by
averaging each block-value with blocks within 5 mm distance. The
3-D distribution of anomalies is then ‘depth-averaged’ along the
fault strike to create a 2-D map. Although this approach limits the
detection of minor anomalies, it ensures that major structures are
adequately sampled from all directions.

Low-frequency observations show no clear signature of the post-
deformation fault zone (Fig. 7, left). The primary positive peak-
delay anomaly underlines the left-hand side of the sample in both
frequency bands (Fig. 7). A similar anomaly is expected at these
frequencies, as the sample boundaries produce surface waves gen-
erated by multiple scattering that propagate vertically (Yoshimitsu
et al. 2016). The difference in peak intensity is likely related to the
proximity of the largest seismicity cluster to the left-hand side of

Figure 7. Distribution of logarithmic variations of BYD [�log(PD f )] ob-
tained using all 12 receivers. The bounding box indicates sample boundaries.
Receivers R1–R4 are shown as diamonds.

the sample (Fig. 1c). The result is an increase in the number and en-
ergy of reverberating waves. Although the distribution of anomalies
suggests strain-forbidden zones at 0.05–0.5 MHz (e.g. Ji & Wang
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2011), there are biases imposed by the distribution of AE along the
fault zone and under-sampling of these areas.

The fault-zone is visible as a central, left-dipping region of pos-
itive �log(PD f ) anomalies in the 0.5–1 MHz map (Fig. 7, right).
These anomalies appear to ‘thicken’ towards the lower half of the
fault zone, likely due to the observed undulations of the fault surface
(Fig. 1b). Likely, the high values of �log(PD f ) present along the ra-
dial boundaries are again related to surface waves from waveforms
that travel along the sample edges (Yoshimitsu et al. 2016). These
anomalies are approximately one wavelength in thickness and are
similar in magnitude to those produced by the fault zone.

4 D I S C U S S I O N

In regions of strong deformation, the delay in the maximum arrival
of seismic energy has been observed to correlate strongly with the
distribution of heterogeneity in the lithosphere (Takahashi et al.
2007; De Siena et al. 2016; Napolitano et al. 2019). By adopting
standard approaches of scattering (peak delay) tomography, the re-
sults presented here suggest that similar processes may occur at the
laboratory scale. They highlight a clear potential for AE-led studies
to calibrate time-dependent scattering structures like active fault
zones (Fig. 5). Unlike seismic data, which typically sample struc-
tures that may change over a few decades (Napolitano et al. 2019),
the nature of the laboratory setup results in significant structural
variations that can occur over seconds (Benson et al. 2010).

Uncertainties in the frequency characteristics of the source re-
quire a preliminary characterization of the source processes (Fig. 4).
Whilst pure shear-type events are likely in the minority (McBeck
et al. 2019; Renard et al. 2019), the source classification routine
applied here does not fully account for the frequency drop associ-
ated with individual components of shear within dominantly tensile
events (King et al. 2021). We have applied large frequency windows
and an automated routine to target energies that arrive after the direct
wave to minimize such effects on our observations (Fig. 2).

The low-frequency image replicates: (1) the expected cone-
shaped strain-forbidden zones near the pistons where practically
no crystal plastic deformation occurs as low peak delays and (2) the
combined intense strain and intrusion zones of high and average de-
formation (Fig. 7). These zones are expected for viscosity ratios as
small as ten between inclusions and surrounding material (Moulas
et al. 2014), which is certainly the case in our experiment. However,
Yoshimitsu et al. (2016) carried out an experiment on undeformed,
homogeneous aluminium samples, suggesting that surface waves
from the sample boundaries could dominate the maps obtained at
low frequencies. The variations in the late waveform coda for in-
dividual AE do at least confirm the occurrence of LF-HA arrivals
from approximately 0.1 ms after the P wave (Fig. 4). We will in-
vestigate the origin of these arrivals in the companion paper (this
volume, K22B). Future experiments on different lithologies, size or
experimental conditions could confirm that peak delays are sensi-
tive to deformation-induced heterogeneity in this frequency band
and at this scale, even if they have no resolution on the shear zone.
This confirmation is essential to poorly resolved structures, as it
is the case for the metamorphic processes triggered by increasing
heterogeneity and imaged by the seismic response (Moulas et al.
2014; Cioniu et al. 2019).

Less uncertainty affects the high-frequency imaging, where the
shear zone is visible as high peak delays. Pore space topology
alone can play an essential role in increasing peak delays of high-
frequency waveforms (Di Martino et al. 2021); therefore, similar

mechanisms likely occur in this fractured fault-driven system. We
further investigate this relationship between frequency and fault
structure in the companion study (this volume, K22B). Despite the
limitations in observation geometry, the maps in Fig. 7 indicate that
peak delays can map strain-related structures (Fig. 1).

The time-dependent results indicate that the mapped features are
time-dependent, like in field-scale fault zones (Napolitano et al.
2019; Qiu et al. 2020). In Fig. 5, we observe a dominance of higher-
frequency energy within the coda window as the fault zone coa-
lesces. For on-fault stations, this is driven by a relative increase in
the number of HF arrivals in the coda, leading to higher peak delays
at higher frequencies (Fig. 5b). Resonance in the Mie scattering
regime (Di Martino et al. 2021) is an attractive explanation for the
occurrence of high frequency trapped waves arriving at late lapse
times in the AE data (e.g. Fig. 6b, G3). Indeed, trapped waves are
related to field-scale deformation structure (e.g. Qiu et al. 2020;
Roy et al. 2020), and power density spectra analysis has shown
that waveforms maintain larger amplitudes and longer wave trains
at seismic stations closer to the Longmen Shan fault zone (Huang
et al. 2020). The differences between G2 and G3 could be indicative
of different scattering regimes whereby fault zone trapped arrivals
begin to dominate waveforms at late lapse times for stations on or
near the fault.

Our results provide a laboratory-scale calibration to observations
made in the field. Nonetheless, due to limitations in sampling and
the complexity of the data, a time-dependent peak delay tomogra-
phy remains impractical. However, a proxy can be realized through
numerical simulations of wavefield propagation that assess the dif-
ferent stages of deformation and rupture in fault zones. We perform
this numerical analysis in the companion study of this two-paper
set (this volume, K22B). Observed waveforms from the laboratory
experiment are used as a target to fit model parameters of elastic
moduli seismic Q and strain distribution during the early phases
of deformation and shortly following the dynamic failure of the
sample. By linking scattering and dissipation parameters to rough
faulting, distributed weakening, and off-fault deformation (Griffith
et al. 2010; Renard et al. 2019), this approach could pave the way
for the use of scattering and absorption attributes beyond mapping,
for example to monitor regions of expected rupture.

5 C O N C LU S I O N S

We developed AE experiments in DDS to test the sensitivity of
peak delay, a known proxy of seismic scattering at the field scale,
to deformation-induced structures, strain, and rheological hetero-
geneities. We map peak delays in space, obtaining tomographic
maps in low (50–500 kHz) and high (500 kHz–1 MHz) frequency
ranges. The results show that peak delays are sensitive to surface
waves developing across the boundaries of the sample; however,
depending on frequency, they are also sensitive to primary, known
spatial variations in heterogeneity and strain. At low frequency, the
resolution is sufficient to map differences in strain caused by the
heterogeneity of the sample, which is progressively increasing. At
high frequencies, peak delays detect the zone of intense strain cor-
responding to the post-deformation shear zone. Temporal analysis
confirms a dependence of peak delay properties on the different
stages of deformation. However, the trends depend on the position
of source and sensor, with high frequency peak delays occurring at
sensors in contact with the coalescing fault during dynamic failure.

Peak delays are essential for assessing earthquake source char-
acteristics and are now used for imaging the heterogeneous Earth
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in combination with coda parameters, specifically coda attenuation.
The sensitivity to heterogeneity, strain, and fracturing, shown by
peak delay imaging and temporal variations is key for assessing
their potential for mapping damage in the Earth’s crust. The results
presented here provide invaluable constraints to interpret field-scale
parameters. Together with our companion modelling paper, which
offers necessary physical explanations to our results, the present
work has important implications for field-scale measurements and
imaging of scattering parameters, especially in the near-source high-
scattering regime.
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