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A B S T R A C T 

We present a study designed to measure the average Lyman-continuum escape fraction ( 〈 f esc 〉 ) of star-forming galaxies at z 
� 3.5. We assemble a sample of 148 galaxies from the VANDELS spectroscopic surv e y at 3.35 ≤ z spec ≤ 3.95, selected to 

minimize line-of-sight contamination of their photometry. For this sample, we use ultra-deep, ground-based, U -band imaging 

and Hubble Space Telescope V -band imaging to robustly measure the distribution of R obs = ( L LyC 

/L UV 

) obs . We then model 
the R obs distribution as a function of 〈 f esc 〉 , carefully accounting for attenuation by dust, the intergalactic medium and the 
circumgalactic medium. A maximum likelihood fit to the R obs distribution returns a best-fitting value of 〈 f esc 〉 = 0 . 07 

+ 0 . 02 
−0 . 02 , a 

result confirmed using an alternative Bayesian inference technique (both techniques exclude 〈 f esc 〉 = 0.0 at > 3 σ ). By splitting 

our sample in two, we find evidence that 〈 f esc 〉 is positively correlated with Ly α equi v alent width ( W λ(Ly α)), with high and low 

W λ(Ly α) subsamples returning values of 〈 f esc 〉 = 0 . 12 

+ 0 . 06 
−0 . 04 and 〈 f esc 〉 = 0 . 02 

+ 0 . 02 
−0 . 01 , respectively. In contrast, we find evidence 

that 〈 f esc 〉 is anticorrelated with intrinsic UV luminosity and UV dust attenuation; with low UV luminosity and dust attenuation 

subsamples both returning best fits in the range 0.10 ≤ 〈 f esc 〉 ≤ 0.22. We do not find a clear correlation between f esc and galaxy 

stellar mass, suggesting stellar mass is not a primary indicator of f esc . Although larger samples are needed to further explore 
these trends, our results suggest that it is entirely plausible that the low dust, low-metallicity galaxies found at z ≥ 6 will display 

the 〈 f esc 〉 ≥ 0.1 required to drive reionization. 

Key words: galaxies: fundamental parameters – galaxies: high-redshift – intergalactic medium. 
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 I N T RO D U C T I O N  

uring the ‘Epoch of Reionization’ (EoR), the Universe underwent a
hase change in which the h ydrogen g as in the intergalactic medium
IGM) was transformed from its early cold neutral state into the
argely ionized IGM we see around us today. Current data indicate
hat the EoR spanned the approximate redshift range from z � 10 −15
own to z � 5 −6 (Robertson et al. 2015 ; Bosman et al. 2021 ; Goto
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t al. 2021 ; Robertson 2022 ). Ho we ver, the detailed progress and
hysical drivers of reionization currently remain highly uncertain and
omewhat contro v ersial, with some evidence supporting a late, short-
ived, rapid reionization process (e.g. Mason et al. 2018 ), while other
ndicators fa v our a more gradual ev olution of the IGM, commencing
t much higher redshift (e.g. Wu et al. 2021 ). 

Historically, the two main candidates for producing the bulk of the
yC photon budget required to achieve hydrogen reionization have
een active galactic nuclei (AGNs) and/or star-forming galaxies.
o we ver, with the number density of quasars and lower-luminosity
GN no w kno wn to fall rapidly at high redshift (Aird et al. 2015 ;
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cGreer et al. 2018 ; Parsa, Dunlop & McLure 2018 ; Kulkarni,
orseck & Hennawi 2019 ; Faisst et al. 2022 ), and recent constraints

imiting the escape fraction of LyC photons in AGN to f esc �1 (Iwata
t al. 2022 ), early star-forming galaxies are now thought to be the
rimary source of ionizing photons (Chary et al. 2016 ). 
With ev er impro ving measurements of the galaxy luminosity 

unction at high redshift (Bowler et al. 2020 ; Harikane et al. 2022 ),
t is becoming possible to track the progress of galaxy-driven 
eionization. Ho we ver, doing so accurately requires reliable estimates 
f the production rate of LyC photons from early galaxies (e.g. Tang
t al. 2019 ), and the average escape fraction ( 〈 f esc 〉 ) of such photons
nto the IGM (e.g. Ocvirk et al. 2021 ). 

A number of studies have attempted to use measurements of the 
volving UV luminosity density produced by the early star-forming 
alaxy population to estimate what the 〈 f esc 〉 from young galaxies
ust be in order to deliver hydrogen reionization within the required 

ime-frame (Robertson et al. 2013 , 2015 ; Bouwens et al. 2015 , 2021 ;
inkelstein et al. 2015 , 2019 ). For example, Robertson et al. ( 2013 )
uggested that 〈 f esc 〉 in the range of 10 −20 per cent is required,
hereas the modelling of Finkelstein et al. ( 2019 ) concluded that
 f esc 〉 � 5 per cent may suffice (helped by the gradual reduction in
he optical depth τ to electron scattering derived from successive 
eleases of data from Planck: now τ = 0.056 ± 0.007; Planck 
ollaboration VI 2020 ). 
The inferred values for average 〈 f esc 〉 quoted by such studies

re inevitably dependent on a number of empirical results and 
odel assumptions, such as the assumed ionizing photon production 

fficiency of early galaxies (e.g. Eldridge et al. 2017 ). One common
dditional assumption is that the production of LyC photons is 
ominated by the more numerous faint (and presumably metal poor) 
alaxies at such early times; ho we ver, alternati ve assumptions can
e explored. 
An example is presented in Naidu et al. ( 2020 ), who propose

 model allowing f esc to vary based on star formation rate surface
ensity. In contrast to requiring a low-to-moderate 〈 f esc 〉 across the
ntire galaxy population, their work suggests that � 80 per cent of
he ionizing photon budget may be accounted for by rarer, more 

assive galaxies with higher than average f esc . Such uncertainties 
 v er the production and escape of LyC photons from EoR galaxies
rise because direct measurements of the LyC emission from these 
bjects are impossible. Therefore, with the aim of studying galaxies 
hat are most directly analogous to those that dro v e reionization,

any studies have focused on searching for LyC leakers at 3 ≤ z 

4, where the level of IGM transmission still allows the direct 
etection of LyC emission (Inoue et al. 2014 ). 
Some of the earliest successes in such searches have come from

eep rest-frame UV spectroscopy, both through targeted surv e ys such 
s KLCS (Steidel et al. 2018 ) and from serendipitous disco v eries.
he former has resulted in 13 secure detections of LyC emission

Pahl et al. 2021 ), including the LyC leaker Q1549-C25 first reported
n Shapley et al. ( 2016 ). Other discoveries, both serendipitous and
argeted, include such notable objects as Ion 1-3 (Vanzella et al. 
012 , 2016b , 2018 ; de Barros et al. 2016 ; Ji et al. 2020 ) and the
unburst galaxy (Rivera-Thorsen et al. 2019 ; Vanzella et al. 2022 ).
o we ver, with less than 20 spectroscopically confirmed LyC leakers 
isco v ered to date at intermediate redshifts, the available sample of
uch sources remains small. 

Constraints on the average escape fraction can also be derived from 

etailed analyses of larger samples that do not feature significant 
ndividual LyC detections, for example 〈 f esc 〉 = 0.06 ± 0.01 (Pahl
t al. 2021 ). Ho we ver, e ven with relati vely large samples of galaxies,
t is still difficult to achieve robust constraints on the typical level of
yC flux at intermediate redshifts, as shown in the meta-analysis by
e ̌stri ́c et al. ( 2021 ). Their work collates literature results from the

ast ∼ 20 yr, finding that many studies were only able to derive upper
imits on 〈 f esc 〉 , even from deep spectroscopic observations. 

As a potentially efficient alternative to spectroscopic searches, 
 growing number of studies have sought to use narrow and/or
roadband imaging to hunt for LyC emitting galaxies. The main 
bservational requirement for such searches is the availability of 
eep U- band imaging, which a number of studies have obtained via
rogrammes such as CLAUDS (Me ̌stri ́c et al. 2020 ), and LACES
Fletcher et al. 2019 ), resulting in a number of likely LyC emitting
andidates. As with spectroscopic studies, high angular-resolution 
maging (ef fecti vely from HST ) is required to robustly decontaminate
amples of potential LyC leakers (Siana et al. 2015 ). Regardless of
heir ability to unveil new candidate LyC emitting galaxies, these 
eep U- band imaging surv e ys hav e generally only been able to place
pper limits on 〈 f esc 〉 across their full galaxy samples (e.g. Guaita
t al. 2016 ; Grazian et al. 2017 ; Saxena et al. 2022 ). 

In the past decade, a significant amount of effort has also been
irected towards exploring which galaxy properties are correlated 
ith, and therefore can be utilized as indirect indicators of, the

evel of leaking ionizing radiation. To date, the most promising such
ndicators for f esc are tied to Ly α emission. Most recently, Pahl et al.
 2021 ) confirmed the positive correlation between increased f esc and
y α equi v alent width ( W λ(Ly α) ), pre viously found by Steidel et al.
 2018 ). This statistical link is physically supported by simulations,
hich show that both ionizing continuum flux and Ly α line emission

an escape through the same ionized channels in the interstellar 
edium (ISM) (e.g. Kimm & Cen 2014 ; Wise et al. 2014 ). 
Ho we ver, the case for W λ(Ly α) as a clean proxy for LyC

eakage is not clear cut (e.g. Mostardi et al. 2013 ). With a host
f properties able to alter the transmission of both Ly α and ionizing
ontinuum photons, such as geometry and gas kinematics (Dijkstra, 
ronke & Venkatesan 2016 ), any relationship between W λ(Ly α)

nd f esc is undoubtedly complex. Conflicting results also exist for the
onnection between other galaxy properties and f esc , such as galaxy
tellar mass and UV magnitude (e.g. Fletcher et al. 2019 ; Izotov et al.
021 ; Pahl et al. 2021 ), both of which are particularly important in
he ongoing debate o v er which galaxies provided the bulk of the
onizing photon budget in the EoR. 

In addition to Ly α, a number of other rest-frame UV/optical
pectral features, accessible by JWST for galaxies within the EoR, 
ave also been scrutinized as potential indicators of LyC leakage 
Nakajima & Ouchi 2014 ; Katz et al. 2020 ; Ramambason et al.
020 ; Mauerhofer et al. 2021 ). In particular, the usefulness of [O III ]
ine emission from galaxies ( W λ([ O III ]) and the [O III ]/[O II ] ratio,
ereafter O32), has been much explored, due to their association with
ecent bursts of star formation activity and increased ionizing photon 
roduction efficiency (Vanzella et al. 2016a ; Izotov et al. 2018 ;
ang et al. 2019 , 2021 , 2022 ; Endsley et al. 2021 ). Indeed, more
xtreme [O III ] properties are usually attributed to the presence of
ensity-bounded H II regions (K e wley, Nicholls & Sutherland 2019 ),
rom which LyC photons are thought to escape (Jaskot et al. 2019 ).
o we ver, as with other proposed proxy indicators of LyC leakage,

he link between W λ([ O III ]) , O32, and f esc is not conclusive (e.g.
aidu et al. 2020 ; Saxena et al. 2022 ). 
The analysis by Nakajima et al. ( 2020 ) suggests that high O32

s a requirement for high f esc , but that not all galaxies with high
32 are necessarily LyC leakers (a situation that is mirrored by the

elationship between O32 and Ly α emission; Tang et al. 2021 ). That
o single measure has pro v en to be a clear and universal indicator
f LyC leakage highlights the complexity of the underlying physics, 
MNRAS 513, 3510–3525 (2022) 
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n which anisotropic or time-evolving leakage may play a significant
ole, potentially explaining apparently inconsistent results (Cen &
imm 2015 ; Steidel et al. 2018 ; Fletcher et al. 2019 ). The lack of a

lear consensus further bolsters the case for studying larger sample
izes with varied and complete data sets and/or using alternative
ethodologies (see also Tanvir et al. 2019 ; Meyer et al. 2020 , for

onstraints derived using gamma-ray bursts and galaxy-IGM cross-
orrelations, respectively). 

To try to advance this situation, in this study we have assembled
 large sample of star-forming galaxies at 3.35 ≤ z spec ≤ 3.95
rom the ultra-deep VANDELS spectroscopic surv e y (McLure et al.
018b ; Pentericci et al. 2018 ; Garilli et al. 2021 ). We utilize deep
LT/VIMOS U -band imaging to probe LyC emission ( λrest � 820 Å),

long with high resolution HST imaging to measure non-ionizing UV
uxes ( λrest � 1300 Å) and ef fecti vely clean the sample from line-of-
ight contamination. We have calibrated the imaging with additional
strometric corrections, and have undertaken sophisticated depth
eterminations to ensure that our derived photometric uncertainties
re robust. We compare the observed distribution of ionizing to non-
onizing flux ratios with simulated ratios from a realistic model which
s based on physically moti v ated and/or empirically measured inputs,
nd includes an accurate treatment of both IGM and circumgalactic
edium (CGM) transmission via Monte Carlo sightline simulations.
rom this thorough analysis, for the first time via a broad-band

maging-based approach, we provide a statistical measurement
 ≥3 σ ) of the sample-averaged absolute escape fraction at z � 3.5. 

The paper is structured as follows. In Section 2 , we describe
he data sets used in this study, focusing on sample selection and
leaning, together with the additional calibration steps we have
mployed to extract robust photometry and accurately measure the
yC to non-ionizing UV flux ratios. In Section 3 , we describe the
onstruction of a model that can relate 〈 f esc 〉 to the observed LyC
o non-ionizing UV flux ratios, including the careful treatment of
ttenuation by dust, the IGM and CGM. Our constraints on 〈 f esc 〉 for
he full sample are presented in Section 4 , where we also explore
otential correlations between 〈 f esc 〉 and Ly α equi v alent width,
V luminosity, stellar mass and UV dust attenuation. We discuss

he significance of our results in Section 5 , before summarizing
ur conclusions in Section 6 . Throughout the paper we adopt
osmological parameters H 0 = 70 km s −1 Mpc −1 , �m 

= 0.3, and
� 

= 0.7. All magnitudes are quoted in the AB system (Oke &
unn 1983), and unless otherwise stated, we refer to the absolute

scape fraction as simply the escape fraction. 

 DATA  A N D  SAMPLE  SELECTION  

he constraints on 〈 f esc 〉 derived in this work fundamentally rely on
ccurately measuring the observed ratio of LyC to non-ionizing UV
ux in a sample of star-forming galaxies at z � 3.5. 
The three key data sets necessary to perform this experiment are all

ublicly available. A suitable sample of spectroscopically confirmed
tar-forming galaxies has recently been provided in the CDFS by the
nal data release (DR4) of the VANDELS ESO public spectroscopic
urv e y (Garilli et al. 2021 ). Moreo v er, the necessary measurements
f the observed LyC flux are provided by the publicly available,
ltra-deep, U -band imaging of the CDFS presented by Nonino et al.
 2009 ). Finally, the necessary measurements of the non-ionizing UV
ux are provided by the HST ACS F606W, hereafter V 606 , imaging of

he CDFS, released as part of version 2.0 of the Hubble Le gac y Field
rogramme 1 (Whitaker et al. 2019 ). In this section, we fully describe
NRAS 513, 3510–3525 (2022) 
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U
U

he sample selection process, together with the steps taken to extract
obust photometry from the ground-based and HST imaging. 

.1 The VANDELS sur v ey 

he sample of star-forming galaxies utilized in this work is drawn
 xclusiv ely from the final data release (DR4) of the VANDELS ESO
ublic spectroscopy surv e y (McLure et al. 2018b ; Pentericci et al.
018 ; Garilli et al. 2021 ). The VANDELS surv e y obtained ultra-
eep (20-80 hours of integration), red optical (4800 < λobs < 10200
) spectra for a sample of 2087 galaxies with the VIMOS spec-

rograph on the VLT. The primary VANDELS sample, accounting
or 83 per cent of the spectroscopic targets, consisted of galaxies on
he star-forming main sequence (e.g. Daddi et al. 2007 ) within the
edshift interval 2.4 ≤ z phot ≤ 6.4. Full details of the surv e y design
an be found in McLure et al. ( 2018b ), and a detailed description of
he data reduction, data quality assurance, and spectroscopic redshift
eterminations can be found in Pentericci et al. ( 2018 ) and Garilli
t al. ( 2021 ). 

The initial sample selected for this work consists of 242 VAN-
ELS DR4 star-forming galaxies within the CDFS, 2 with high-
uality spectroscopic redshifts ( z flag = 3 or 4) within the interval
.35 ≤ z spec ≤ 3.95. We note here that the spectroscopic redshifts
or VANDELS galaxies with quality flags z flag = 3 or 4 are derived
rom multiple spectral features and the analysis presented by Garilli
t al. ( 2021 ) confirms that they are reliable at the 99 per cent
evel. Each galaxy had an associated stellar mass derived from
ultiwavelength broad-band photometry using the SED-fitting code
AGPIPES (Carnall et al. 2018 , 2019 ) as described in Garilli et al.
 2021 ), and a measured Ly α equi v alent width ( W λ(Ly α)) following
he method outlined in Cullen et al. ( 2020 ) (following Kornei et al.
010 ). The UV magnitude ( M UV ) of each galaxy is calculated based
n the VANDELS spectra and available photometry, following the
ethod outlined in Section 3.3 . 
The low-redshift limit at z spec = 3.35 was imposed to ensure that

he U -band filter used for the VIMOS imaging only samples rest-
rame w avelengths shortw ards of the Lyman limit. In contrast, the
igh-redshift limit was determined based on a simulation of the
ombined impact of the IGM and CGM on the transmission of LyC
hotons. This indicated that z spec = 3.95 was the redshift at which
he increasing opacity of the IGM + CGM outweighed the impro v ed
ignal-to-noise ratio provided by a larger sample size. We note that
anzella et al. ( 2010a ) reached the same conclusion regarding the
ptimal redshift window for detecting potential LyC emission in an
arlier study using the same U -band imaging data. 

.2 Imaging data 

his study makes use of the U -band imaging of the CDFS field
btained with VLT + VIMOS by Nonino et al. ( 2009 ) and the
oincident V 606 imaging obtained with HST . Fitting with the PSFEX

oftware package (Bertin 2011 ) demonstrated that the point spread
unction (PSF) of the U -band mosaic shows little spatial variation.
ver the area of the mosaic where the VANDELS star-forming
alaxies are located, we find a median full width at half-maximum
FWHM) of 0.79 arcsec and a maximum FWHM of 0.80 arcsec. As a
esult, throughout this paper we measure photometry within circular
 A similar number of suitable VANDELS DR4 galaxies are available in the 
DS surv e y field; ho we ver, the UDS currently lacks the necessary ultra-deep 
- band imaging data. 

https://archive.stsci.edu/prepds/hlf/
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pertures with a diameter of 1.2 arcsec in order to maximize the
ignal-to-noise ratio for compact sources (e.g. Brammer et al. 2016 ). 

.2.1 PSF homo g enization 

ur adopted method for determining 〈 f esc 〉 relies on an accurate
easurement of the LyC to non-ionizing UV flux ratio; ef fecti vely

he U −V 606 colour. This measurement clearly relies on the U -band
nd V 606 -band aperture photometry capturing the same fraction of 
otal flux for each object. To meet this requirement, the V 606 image
as PSF homogenized to the U -band image using a convolution 
ernel generated by PHOTUTILS , based on stacks of isolated stars.
ollowing PSF homogenization, a curve of growth analysis con- 
rmed that the enclosed relative flux within an 1.2-arcsec diameter 
perture on the U -band and V 606 -band images matched to within 
2 per cent. 

.2.2 Astrometry calibration 

n addition to PSF homogenization, the measurement of an accurate 
 − V 606 colour requires any astrometric shifts between the U -band 

nd V 606 -band images to be minimized. To address this issue we
elected a catalogue of bright sources, detected in both images with 
/N ≥8 σ , with positions that matched within a tolerance of 0.5
rcsec. This catalogue revealed that the median astrometry offset 
etween the two images was 	α = 0.133 arcsec. 

By applying a spatially varying correction to the U -band astrom-
try, based on the median off-sets of the nearest 200 bright objects,
t was possible to reduce the median astrometry offset to 	α = 

.08 arcsec. This impro v ement in astrometric accuracy allowed us
o extract robust U -band photometry at the measured V 606 centroids, 
ithout astrometric shifts contributing significantly to the uncertainty 

n the U −V 606 colours. 

.2.3 Sky subtraction and depth analysis 

e adopted a two-step process to address the issues of sky subtraction
nd the positionally varying depth of the U -band imaging. The first
tep was to subtract a low-order, two-dimensional, sky-background 
t to the U -band image with PHOTUTILS , using a dilated segmentation
ap to exclude objects from the fit. Following this global sky-

ubtraction, a second step was employed to deal with any remaining 
ocal variations. This step involved creating a dense grid of non- 
 v erlapping blank-sk y apertures, each with a diameter of 1.2 arcsec.
or each galaxy in our final sample, the U -band photometry was
easured within an aperture with a diameter of 1.2 arcsec, centred 

n the measured V 606 centroid, with the median flux of the nearest 200
lank-sky apertures taken as the local sky-background estimate. The 
orresponding value of σ MAD measured from the flux distribution 
f the nearest 200 blank-sky apertures was adopted as the local 1 σ
epth estimate. An identical procedure was followed to measure 
nd quantify the V 606 -band photometry extracted from the PSF- 
omogenized V 606 image. 
A depth map, illustrating the spatial variation in sensitivity of the 
 -band image, is shown in Fig. 1 . Within the region occupied by our
nal galaxy sample, we calculate a global median 1 σ depth of m 1 σ =
0.4. Although there is clearly spatial variation in the depth of the
 -band image, ≥90 per cent of our final galaxy sample lie in regions
ith m 1 σ ≥ 30.1. Having an accurate measurement of the spatially 
 arying depth allo ws us to allocate robust flux errors to each object
s a function of their position. 
.3 Final sample selection 

nfortunately, the whole initial sample of 242 star-forming galaxies 
s not suitable for constraining the escape fraction of LyC photons,
rimarily due to the potential for significant contamination of the 
round-based U -band photometry by flux from nearby companion 
bjects. It was therefore necessary to clean our initial sample for
otential contaminants, as described below. 

.3.1 Line-of-sight contamination in the imaging data 

s discussed abo v e, based on the � 0.8 arcsec FWHM of the U -
and PSF, we adopt photometric apertures with a diameter of 1.2
rcsec. Therefore, the first stage in cleaning the sample involved 
isually inspecting U -band cutouts of each object and removing all
bjects that displayed any level of contaminating flux from nearby 
ompanion objects within a radius of 0.6 arcsec. From the initial
ample, 23 objects were excluded due to having U -band photometric
pertures that were unambiguously contaminated by flux from nearby 
bjects, leaving a sample of 219 remaining objects. 
The second stage of the cleaning process exploited the high- 

patial-resolution V 606 imaging to identify small angular separation 
ontaminants ( r < 0.6 arcsec) that could not be identified from
he low-spatial resolution U -band imaging. The third stage of the
leaning process made use of true-colour images constructed from 

he other available HST ACS imaging data (i.e. F435W, F775W, 
850LP) 3 in order to exclude those extended objects that visually 
isplayed strong colour gradients, potentially indicative of line-of- 
ight projections of objects at different redshifts. In total, based on
he high-spatial resolution HST imaging, we excluded a further 34 
bjects, leaving a sample of 185 objects. 
For a further 32 galaxies, it was not possible to state unambigu-

usly that they contain no contaminating flux within the photometric 
perture through a combination of the three previous cleaning stages. 
MNRAS 513, 3510–3525 (2022) 
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Figure 2. The distribution of spectroscopic redshift (top), stellar mass 
(middle), and Ly α equi v alent width (bottom) for our final sample 148 of 
star-forming galaxies. The median values of the three properties shown are 
z spec = 3.58, log ( M � /M 	) = 9.5, and W λ(Ly α) = −6 Å (see Section 4.3 ). 
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s a result, these galaxies were classed as potentially contaminated,
nd given our conservative approach, we also excluded these objects,
eaving a sample of 153. 

.3.2 AGN contamination 

he final stage of cleaning the sample involv ed e xcluding potential
GN. This process was based on the identification of sources within

he 7Ms Chandra X-ray catalogue of the E-CDFS (Luo et al. 2017 ),
hich co v ers an area including the full VANDELS sample in the
DFS. We excluded a further five objects as potential AGN, all of
hich could be associated with high SNR detections in the 7Ms
-ray catalogue, within an angular separation of 1.1 arcsec. 

.3.3 Final galaxy sample 

ollowing the exclusion of potential AGN, the final sample of
alaxies consists of 148 star-forming galaxies within the redshift
nterval 3.35 ≤ z spec ≤ 3.95. Our conservative approach to cleaning
xcluded a total of 94 objects from the initial sample (39 per cent),
rimarily on the basis of potential photometric contamination from
earby objects. The redshift, stellar mass, and W λ(Ly α) distributions
f our final sample are shown in Fig. 2 . 

.3.4 The LyC to non-ionizing UV flux ratio 

s discussed previously, the observational constraint on f esc for a
iven galaxy is derived from the LyC to non-ionizing UV flux ratio: 

 obs = 

(
L LyC 

L UV 

)
obs 

= 

( 〈 f U 〉 
〈 f V 〉 

)
obs 

, (1) 

here 〈 f U 〉 and 〈 f V 〉 are the flux densities per unit frequency measured
ithin 1.2-arcsec diameter apertures on the U -band and PSF-
omogenized V 606 -band images, respectively. In the next section,
e describe the technique we have adopted to model the R obs 

istribution of the final sample (see Fig. 3 ), and thereby measure
he value of 〈 f esc 〉 . However, it is worth noting that it is R obs that is
he fundamental observable and that, after correcting for the effects
f the IGM and CGM, it is R obs that is directly related to a galaxy’s
otal ionizing emissivity. The subsequent conversion between R obs 

nd f esc is inevitably more model dependent, a fact that is worth re-
embering when comparing the values of f esc derived from different 

tudies. 

 M O D E L L I N G  T H E  R obs PR  O B  ABILITY  

ISTR IBU TION  

rmed with the R obs distribution we can then proceeded to estimate
 f esc 〉 for the final sample of 148 star-forming galaxies. To do this
e first constructed a generative model to predict the probability
istribution of R obs for a given object, as a function of f esc . The basic
quation relating R obs to f esc is 

 obs = f esc × R int × e −τH I 
λ × 10 0 . 4 A UV , (2) 

here R int is the intrinsic LyC to non-ionizing UV flux ratio, e −τH I 
λ is

he line-of-sight transmission through the IGM and CGM, and A UV 

s the UV dust attenuation. 4 
NRAS 513, 3510–3525 (2022) 

 As measured at the rest-frame ef fecti v e wav elength of the F606W filter, 
hich is typically � 1300 Å for our sample. 

a  

d  

m  

a  
While R int and A UV can be estimated using standard stellar
opulation fitting and/or empirical methods, the crucial complicating
actor is the value of e −τH I 

λ , which is strongly sight-line dependent
nd can take a range of values drawn from a highly non-Gaussian
istribution (e.g. Steidel et al. 2018 ). As a result, there is no unique
apping between f esc and R obs for individual objects, and one must

ccount for the full distribution of possible R obs values at a given f esc .
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Figure 3. The R obs distribution of our final sample of 148 star-forming 
galaxies, derived in Section 2 . It is the centroid and o v erall shape of this 
distribution that provides the fundamental observational constraint on 〈 f esc 〉 . 
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n this section, we describe in detail how our model for R obs ( f esc )
as constructed, focusing on each of the three key quantities ( R int ,
 

−τH I 
λ , A UV ) in turn. 

.1 Intrinsic LyC to non-ionizing UV flux ratio 

he intrinsic LyC to non-ionizing UV flux ratio is determined by the
roperties of the underlying stellar population, which sets the shape 
f the intrinsic SED, and the galaxy redshift, which fixes the specific
est-frame wav elength re gions co v ered by the U and V 606 -band 
lters. 
In order to define an intrinsic SED that is representative of the

verage properties of our sample, we first constructed a stack of the
ANDELS spectra, following the method described in Cullen et al. 
 2019 ). The best-fitting stellar metallicity of this stacked spectrum 

as then determined by fitting the Binary Population and Spectra 
ynthesis version 2.2 (BPASSv2.2) SPS models (Eldridge et al. 2017 ; 
tanway & Eldridge 2018 ) following the full spectral fitting approach 
utlined in Cullen et al. ( 2019 ), assuming a constant star formation
istory o v er a 100 Myr time-scale, binary stellar evolution, and a
tandard Kroupa ( 2001 ) IMF with an upper mass limit of 100M 	.
ur choice of the BPASS models was moti v ated by observ ations

hat suggest these models yield the best predictions for the ionizing 
ontinuum spectra of high-redshift stellar populations (e.g. Steidel 
t al. 2016 ; Reddy et al. 2022 ). 

The best-fitting BPASS model had a metallicity of Z � � 0 . 001 �
 . 07 Z 	 (assuming Asplund et al. 2009 ), consistent with previous
stimates of the average stellar metallicity of galaxies at similar 
edshifts and stellar masses (Cullen et al. 2019 , 2021 ; Kashino et al.
022 ). This best-fitting model was adopted as the representative 
ntrinsic SED for our sample, and the individual R int values were 
hen calculated by integrating through the U and V 606 -band filters
t the redshift of each galaxy. Across our final galaxy sample the
ndi vidual v alues of R int range from 0.17 to 0.20 with a median
alue of R int = 0 . 19. It is worth nothing that this is essentially the
ame intrinsic SED used to infer 〈 f esc 〉 and other related parameters
n the recent the KLCS spectroscopic analyses at z ∼ 3 (e.g. Steidel
t al. 2018 ; Pahl et al. 2021 ). 
.2 IGM and CGM transmission 

t the redshift of our sample, the nuisance parameter with the largest
nfluence on the derived value of 〈 f esc 〉 is the optical depth of the IGM
nd CGM, which determines the transmitted fraction of ionizing 
hotons through the intervening H I along the line of sight to each
alaxy ( e −τH I 

λ ). The optical depth can vary significantly with sight
ine, depending on the exact distribution of neutral clouds (as a
unction of column density and redshift), and therefore must be 
ccounted for in a probabilistic sense. 

In many previous studies, it has been common to only consider
he contribution of the IGM when accounting for H I optical depth
e.g. Vanzella et al. 2010a ). Ho we ver, as galaxies exist in regions
f gas o v erdensities, and are known to be surrounded by significant
uantities of H I in their CGM (out to � 700 physical kpc; e.g.
udie et al. 2012 , 2013 ), sightlines to galaxies are not representative
f random sightlines through the Universe. As a result, it is more
ccurate to account for both the IGM and CGM when considering
he optical depth of H I towards galaxies (e.g. Steidel et al. 2018 ;
ahl et al. 2021 ). 
To account for the IGM and CGM contributions, we generated 

ransmission curves ( e −τH I 
λ ) using the parametrization for the column

ensity and redshift distribution of H I clouds given in Steidel et al.
 2018 ). Specifically, we generated 10 000 individual sightlines in six
eparate redshift bins ( z = 3.4, 3.5, 3.6, 3.7, 3.8, 3.9), co v ering the
ull redshift range of our sample. Full details of the method used
o generate the individual sightlines are provided in the Appendix, 
nd examples of nine random sightlines at z = 3.4 are shown in the
eft-hand panel of Fig. 4 , highlighting the significant variation. 

For a given galaxy, a value of e −τH I 
λ is obtained by selecting a

andom sight line at the nearest redshift and integrating through 
he U -band filter. The right-hand panel of Fig. 4 illustrates how the
esulting distribution of e −τH I 

λ is strongly peaked at zero, with a highly
on-Gaussian shape. 

.3 UV dust attenuation 

fter the IGM + CGM transmission, the model parameter that has
he largest systematic influence on the deri ved v alue of 〈 f esc 〉 is the
V dust attenuation. In this study, we have taken advantage of the

est-frame UV VANDELS spectra to adopt an empirical approach to 
alculating the level of UV attenuation on a g alaxy-by-g alaxy basis.
y comparing to our adopted intrinsic SED model (see Section 3.1 ),
hich has a UV spectral slope of β int = −2.44 ± 0.02, we calculated

he value of A UV for each object by measuring the observed UV
pectral slope ( βobs ) from its VANDELS spectrum. 

The first step in this process was fitting a power law ( f λ ∝ λβ )
o each of the VANDELS spectra o v er the wav elength range of
300 −1800 Å, within the continuum windows specified by Calzetti, 
inney & Storchi-Bergmann ( 1994 ). Fitting β in this fashion, the
nal galaxy sample has 〈 βspec 〉 = −1.26 ± 0.04, with a median value
f βspec = −1.29. The average of these individual β estimates is fully
onsistent with the value derived from the stacked spectrum of the
ull sample ( βstack = −1.24 ± 0.03). 

Armed with the indi vidual v alues of βobs , it was then possible
o calculate individual determinations of A 1600 based on the value 
f 	β = βobs −β int . Ho we ver , making this con version requires a
ecision to be made on the form of the UV attenuation curve.
nfortunately, the average form of the UV attenuation curve at 
igh redshift is still a matter of debate, with no consensus having
een reached in the literature (e.g. Cullen et al. 2018 ; McLure et al.
018b ; Reddy et al. 2018 ; Shi v aei et al. 2020 ), and we therefore
MNRAS 513, 3510–3525 (2022) 
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Figure 4. To accurately account for the fluctuating optical depth facing ionizing photons from a combination of the IGM and CGM, we generated a large 
number of individual sight-line transmission curves as a function of redshift, as detailed in Section 3.2 . Left-hand panel: Nine random IGM + CGM transmission 
curves generated at z = 3.4 (black) over the observed wavelength range for LyC flux (the Lyman-limit lies at λobs = 4013 Å at z = 3.4), illustrating the strong 
v ariation across dif ferent sightlines. The blue shading in the background of each panel shows the transmission of the U -band filter. Right-hand panel: Histograms 
showing the average transmission from 10 000 sightlines generated at z = 3.55, calculated by integrating the transmission curve for each sight line through the 
U- band filter. The filled grey histogram corresponds to sightlines accounting for both the IGM and CGM, while the red histogram shows IGM-only sightlines. 
The importance of incorporating the CGM contribution is highlighted by the significant increase in the relative number of sightlines with 〈 e −τ

U 〉 � 0. The inset 
panel shows the 〈 e −τ

U 〉 distribution of sightlines at z = 3.4 (green) and z = 3.9 (blue), highlighting the increasing optical depth at higher redshifts. 
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hose to employ a dust curve that is at least consistent with both the
ANDELS spectra and our choice of intrinsic SED model. To do this,
e fitted the stacked VANDELS spectrum using the BPASS intrinsic
ED model, attenuated by a dust curve parameterized following
alim, Boquien & Lee ( 2018 ). According to this formulation, the
alzetti et al. ( 2000 ) attenuation curve is modified by a power-law
xponent ( δ), such that δ = 0.0 corresponds to the Calzetti starburst
urve and δ � −0.5 is close to the SMC extinction curve (e.g. Gordon
t al. 2003 ). Fitting the stacked spectrum o v er the wav elength range
f 1300 −1800 Å returned a best-fitting dust slope of δ = −0 . 25 + 0 . 37 

−0 . 27 ,
ith no 2175 Å dust bump. 
Based on this dust curve, we proceeded to convert the individual

alues of 	β measured for each galaxy into attenuation at 1600 Å,
sing the relation: A 1600 = 1.28 × 	β. For each object, we then
alculated the value of A UV at the effective wavelength of the V 606 

lter using A UV � 1.2 × A 1600 , where the constant has a slight redshift
ependence. The error on A UV ( σA UV ) was estimated by propagating
he error on 	β. 

.4 Constructing model R obs ( f esc ) distributions 

ombining these three components, it is possible to construct the
xpected distribution of R obs as a function of f esc . The model
istribution can then be statistically compared to the observed R obs 

istribution, to place constraints on 〈 f esc 〉 for any given sample.
e adopted a Monte Carlo procedure for producing model R obs 

istributions as a function of f esc . For a set of N galaxies drawn from
he full galaxy sample, we performed the following steps: 

(i) For each galaxy, select a random IGM + CGM sight line at
he appropriate redshift and calculate the value of e −τH I 

λ integrated
hrough the U -band filter. 
NRAS 513, 3510–3525 (2022) 
(ii) Set the value of A UV by perturbing the measured value
ssuming a Gaussian scatter of σA UV and ensuring that A UV ≥ 0. 

(iii) Using these two values, and the adopted value of R int ,
alculate the expected R obs using equation ( 2 ). 

(iv) Perturb R obs according to the depth of the U and V 606 -band
osaics at the position of the galaxy. 

These steps yield N model R obs values. The process was then
epeated 10 000 times in order to build-up the average model
istribution that could then be directly compared to the observed
ata, as shown in Fig. 5 . 

 RESULTS  

n this section, we describe how we estimated 〈 f esc 〉 for our final
alaxy sample, using two approaches: (i) a binned maximum
ikelihood method and (ii) a Bayesian framework for combining
ndividual f esc estimates. We also explore whether trends in 〈 f esc 〉 can
e identified by splitting our sample on the basis of properties that
re expected to correlate with f esc ; such as the equi v alent width of
y α, UV continuum slope β (a proxy for dust attenuation), galaxy
tellar mass and intrinsic UV luminosity. 

.1 Maximum likelihood 

he maximum likelihood technique is based upon a comparison
etween the observed and model R obs distributions. Model R obs 

istributions were built for a grid of 〈 f esc 〉 values between 0 and 1
ith an interval of 	 〈 f esc 〉 = 0.001, following the procedure outlined

n Section 3 . The fitting procedure was to maximize the following
og-likelihood function: 

ln L = 

∑ 

n i ln p i , (3) 
i 
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Figure 5. A comparison between the R obs distribution for our full sample of 148 star-forming galaxies (blue) and the output of the model described in Section 3 
(black line) for three different values of 〈 f esc 〉 . The best-fitting model returned by the maximum likelihood method described in Section 4.1 is shown in the 
middle panel, and corresponds to 〈 f esc 〉 = 0.07 ± 0.02. It can be seen that the model predictions for 〈 f esc 〉 = 0 and 〈 f esc 〉 = 0.15 are not compatible with observed 
data, and both are formally excluded at ≥3 σ (see Fig. 6 ). 

Figure 6. The result of the maximum likelihood fit to the R obs distribution 
of the full sample of 148 star-forming galaxies. The best-fitting value is found 
to be 〈 f esc 〉 = 0.07 ± 0.02 and 〈 f esc 〉 = 0.0 is excluded at ≥3 σ confidence (i.e. 
	χ2 ≥ 9). 
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here the summation runs o v er the i bins of the R obs histogram (see
ig. 3 ), n i is the number of galaxies in bin i and p i is the probability of
nding a galaxy within bin i for a given value of f esc . The probability
 i is naturally defined as n m 

i /N , where n m 

i is the number of galaxies
n bin i predicted by the model, for a given f esc , and N is the total
umber of galaxies in the sample ( N = 148). The 1 σ confidence
nterval can be estimated via 

χ2 = −2 ln ( L / L max ) = 1 , (4) 

here L max is the maximum likelihood value. Applying this tech- 
ique we find clear evidence for a non-zero 〈 f esc 〉 at the > 3 σ level,
ith a best-fitting value of 〈 f esc 〉 = 0.07 ± 0.02 (see Fig. 6 ). 
Fig. 5 provides a visual illustration of this result. It can be seen

rom the middle panel that the model distribution corresponding to 
 f esc 〉 = 0.07 provides an excellent description of the data. In contrast,
he 〈 f esc 〉 = 0 model predicts too many galaxies with R obs < 0, while
he 〈 f esc 〉 = 0.15 model predicts a positive tail in excess of what is
bserved and underestimates the R obs = 0 peak. 

.2 Bayesian Inference 

o complement the maximum likelihood fitting, we adopted a second 
pproach for estimating 〈 f esc 〉 that utilizes the individual posterior
robabilities for f esc of each galaxy. Using Bayes’ theorem, the 
osterior probability for f esc is given by 

( f esc | R obs ) ∝ 

∫ 

p( R obs | f esc , 
 ) p( f esc ) p( 
 )d 
, (5) 

here 
 = ( R int , e −τH I 
U , A UV ) and p( R obs | f esc , 
 ) is the likelihood

or R obs , p ( f esc ) is the prior on the escape fraction, and p ( 
 ) is the
rior on the additional free parameters. For a given galaxy, we can
rite the log-likelihood as 

n p( R obs | f esc , 
 ) = 

−( R ( f esc , 
 ) − R obs ) 2 

2 σ 2 
obs 

− ln 
(√ 

2 πσobs 

)
, (6) 

here σ obs is the error on R obs and R ( f esc , 
 ) is the predicted value
f R for a given set of input parameters, according to equation ( 2 ). 
The crucial aspect of the Bayesian approach then becomes deter- 
ining the priors for each parameter. For simplicity, we assumed a
xed value for R int for each galaxy (see Section 3.1 ). We adopted

he following priors for each of the other three free parameters: (i)
or f esc we assume a uniform prior between 0 and 1; (ii) for A UV 

e assume a Gaussian prior with mean and standard deviation given
y the individual fits to the UV continuum slope of each galaxy
Section 3.3 ); (iii) finally, to generate a prior on e −τH I 

U we perform
 kernel density estimation to turn the distribution of sightlines (see
ection 3.2 ) into a smooth probability distribution. The resulting 
rior distributions for e −τH I 

U as a function of redshift are shown in
ig. 7 . 
Armed with the likelihood and prior distributions we determined 

he posterior of f esc for each galaxy using an MCMC sampling
echnique (F oreman-Macke y et al. 2013 ). Examples of the posterior
istributions for a detected (S/N ≥ 5 σ ) and non-detected galaxy in
he U -band are shown in the left-hand panel of Fig. 8 . The value of
MNRAS 513, 3510–3525 (2022) 
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Figure 7. Probability density functions for e −τH I 
U , used as priors in our 

Bayesian inference methodology (Section 4.2 ). To generate the smooth 
probability density functions we performed a kernel density estimation of 
the distribution of 10 000 sightlines at each redshift (examples of these can 
be seen in Fig. 4 ). The increase in probability density at low transmission (i.e. 
high IGM + CGM optical depth) with increasing redshift can clearly be seen. 
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 f esc 〉 can then be obtained by multiplying the individual posteriors: 

( 〈 f esc 〉|{ R obs } ) ∝ 

∏ N gal 
i p i ( f esc ) . (7) 

In the right-hand panel of Fig. 8 , we show the resulting
 ( 〈 f esc 〉| { R obs } ) for our full sample. It is important to note that
quation ( 7 ) is only valid under that assumption that each galaxy has
he same value of f esc . Therefore, 〈 f esc 〉 should be interpreted as the

ost likely value of f esc assuming a uniform value across the sample,
ather than the average of 148 individual (potentially different)
NRAS 513, 3510–3525 (2022) 

igure 8. Left : A corner plot showing the 1D and 2D marginalized posteriors for
he blue posteriors show one of the two galaxies in our full sample with a robust

ypical galaxy that is not individually detected. To calculate the average 〈 f esc 〉 for a
eft-hand panel) were multiplied together. Right : The posterior probability p ( 〈 f esc 〉|
alues. In this way, 〈 f esc 〉 has the same physical interpretation as
 f esc 〉 derived from the maximum likelihood fitting above. Using this
ethod, we infer a best-fitting value of 〈 f esc 〉 = 0.05 ± 0.01, fully

onsistent (within 1 σ ) with the value inferred from the maximum
ikelihood approach, and inconsistent with 〈 f esc 〉 = 0 at the ≥3 σ level.

.3 Escape fraction dependence on galaxy physical properties 

aving established that 〈 f esc 〉 for the full sample is non-zero, it is
learly of interest to investigate whether or not there is any indication
hat f esc correlates with other galaxy properties. As discussed in the
ntroduction, reliable proxies for LyC escape are required in order to
nfer f esc during the reionization era, where direct measurements are
ot possible. 
One of the most prominent amongst potential f esc indicators is the

qui v alent width of the Ly αline ( W λ(Ly α)), which is expected to
orrelate with LyC escape since both are sensitive to the column
ensity and distribution of H I within galaxies (e.g. Gronke, Bull &
ijkstra 2015 ; Verhamme et al. 2015 ; Dijkstra et al. 2016 ). Obser-
 ational e vidence in support of this connection has recently been
eported via spectroscopic analyses of galaxies at z � 3, which find
trong evidence for a correlation between f esc and W λ(Ly α) (Marchi
t al. 2017 ; Steidel et al. 2018 ; Pahl et al. 2021 ), as well as W λ(Ly α)
nd the co v ering fraction of H I (Reddy et al. 2016 ; Gazagnes et al.
020 ; Reddy et al. 2022 ; Saldana-Lopez et al. 2022 ). Other likely
ndirect tracers of the neutral H I column density of galaxies include
he dust content (traced by the UV continuum slope, β) and stellar

ass ( M � ); indeed, both of these quantities are known to be linked
o the escape of Ly αphotons (Du et al. 2018 ; Cullen et al. 2020 ). 

Finally, it is also of interest to investigate whether f esc and UV
uminosity are correlated, given that calculating the global ionizing
ackground during the EoR typically relies on integrating down the
V galaxy luminosity function with an assumption that f esc is con-

tant (e.g. Robertson et al. 2015 ). Below we explore the correlation
etween f esc and each of these galaxy properties ( W λ(Ly α), β, M � ,
 UV ), in turn. 
 f esc , A UV and e −τH I 
U for two example galaxies drawn from our final sample. 

 ( ≥5 σ ) individual R obs detection. The red posteriors show an example of a 
 given galaxy sample, the individual f esc posteriors (i.e. curves in the upper 
 { R obs } ) for the full galaxy sample, corresponding to 〈 f esc 〉 = 0.05 ± 0.01. 
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Figure 9. The constraints on 〈 f esc 〉 returned by the maximum-likelihood technique for the four sample splits described in Section 4.3 . In each panel, the red and 
blue curves show the 〈 f esc 〉 constraints when the full sample is split in two at the median value of the physical parameter in question. The red and blue curves can 
be identified by the labels in the top-right corner of each panel. For reference, the grey curve in each panel shows the constraint on 〈 f esc 〉 for the full galaxy sample. 
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.3.1 W λ(Ly α) 

o investigate the link between f esc and W λ(Ly α), we split the full
ample in half at the median value of W λ(Ly α) = −6 Å. After
xcluding two galaxies with unreliable W λ(Ly α) measurements 
ue to artefacts in the VANDELS spectra, the resulting low −
nd high −W λ(Ly α) sub-samples had median equi v alent widths of
 λ(Ly α) =−14.2 Å and W λ(Ly α) = 4.9 Å, respectively. Fitting the

wo sub-samples using the maximum likelihood technique returned 
est-fitting values of 〈 f esc 〉 = 0 . 02 + 0 . 02 

−0 . 02 for the low- W λ(Ly α) sub-
ample and 〈 f esc 〉 = 0 . 12 + 0 . 06 

−0 . 04 for the high- W λ(Ly α) subsample
Fig. 9 ). Using the Bayesian inference methodology, the constraints 
or the low- and high- W λ(Ly α) subsamples were 〈 f esc 〉 < 0.03 (2 σ )
nd 〈 f esc 〉 = 0 . 08 + 0 . 02 

−0 . 02 (Fig. 10 ). These results represent significant
vidence ( > 3 σ ) for an increase in f esc with increasing W λ(Ly α),
n broad agreement with recent spectroscopic studies (Steidel et al. 
018 ; Pahl et al. 2021 ). 

.3.2 UV continuum slope 

ext, we looked for a link between f esc and the observed UV contin-
um slope βobs (a proxy for dust attenuation at UV wavelengths). A 
 esc −βobs correlation is expected due to the sensitivity of LyC photon
scape to the dust and H I column density of the ISM. 

Ag ain, the full g alaxy sample was split in half at the median
alue of βobs = −1.29, producing low attenuation (‘blue’, with 
edian βobs = −1.62) and high attenuation (‘red’, with median 
obs = −0.92) subsamples. Applying the maximum likelihood 
pproach returned best-fitting values of 〈 f esc 〉 = 0 . 22 + 0 . 04 

−0 . 06 and
 f esc 〉 = 0 . 04 + 0 . 01 

−0 . 02 for the low- and high-attenuation sub-samples,
espectively (Fig. 9 ). Similarly, the Bayesian inference approach 
eturned 〈 f esc 〉 = 0 . 14 + 0 . 06 

−0 . 04 for the low-attenuation sub-sample and
 f esc 〉 < 0.03 (2 σ ) for the high-attenuation subsample (Fig. 10 ). Taken
ogether, these results again represent significant evidence in fa v our
f a picture in which galaxies with lower levels of UV dust attenuation
isplay higher values of 〈 f esc 〉 . 

.3.3 Stellar mass 

lthough W λ(Ly α) and βobs are two galaxy properties with a clear
nd direct link to f esc , it is also interesting to examine any correlation
etween f esc and stellar mass, a property that is already know to
orrelate with both W λ(Ly α) and UV dust attenuation (e.g McLure
t al. 2018b ; Cullen et al. 2020 ). Splitting the sample into low-
MNRAS 513, 3510–3525 (2022) 
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M

Figure 10. The constraints on 〈 f esc 〉 returned by the Bayesian inference technique for the four sample splits described in Section 4.3 in the same format as 
Fig. 9 . The red and blue curves show the posterior probability distributions for the sample splits, whereas the grey curve in each panel shows the posterior 
probability distribution of 〈 f esc 〉 for the full sample. As before, the red and blue curves can be identified by the labels in the top-right corner of each panel. 
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Table 1. Summary of the best-fitting 〈 f esc 〉 values of the various samples 
discussed in Section 4 . Results are quoted for both the maximum likelihood 
and Bayesian inferences methods. Upper limits represent 2 σ constraints. 

Sample Maximum likelihood Bayesian inference 

Full sample 0 . 07 + 0 . 02 
−0 . 02 0 . 05 + 0 . 01 

−0 . 01 

Low W λ(Ly α) 0 . 02 + 0 . 02 
−0 . 02 < 0.03 

High W λ(Ly α) 0 . 12 + 0 . 06 
−0 . 04 0 . 08 + 0 . 02 

−0 . 02 

Red β 0 . 04 + 0 . 01 
−0 . 02 < 0.03 

Blue β 0 . 22 + 0 . 04 
−0 . 06 0 . 14 + 0 . 06 

−0 . 04 

High M � 0 . 06 + 0 . 02 
−0 . 02 0 . 05 + 0 . 02 

−0 . 01 

Low M � 0 . 09 + 0 . 05 
−0 . 04 0 . 05 + 0 . 02 

−0 . 01 

Intrinsic UV bright 0 . 03 + 0 . 02 
−0 . 01 0 . 04 + 0 . 01 

−0 . 01 

Intrinsic UV faint 0 . 18 + 0 . 06 
−0 . 05 0 . 10 + 0 . 04 

−0 . 03 
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 � (median = 10 8.72 M 	) and high- M � (median = 10 9.22 M 	) subsam-
les, the maximum likelihood approach returned best-fitting values
f 〈 f esc 〉 = 0 . 09 + 0 . 05 

−0 . 04 and 〈 f esc 〉 = 0 . 06 + 0 . 02 
−0 . 02 , respectively (Fig. 9 ).

ith our Bayesian inference approach, we derive corresponding
onstraints of 〈 f esc 〉 = 0 . 05 + 0 . 02 

−0 . 01 and 〈 f esc 〉 = 0 . 05 + 0 . 02 
−0 . 01 (Fig. 10 ). In

ither case, we find that any dependence of f esc on M � , if one exists,
s not a strong as the dependence on W λ(Ly α) and β, suggesting that
 � is at best a secondary indicator of f esc . 

.3.4 Intrinsic UV luminosity 

inally, we divided the full galaxy sample at the median intrinsic
i.e. dust corrected) UV magnitude ( M UV = −21.8), into UV-faint
median M UV = −21.3) and UV-bright (median M UV = −22.4)
ubsamples, spanning intrinsic UV luminosities in the range of
 . 05 � ( L UV /L 

∗
UV ) � 2 . 5 . The maximum likelihood fitting tech-

ique returned values of 〈 f esc 〉 = 0 . 18 + 0 . 06 
−0 . 05 for the UV-faint galaxies

nd 〈 f esc 〉 = 0 . 03 + 0 . 02 
−0 . 01 for the UV-bright galaxies (Fig. 9 ). The con-

traints returned by the Bayesian inference approach are consistent,
ith 〈 f esc 〉 = 0 . 10 + 0 . 04 

−0 . 03 and 〈 f esc 〉 = 0 . 04 + 0 . 01 
−0 . 01 , respectively (Fig. 10 ).

e note that the decision to focus on the intrinsic UV magnitude
ather than observed UV magnitude was taken because the latter
s heavily dust-attenuation dependent, especially at the bright end,
omplicating the physical interpretation. 

A summary of the 〈 f esc 〉 constraints for the full galaxy sample and
he four sample splits considered here is presented in Table 1 . The
onstraints derived from the two fitting approaches are consistent to
t least the 2 σ level, across all sample splits investigated. Taken
ogether, these results form a consistent picture, in which LyC
NRAS 513, 3510–3525 (2022) 
hotons preferentially escape from the same UV-faint, dust-free
alaxies that are also the primary sources of Ly α escape. Across
he range of physical properties probed by our sample, the typical
scape fraction appears to roughly encompass f esc � 0 −0.2, with a
ull sample average of 〈 f esc 〉 � 0.07. While our current sample is
imited in terms of statistics and dynamic range, our analysis clearly
emonstrates the ability of our adopted technique to reco v er 〈 f esc 〉
rends from broad-band photometry. 

.4 Individual R obs detections 

he analysis presented here is primarily focused on constraining
 f esc 〉 for our galaxy sample based on modelling the shape of the

art/stac1067_f10.eps
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Figure 11. The expected number of U -band flux detections in our sample 
as a function of 〈 f esc 〉 (see Section 4.4 ). The expected number of U -band flux 
detections at ≥2 σ and ≥5 σ based on our model are shown as the solid black 
lines, with the 1 σ uncertainties indicated by the shaded regions. The two data 
points indicate the observed number of ≥2 σ and ≥5 σ detections in our final 
sample. It can be seen that for our best-fitting value of 〈 f esc 〉 � 0.07, the ex- 
pected and observed number of U -band flux detections are in good agreement. 
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Figure 12. A comparison between the results presented here and 〈 f esc 〉 
measurements for z � 3 galaxy samples in the literature. Results based on 
photometry are shown in red and results based on spectroscopy are shown 
in blue. The circular markers represent studies that report a ≥2 σ constraint 
on 〈 f esc 〉 , while the triangular markers represent studies that report upper 
limits (2 σ ). Where necessary, we have converted relative escape fraction 
estimates to absolute escape fraction estimates assuming E ( B − V ) = 0.1 and 
the Calzetti et al. ( 2000 ) attenuation curve, as in Me ̌stri ́c et al. ( 2021 ). For 
Grazian et al. ( 2017 ), who derive constraints on 〈 f esc 〉 as a function of M UV , 
we plot the result for their M UV ∼ −19.7 stack, closest to the median of our 
sample ( M UV ∼ −20.2). 
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 obs distribution. Ho we ver, it is worth noting that two objects in
ur sample could be considered as robust LyC detections, having 
ndividual U -band flux measurements with ≥5 σ significance. Both of 
hese objects have been previously reported in the literature (Vanzella 
t al. 2010b ; Ji et al. 2020 ; Saxena et al. 2022 ). 

In fact, the number of objects within our sample with a positive U -
and flux detection provides a useful additional sanity check on the 
 f esc 〉 value we derived for the full sample. We performed a simple test
n which we constructed simulated samples as a function of average 
scape fraction, using the method described in Section 3 . For each
alue of 〈 f esc 〉 in the range 0 ≤ 〈 f esc 〉 ≤ 0.2 ( 	 〈 f esc 〉 = 0.01), we
roduced 5000 simulated samples of 148 galaxies, and calculated 
he predicted number of U -band flux detections. As can be seen from
ig. 11 , the number of ≥2 σ and ≥ 5 σU -band flux detections we see

n the real data is in good agreement with the model prediction for
 f esc 〉 = 0.07 ± 0.02. 

 DISCUSSION  

he results presented abo v e clearly demonstrate that meaningful 
onstraints on 〈 f esc 〉 at z � 3 −4 can be obtained from broad-band
hotometric measurements of the emergent LyC flux in the U band. 
n this section, we begin by comparing our results to previous 
easurements in the literature at similar redshifts, before briefly 

onsidering the physical picture suggested by our results. We finish 
ith a quantitative discussion of the various systematic uncertainties 
resent in our study, suggesting avenues for future improvement. 

.1 Literature comparison 

n Fig. 12 , we show a comparison between the 〈 f esc 〉 constraints
resented in this work and a selection of comparable studies of star-
orming galaxies at z ∼ 2 −4 from the literature. The literature compi-
ation includes estimates of 〈 f esc 〉 derived from both spectroscopy and
hotometry. It can be seen that, prior to this work, the only statistical
 ≥3 σ ) measurements of 〈 f esc 〉 have come from deep spectroscopic
nalyses (e.g. Marchi et al. 2017 ; Steidel et al. 2018 ; Pahl et al. 2021 ).

The relative success of spectroscopic studies versus photometric 
tudies indicated by Fig. 12 is primarily due to the fact that
pectroscopy enables a measurement of the LyC flux across a narrow
andpass, close to the intrinsic Lyman limit, where the optical depth
o H I is minimized (e.g. the 880 −910 Å window used by Steidel et al.
018 ). F or e xample, at z = 3.6, the average IGM + CGM transmis-
ion integrated across the U -band filter is 〈 e −τH I 

U 〉 = 0 . 07, compared
o an average of 〈 e −τH I 

900 〉 = 0 . 28 across the 880 −910 Å bandpass. 
Despite this, the analysis presented here clearly demonstrates that 

t is possible to derive constraints from broad-band imaging that 
o v e be yond upper limits, and are comparable to those achieved

rom spectroscopy. Ho we ver, to achie ve this, large statistical samples,
ltra-deep U -band imaging, accurate treatment of the IGM + CGM
ptical depth, and an analysis that exploits the full R obs distribution,
re all required. 

It can be seen from Fig. 12 that our best-fitting value of 〈 f esc 〉 =
.07 ± 0.02 is fully consistent with the latest estimates from the
IMOS Ultra Deep Surv e y presented in Marchi et al. ( 2017 ), and the
MNRAS 513, 3510–3525 (2022) 
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eck Lyman Continuum Spectroscopic Surv e y presented in Steidel
t al. ( 2018 ) and Pahl et al. ( 2021 ). Moreover, these results are in
uantitative agreement with the majority of previous upper limits
eported from broadband imaging studies, which typically find 〈 f esc 〉
 0.1 at the 2 σ level. 

.2 A physical picture 

ur results point towards a surprisingly simple physical picture,
n which the observed distribution of the ionizing to non-ionizing
V flux ratio for our galaxy sample can be modelled as population
ith a single value of 〈 f esc 〉 = 0.07 ± 0.02. However, we have also

ound evidence that 〈 f esc 〉 varies as a function of galaxy properties;
ncreasing with W λ(Ly α) and decreasing with UV dust attenuation
nd intrinsic UV luminosity. These trends are in good agreement
ith recent results from spectroscopic studies at similar redshifts

Steidel et al. 2018 ; Pahl et al. 2021 ), and have a number of important
mplications. Most importantly, our result suggest that low-dust, UV-
aint galaxies at z ≥ 6 are plausibly capable of displaying the 〈 f esc 〉 ≥
.1 required to drive reionization (Robertson et al. 2013 ; Finkelstein
t al. 2019 ). 

As far as our sample is concerned, it is clear from Figs 5 and
1 that the observed data is fully consistent with our simple model.
ndeed, based on our sample alone, there is no indication that the
ore complex pictures that have been suggested in the literature, in
hich LyC continuum emission is switched either ‘on’ or ‘off’ due

o anisotropic dust/ISM distributions leading to line-of-sight effects,
nd/or stochastic star-formation histories (e.g. Fletcher et al. 2019 ),
re required to explain the data. 

Ho we ver, although our current sample does not justify a more
omplex physical model statistically, it is clear that the true under-
ying f esc distribution is likely to be significantly more complicated.
n the future, larger sample sizes and deeper photometry should
ake it possible to fit more complex underlying f esc distributions and

uantitatively compare them to our simple model using Bayesian
odel selection techniques. 
Interestingly, in contrast to the clear correlations between f esc and
 λ(Ly α), β and M UV , our results do not show evidence for a strong

rend between f esc and galaxy stellar mass. The lack of a clear f esc −M � 

rend is perhaps surprising given the known correlations between
 � , W λ(Ly α), and β (e.g. McLure et al. 2018a ; Cullen et al. 2020 );

o we ver, our results suggest while strong Ly α emission, low dust
ttenuation, and faint intrinsic UV luminosity can be considered
rimary indicators of f esc , any f esc trend with M � , if present, is
econdary and ‘washed-out’ by the scatter in the M � −W λ(Ly α),
 � −β, and M � −M UV relations. This apparent lack of a clear f esc −M � 

orrelation is in good agreement with recent results for galaxies at
 � 0.4 reported in Izotov et al. ( 2021 ). Ho we ver, it is important to
ote that of the four properties physical properties considered here,
 � is the most model dependent, and therefore subject to the largest

umber of systematic uncertainties. 
Finally, we note that our results are qualitatively in agreement

ith the results of Reddy et al. ( 2016 ), who found that the ionizing
scape fraction is driven predominantly by changes in the covering
raction of H I ( f cov (H I )), with lower f cov (H I ) corresponding to higher
 esc (see also; Gazagnes et al. 2020 ; Reddy et al. 2022 ; Saldana-
opez et al. 2022 ). Crucially, Reddy et al. ( 2016 ) showed that dust
o v ering fraction increases with f cov (H I ), implying that f esc will
ecrease towards galaxies with lower dust attenuation, consistent
ith our findings. Indeed, a fundamental correlation between f esc and
 cov (H I ) (or dust) is well-moti v ated from a theoretical point of view,
nd naturally explains the resulting f esc trends with W λ(Ly α) and β. 
NRAS 513, 3510–3525 (2022) 
.3 Systematic uncertainties 

efore concluding, it is worth considering the systematic impact of
ome of the key choices made in our analysis and understanding the
ffect that they have on our results. 

One simplifying assumption we made was the choice of a single
nderlying SPS model for the full sample, which fixes the intrinsic
atio of ionizing to non-ionizing UV flux (Section 3.1 ). Although
his single model is physically moti v ated, being deri ved from a
ull-spectrum fit to the stacked VANDELS spectrum of our full
alaxy sample, other choices for the intrinsic underlying SED would
ystematically alter the value of R int , and hence 〈 f esc 〉 . Ho we ver, it
s important to note that our choice of the BPASS binary models
ields larger values of R int than most other available SPS models,
nd in that sense most alternative models would result in marginally
arger 〈 f esc 〉 estimates. Ho we ver, this is a relati vely small systematic
ffect, for example, assuming the Starburst99 models (Leitherer et al.
999 ), with the same star formation history and IMF, increases 〈 f esc 〉
y a factor of � 1.1. 
We have also assumed constant star-formation histories on a

00 Myr time-scale, a common assumption when modelling the
tellar populations of z � 2 −3 star-forming galaxies (e.g. Steidel
t al. 2016 ; Cullen et al. 2019 ). Alternative choices for the star
ormation history have only a minor effect on R int ( < 10 per cent), as
ong as the assumption of a constant star-formation rate is valid on
ime-scales � 50 Myr. Systematically, younger ages would increase
 int and hence decrease the resulting 〈 f esc 〉 (at the � 20 per cent

e vel). Ho we ver, there is currently no strong observational evidence
or star-formation time-scales < 50 Myr at the typical stellar mass of
ur sample. 
Another simplifying assumption we made was to adopt a single

ust law, with a slope of δ = −0.25, moti v ated by a comparison
etween the intrinsic model and the stacked spectrum of the full
ample (Section 3 ). A δ = −0.25 slope is intermediate between the
ommonly adopted Calzetti ( δ = 0) and SMC curves ( δ = −0.5).
dopting a dust curve as steep as the SMC extinction curve would

ncrease our derived 〈 f esc 〉 values by a factor of � 1.5. In contrast,
dopting an attenuation curve as grey as the Calzetti et al. ( 2000 ) star-
urst law would decrease our derived 〈 f esc 〉 values by a factor of � 1.7.

In reality, each galaxy in our sample has a unique metallicity,
tar formation history and dust attenuation curve, which could in
rinciple be incorporated directly into the determination of 〈 f esc 〉 in
 future analysis. Nevertheless, first-order estimates of the potential
ystematic effects suggest the range of 〈 f esc 〉 for the full sample would
emain within the range 0.03 ≤ 〈 f esc 〉 ≤ 0.1. 

 C O N C L U S I O N S  

e have presented the results of a study aimed at constraining
he average Lyman-continuum escape fraction 〈 f esc 〉 of star-forming
alaxies at z � 3.5. After performing a careful selection against
ine-of-sight contamination and AGN interlopers, we assembled a
ample of 148 galaxies at 3.35 ≤ z spec ≤ 3.95 from the VANDELS
pectroscopic surv e y (McLure et al. 2018b ; Garilli et al. 2021 ). 

Using a combination of ultra-deep, ground-based, U -band imaging
nd Hubble Space Telescope V -band imaging, we were able to
obustly measure R obs = ( L LyC /L UV ) obs for each galaxy. By fitting
he R obs distribution of our full sample, we were able to derive
onsistent constraints on 〈 f esc 〉 , using two different fitting techniques.
oth techniques were based upon the assumption that a single value
f f esc could be applied to the full sample and utilized accurate Monte
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arlo simulations to trace the full distribution of H I optical depths 
hrough the intervening IGM and CGM. 

Splitting the sample in two, we investigated the evidence for trends
etween 〈 f esc 〉 and a number of physical properties, namely W λ(Ly α),
obs , M � , and intrinsic M UV . The main results of this study can be
ummarized as follows: 

(i) Fitting the R obs distribution for the full sample using a 
aximum-likelihood technique returns a best-fitting value of 〈 f esc 〉 = 

.07 ± 0.02 (Fig. 6 ). Models with 〈 f esc 〉 = 0 and 〈 f esc 〉 ≥ 0.15 are
ejected at the ≥3 σ level. Using an independent Bayesian inference 
pproach, we obtain a fully consistent value of 〈 f esc 〉 = 0.05 ± 0.01
Fig. 8 ). This result represents the first significant measurement 
 ≥3 σ ) of 〈 f esc 〉 from ground-based broadband imaging at z > 3. 

(ii) Splitting the full sample into sub-samples based on various 
hysical properties, we find evidence that 〈 f esc 〉 positively correlates 
ith W λ( Ly α), but anticorrelates with intrinsic UV luminosity and 
V dust attenuation. We find that the high W λ( Ly α), low-intrinsic
V luminosity, and low dust attenuation sub-samples all return best- 
tting 〈 f esc 〉 values in the range 0.12 ≤ 〈 f esc 〉 ≤ 0.22 (see Figs 9 and
0 ). 
(iii) In contrast, splitting the sample by M � yields a weak/non- 

xistent trend between M � and f esc . Our results suggest that M � is, at
est, a secondary indicator of f esc . Therefore, any trend between f esc 

nd M � is likely the result of the known correlations between M � and
he other stronger indicators: W λ(Ly α), βobs , and M UV . 

(iv) Overall, the results of the subsample split suggest that the 
oung, low-metallicity, dust-free galaxies expected to be common at 
 ≥ 6 are likely to display 〈 f esc 〉 ≥ 0.1, the threshold often quoted as
ecessary for them to drive cosmic reionization. 
(v) The agreement between our simple model and the observed 

ata (Figs 5 and 11 ) suggests that, at least for our sample, a
ore complicated model of the underlying f esc distribution is not 

tatistically justified. Nevertheless, it is clear that the true underlying 
 esc distribution is likely to be significantly more complicated than 
ur simple model. Therefore, it would clearly be desirable to expand 
he modelling performed here to larger galaxy samples with deeper 
hotometry, in order to explore more complicated f esc distributions 
nd to impro v e the significance of the correlations between f esc and
arious galaxy properties. 
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PPENDI X:  DETA I LS  O F  T H E  I G M  + C G M  

PAC I T Y  MODELS  

o generate our IGM + CGM Monte Carlo models, we adopted the
arametrization for the column density and redshift distribution of
 I clouds outlined in Steidel et al. ( 2018 ). In this prescription, the
umber of absorbers of column density between N H I , max and N H I , min ,
nd redshift between z1 and z2, is given by 

 abs = 

∫ N H I , max 

N H I , min 

∫ z2 

z1 
N 

−β

H I A (1 + z ) γ d N H I d z , (A1) 

here β and γ are power-law exponents describing the column
estiny and redshift distribution of the number of absorbers and A is
 constant chosen to match the observations of Rudie et al. ( 2013 )
or galaxies in the redshift range 2.0 � z � 2.8. The distributions are
plit into three regimes: low-density IGM, high-density IGM, and
GM, with the rele v ant parameters for each regime given in table 11
f Steidel et al. ( 2018 ). 
To generate sightlines at a given redshift, absorbers within the

olumn density range 12 < log( N H I ) < 21 were drawn randomly from
he appropriate distribution function. For an absorber with column
ensity N H I and Doppler parameter v D , the optical depth as a function
avelength is given by 

( λ) = N HI 

[
σLyC ( λ) + 

∑ 

σi ( λ) 

]
, (A2) 

here σ LyC ( λ) is the absorption cross-section of the Lyman contin-
um and σ i ( λ) is the absorption cross-section of the i th Lyman series
ine. The cross-section for the Lyman continuum is approximated to 

LyC � 6 . 3 × 10 −18 

(
λ

λLyC 

)3 

, (A3) 

here λ ≤ λLyC (i.e. when λ > λLyC , σ LyC = 0). 
Following Tepper-Garc ́ıa ( 2006 ), the cross-section for a given line

n the Lyman series is given by 

i ( λ) = κi H [ a i , x] [ cm 

2 ] , (A4) 

here 

i = 

√ 

πe 2 λ2 
i f i 

m c 2 	λ

[
cm 

2 
]
, (A5) 
e D 
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here f i is the oscillator strength of the strength of the transition, λi 

s the wavelength of the transition in cm. Note that the units here are
n the cgs system (e.g. e = 4.803 × 10 −10 Fr, m e = 9.109 × 10 −28 g;
 = 2.998 × 10 10 cms −1 ). 	λD is the Doppler width of the line given
y 

λD = 

v D 

c 
λi . (A6) 

 [ a i , x ] is the Voigt–Hjerting profile that describes the shape of the
ine, the analytic approximation to this function given by Tepper- 

arc ́ıa ( 2006 ) is 

 [ a i , x] = H 0 − a i / 
√ 

π/x 2 [ H 

2 
0 (4 x 

2 x 2 + 7 x 2 

+ 4 + Q ) − Q − 1] , (A7) 
here x = ( λ − λi )/ 	λD , H 0 ≡ e −x , and Q ≡ 1.5/ x 2 . The dimen-
ionless damping parameter a i is given by 

 i = 

λ2 
i � i 

4 πc	λD 
, (A8) 

here � i is the damping constant, or the reciprocal of the mean
ifetime of the transition. The atomic data for the Lyman series
ransitions were taken from the NIST Atomic Spectra Database 5 

nd we calculated up to the 40th transition. 

 ht tps://physics.nist .gov/PhysRef Data/ASD/lines f orm.html . 
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