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Abstract—In this paper, we consider a joint sensing and
communication (JSC) network in which multiple base stations
(BSs) cooperate through a fusion center (FC) to detect and
track the objects present in a supervised area. Every BS acts
as a monostatic sensor capable of scanning the environment and
sensing the targets while simultaneously communicating with user
equipments (UEs). In particular, each BS generates range-angle
maps, which are shared with a FC for data fusion and tracking
via particle filter (PF) and multi-hypothesis tracker (MHT) algo-
rithms. The performance of the proposed solutions is evaluated
by varying the fraction of power and time devoted to sensing to
manage the network overhead and offer a sensing/communication
trade-off. Numerical results show that the proposed algorithms
can successfully track multiple targets with different sizes and
behavior in a vehicular scenario, ensuring, e.g., a root mean
square error (RMSE) of the estimated position of a pedestrian
less than 50 cm when considering three BSs.

I. INTRODUCTION

The next-generation mobile radio systems are expected to
support many emerging functionalities, some of which are con-
sidered radically new services. Among them, the ability to per-
form sensing via radio frequency (RF) signals represents an at-
tractive feature. The evolution toward higher frequency bands
and larger antenna arrays will enable this new functionality.
The interest in sensing is triggered by its ability to support a
variety of applications, such as traffic monitoring, autonomous
driving, assisted living, and environment mapping, to mention
a few [1]. Among them, safety in urban environments is
an emerging area where sensing may represent a technology
pillar. In this scenario, the exceptionally high density of base
stations (BSs) envisioned in 6G mobile radio networks paves
the way to accurate and reliable localization, e.g., to protect
vulnerable road users. Furthermore, with the development of
massive multiple-input multiple-output (MIMO) technology at
mmWave, it has become possible to achieve not only high
data rates but also perform very accurate position estimation
of objects. This last feature is envisioned to help emerging
communication challenges such as precise beam management
[2], beam tracking to maintain high-quality links by accurately
estimating the direction of the desired target [3], and predictive
beam tracking using joint sensing and communication (JSC)
in vehicular scenarios [4].

This work has been carried out in the framework of the CNIT National
Laboratory WiLab and the WiLab-Huawei Joint Innovation Center.

However, to the authors’ knowledge, the current literature
on JSC lacks studies about the possibility of using multiple
monostatic JSC systems in cooperation through a fusion center
(FC) to perform the detection and tracking of multiple targets.
For this reason, this work investigates the possibility of using
sensor fusion techniques combined with tracking algorithms
that exploit range-angle radar maps estimated by each BS. The
ultimate goal of the proposed solution is to improve the whole
network sensing performance, with the capability to control
resources between communication and sensing functionalities.
In particular, the main contributions are the following:

• We consider a JSC network consisting of monostatic
BSs adopting orthogonal frequency division multiplex-
ing (OFDM) signals and multiple antennas. Range-
angle maps are generated by scanning the environment
and simultaneously communicating with user equipments
(UEs). The available power is split through a multi-beam
radiation pattern, and interference among BSs is avoided
through frequency division (FD).

• We propose a data fusion strategy that leverages the
processing of soft maps at the FC to exploit measurement
information gathered from the considered set of BSs.

• We compare the performance of two tracking algorithms,
particle filter (PF) and multi-hypothesis tracker (MHT),
and propose solutions to handle extended targets with
non-linear motion.

• To investigate the trade-off between communication and
sensing and manage the network overhead introduced by
BS cooperation, we evaluate the impact of the fraction
of power and time dedicated to sensing on system-level
performance.

Throughout the paper, capital and lowercase boldface letters
denote matrices and vectors, respectively; In is the n × n
identity matrix;

∥∥·∥∥
p

stands for the p-norm; ⌈·⌉ represents
the ceiling function; x ∼ CN (0,Σ) denotes a zero-mean
circularly symmetric complex Gaussian random vector with
covariance Σ, and x ∼ N (µ,Σ) denotes a real-valued
Gaussian random vector with mean µ and covariance Σ.

The rest of the paper is organized as follows. In Section II,
the proposed sensing network is presented. Section III intro-
duces the data fusion strategies and the tracking algorithms
adopted. The considered case study is described in Section IV.



Fig. 1. An urban scenario with three monostatic JSC BSs aiming at monitoring
road traffic and a vulnerable road user.

The performance of the whole processing chain is evaluated
in Section V, and conclusions are drawn in Section VI.

II. SYSTEM MODEL

We consider a JSC network consisting of a set of monostatic
MIMO BSs, based on OFDM and operating at mmWave.
The BSs manage multi-cell interference adopting FD, and
cooperate through a FC to detect and track the targets that
are present in the surrounding environment by performing a
scan while simultaneously communicating with UEs in their
respective cells, as depicted in Fig. 1. Similarly to [5]–[7],
every monostatic JSC system consists of two separated uni-
form linear arrays (ULAs) for transmission and reception, with
NT and NR antennas, respectively, and with half-wavelength
separation between the elements. In particular, we consider a
5G new radio (NR)-based system in which the transmitting
antenna array is used to communicate and sense the envi-
ronment simultaneously. This is done through a multi-beam
radiation pattern that exploits the downlink communication
signal for sensing by splitting the total available power in two
directions. Differently, the receiving array is used to acquire
back-scattered signals from the targets.

More in detail, every JSC system transmits 5G NR frames,
each of them consisting of M OFDM symbols and K active
subcarriers, to a UEs. However, as it will be explained in
Section II-B, each BS scans the environment by changing the
sensing direction and, in each direction, only a subset Ms of
the total number of OFDM symbols is processed. Therefore,
the transmitted signal for each direction can be represented
by a matrix Xs ∈ CK×Ms , whose elements x

(m)
k are complex

modulation symbols.
With multiple antennas at the transmitter, a precoding

operation is performed on the elements of X to map mod-
ulation symbols to the antennas. In particular, considering
the beamforming vector wT ∈ CNT×1, the vector of trans-
mitted symbols at each antenna, x̃

(m)
k ∈ CNT×1, is given

by x̃
(m)
k = wTx

(m)
k . As previously stated, the precoding

operation aims at creating a multibeam radiation pattern to
split the total available power between communication and
sensing directions by using the same signal, as in [6], [8].
Hence, the considered beamforming vector is

wT =
√
ρp wT,s +

√
1− ρp wT,c (1)

Fig. 2. Extended target model implemented to represent the vehicle reflec-
tions. Different colors represent various types of reflections.

where ρp ∈ [0, 1] is a factor that represents the fraction of
power reserved for sensing, thus determining a trade-off be-
tween communication and sensing functionalities, while wT,c

and wT,s are respectively the communication and the sensing
beamforming vectors, which are normalized with respect to the
effective isotropic radiated power (EIRP), PTG

a
T, and defined

as [9]

wT,c =

√
PTGa

T

NT
acT(θT,c), wT,s =

√
PTGa

T

NT
acT(θT,s). (2)

In (2), PT is the transmit power and Ga
T is the transmit array

gain along the beam steering direction, while aT(θT,c) ∈
CNT×1 and aT(θT,s) ∈ CNT×1 are the steering vectors
for communication and sensing directions, respectively [6],
[10]. Considering, without loss of generality, negligible inter-
carrier interference (ICI) and inter-symbol interference (ISI),
the vector ỹ(m)

k ∈ CNR×1 of the received complex modulation
symbols at antenna array after the OFDM demodulation, can
be obtained as follows

ỹ
(m)
k = H

(m)
k x̃

(m)
k + ñk (3)

where H
(m)
k ∈ CNR×NT is the channel matrix for the

mth OFDM symbol and the kth subcarrier, and ñk ∼
CN (0, σ2

NINR).
Then, starting from (3) and performing spatial combining

in the considered sensing direction θR,s, through the receiving
beamforming vector wR = acR(θR,s), we obtain the grid of the
received modulation symbols Ys ∈ CK×Ms , with elements
y
(m)
k = wT

Rỹ
(m)
k . The symbol grids Ys collected in each

sensing direction are used to compute range-angle maps, as
it will be detailed in Section II-B.

A. Target and Channel Model

The channel matrix in (3) considers the reflections generated
by the targets. Every target can generate one or more back-
scattered signals depending on whether it is a point-like target
or an extended one. In this work, we consider both types. In
particular, as will be presented in Section IV, we consider a
scenario with one pedestrian modeled as a point-like target
and two cars described by the extended target model shown
in Fig. 2. As it can be observed, the car is modeled with 12
reflection points, 4 plane reflections due to front, back, and
sides (with a narrow visibility function and large radar cross-
section (RCS)), 4 due to the wheelhouses, and 4 due to corners,



as in [11], [12]. Each of these points has its visibility function1,
which depends on the impinging angle, and the RCS. Each
scattering point is associated with a different Doppler shift
and propagation delay. More details about the chosen values
of RCS for the pedestrian and the cars will be provided in
Section IV. The channel matrix in (3) in the case of L point
reflectors, can be written as:

H
(m)
k =

L∑
l=1

αle
j2πmTsfD,le−j2πk∆fτlaR(θl)a

T
T(θl) (4)

where Ts is the OFDM symbol duration, ∆f is the subcarrier
spacing, fD,l, τl, θl, and aR(θl) are the Doppler shift, the
round-trip delay, the direction of arrival (DoA), and the array
response vector at the receiver of the lth back-scattered signal,
respectively. The complex term αl = |αl| ejϕl includes phase
shift and attenuation along the lth propagation path and its
amplitude is

|αl| =

√
c2σrcs,l

(4π)3f2
c d

4
l

(5)

with dl the distance between the lth reflection points and the
BS, and σrcs,l its RCS; fc and c are the carrier frequency and
the speed of light, respectively. Starting from (5), the signal-to-
noise ratio (SNR) measured at each receiving antenna, related
to the lth reflection point is

SNRl = ρp · γl ·
PTG

a
TGR |αl|2

σ2
N

(6)

where GR is the single element antenna gain at the Rx,
γl = |AF(θT,s − θl)|2 ∈ [0, 1] is the normalized array gain
at the Tx to account for the imperfect alignment between the
sensing direction and the target DoA, and σ2

N = N0K∆f ,
with N0 the one-sided noise power spectral density (PSD).
Briefly returning to (4), it is noteworthy to highlight that the
number of back-scattered signals L does not remain constant
during the time. Indeed, the number of reflections generated
by a car strongly depends on its relative angular position with
respect to the BS since it is related to the visibility function
previously introduced.

B. Beam-Scanning and Range-Angle Maps

Each JSC station senses the objects in the environment by
performing a scan through the multi-beam radiation pattern
defined by wT in (2). In particular, the communication beam
points towards a UE, while the sensing beam changes during
time, pointing towards several directions with a predefined
angular step. In each sensing direction, Ms OFDM symbols
are acquired and used to compute a range-angle map. Since
the number of symbols per direction is fixed, the amount of
time needed to complete a scan, Tscan, depends on the chosen
number of sensing directions and the duration of the symbol
Ts. After having acquired all the symbols to form the matrix

1This function has a value of one in the angular region where it can be
seen best and decreases until zero in regions where the radar sensor receives
no reflected energy.

Fig. 3. Block diagram of the processing chain. The data fusion steps and the
tracking algorithms proposed are depicted in blue and yellow, respectively.

Ys in Section II, the first operation we perform is an element-
wise division between Ys and Xs to remove the dependency
from the transmitted symbols and get a new matrix Gs. The
latter contains two complex sinusoids (for each target) whose
frequencies are related to fD,l and τl, according to (4). For
this reason, first, a double-periodogram (on the rows and the
columns of Gs) is computed to get a range-Doppler map [6],
[13], [14]. Then, starting from this map, a range-angle map is
obtained by taking the column of the periodogram over which
we have the maximum value and uniquely associating this to
the considered sensing direction.2

Note that a scan of constant duration, Tscan, is considered,
while the time between two consecutive measurements, Tmeas,
(range-angle maps update) can be varied. Hence, we indicate
with ρt = Tscan/Tmeas the fraction of time committed for
sensing. By considering the power-division approach in (1),
the overall fraction of resources dedicated to sensing is

ρsens = ρp · ρt (7)

and the fraction of resources for communication is therefore
ρcomm = 1− ρsens.

III. DATA FUSION AND TRACKING ALGORITHMS

In Fig. 3 the processing chain is depicted. For each monos-
tatic JSC BS, hereafter referred to as sensor and indexed with
s, the range-angle map computed at time t and stored in the
matrix Ds,t, is collected by the FC, which at first performs
a resampling operation through a linear uniform grid with
resolution ∆x and ∆y, and the number of points Nx and Ny.
The resampled range-angle maps Ds,t are then fused using
the element-wise product. Finally, the resulting map is stored
in the matrix Lt and is used as target position information in
the tracking algorithm measurement models described in the
following.

A. Particle Filter

The PF is a popular and widely investigated tracking
strategy that relies on the generation of a set of particles
to approximate the target state (position and velocity) pos-
terior distribution and tracks its behavior [15], [16]. Let us
consider a set of Nobj objects with state vectors st−1,n =(
st−1,n,x, st−1,n,y, st−1,n,vx , st−1,n,vy

)
, where t and n are the

2This choice is related to the assumption that if we consider a relatively
small beamwidth, only one scatterer is likely to be present in the considered
sensing direction. Since the inference of a target parameter turns out to be
a frequency estimation, the periodogram represents (asymptotically) the log-
likelihood.



time and target indexes. The first two vector elements represent
the target position coordinates, whereas the last two represent
the target velocity components. Let us also assume that the
initial target states and the number of targets are known.

A set of particles s
(q)
t−1,n, where q is the particle index, is

then generated for each target to approximate its prior state
distribution. The initial target state distribution can be written
as

pPF
t−1(st−1,n) =

Np∑
q=1

w
(q)
t−1,nδ

(
st−1,n − s

(q)
t−1,n

)
(8)

where Np is the number of particles, w(q)
t−1 is the weight of

the qth particle at time t−1, and δ(st−1,n− s
(q)
t−1,n) is a delta

function centered at s
(q)
t−1,n. All particle weights w

(q)
t−1,n are

initialized to 1/Np.
In the prediction step, particles are propagated using a linear

transition matrix and additive Gaussian noise. Specifically, we
have s

(q)
t,n = Fs

(q)
t−1,n + νt,n, where F is the transition matrix

and νt,n ∼ N (0,QPF) with QPF the prediction covariance
matrix.

Next, we define a remapping function

ϕ(s
(q)
t,n) : R2 7→ {1, . . . , Nx} × {1, . . . , Ny} (9)

that allows us selecting the entry of Lt that is closest to the
particle s

(q)
t,n. This function is defined as

ϕ(s
(q)
t,n) =

(⌈
s
(q)
t,n,x − bx

∆x

⌉
,

⌈
s
(q)
t,n,y − by

∆y

⌉)
(10)

where bx and by account for the position of the origin of the
coordinate system. During the update step, particle weights
are then determined using the equation

w̃
(q)
t,n = w

(q)
t−1,nLt,ϕ(s

(q)
t,n)

(11)

where L
t,ϕ(s

(q)
t,n)

is the element of Lt with indexes ϕ(s
(q)
t,n).

At the end of the update step, particle weights are normalized
according to w

(q)
t,n = w̃

(q)
t,n

(∑Np

q=1 w̃
(q)
t,n

)−1
.

This procedure is then applied iteratively over time to
perform multiple target tracking. To prevent weights drift, a
resampling procedure is performed at each time step [17].
Finally, target state estimation ŝPF

t−1,n is extracted using (8).

B. Multi-Hypothesis Tracker

An alternative to the soft decision taken by the PF sampling
directly the matrix Lt, can be the adoption of the MHT
[18], [19]. This algorithm can be used in the framework of
Bayesian filtering approaches [20]–[22], where the prior target
distribution is assumed to be a Gaussian mixture, namely,

pMHT
t−1 (st−1,n) =

Nh∑
h=1

w
(h)
t−1,nN (s

(h)
t−1,n,P

(h)
t−1,n) (12)

where Nh represents the number of components or hypotheses,
w

(h)
t−1,n its weight, and s

(h)
t−1,n and P

(h)
t−1,n the mean value and

covariance of the hth hypothesis, respectively. Starting from
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Fig. 4. The proposed case study with three BSs Si. Blue, red and yellow
traces are ground truth trajectories for two cars and a pedestrian, respectively.

this configuration, a Kalman linear prediction is performed to
infer the target position in the consecutive time step:

s̃
(h)
t,n = F s̃

(h)
t−1,n, P̃

(h)
t,n = FP

(h)
t−1,n F

T +QMHT.

MHT prediction is then exploited during the clustering
procedure. To perform clustering on the matrix Lt, an ex-
cision filter is implemented to elide all the values below a
predefined threshold γ. Then, a k-means algorithm [23] is
implemented to cluster the remaining points in a set of Nobj

clusters, whose centroids zt,n are used for MHT update. The
k-means centroids are initialized with the predicted target
state estimates to increase the clustering performance and
reduce the computational cost [24]. MHT prediction is then
corrected through the Kalman update procedure, exploiting
the hard measurements zt,n, their covariance matrix R, and
considering the most likely data association hypotheses. In
MHT, clutter measurements are modeled as a Poisson Point
Process (PPP) with intensity λ, and during the update, the
detection probability PD is considered constant over the whole
area of interest. Finally, maximum a posteriori (MAP) criterion
is used to estimate the target state ŝMHT

t−1,n.

IV. CASE STUDY

The considered urban scenario, with two vehicles, one
pedestrian, and three BSs, is shown in Fig 4. The targets’
behavior is summarized in Tab. I. The pedestrian is modeled
according to a Swerling I model with a mean RCS equal to
σ̄rcs = 0.5m2, whereas vehicles are represented as extended
targets, according to the model in Section II-A. For the RCS
values of each point reflector, we considered the measurements
in the W band reported in [25].3 From these measurements,
it can be seen that approximately a sector of 10 ° and
σ̄rcs = 20 dBsm is present when looking at the vehicle’s
side. This is valid for all four plane reflectors, including front,
back, and side views. The back-scattered power from other
impinging angles arrives from either the wheelhouses, with
σ̄rcs = 0 dBsm, or from the corners, with σ̄rcs = 5 dBsm.

3Unfortunately it was not possible to find RCS measurements at 28GHz
in the literature.



TABLE I
TARGETS BEHAVIOR IN THE VEHICULAR SCENARIO

Pedestrian – T1

Motion from [m] to [m] vini [m/s] vfin [m/s]

Uniform (21,0) (39,0) 1.8 1.8

Vehicle #1 – T2

Motion from [m] to [m] vini [m/s] vfin [m/s]

Decelerated (28.5,19) (28.5,5) 9 0

Static (28.5,5) (28.5,5) 0 0

Accelerated (28.5,5.5) (28.5,-11) 0 7

Circular (28.5,-11) (33,-15.5) 7 7

Uniform (33,-15.5) (40,-15.5) 7 7

Vehicle #2 – T3

Motion from [m] to [m] vini [m/s] vfin [m/s]

Decelerated (39,-12.5) (33,-12.5) 5 2.6

Circular (33,-12.5) (31.5,-11) 2.6 2.6

Accelerated (31.5,-11) (31.5,-5.5) 2.6 4.25

Decelerated (31.5,-5.5) (31.5,-4.15) 4.25 0

Static (31.5,-4.15) (31.5,-4.15) 0 0

Accelerated (31.5,-4.15) (31.5,20.5) 0 11

For what concerns system parameters, a 5G NR signal com-
pliant with 3GPP Technical Specification in [26], is assumed.
In particular, we consider a quadrature phase shift keying
(QPSK) complex modulation alphabet, a carrier frequency
fc = 28GHz, a subcarrier spacing ∆f = 120 kHz, a total
number of subcarrier K = 3168 (i.e., about 400MHz band-
width), a number of OFDM symbols M = 1120 per frame,
and a number of OFDM symbols for each sensing direction
Ms = 112. The EIRP is set to 30 dBm, and the noise PSD is
N0 = 4 · 10−20 W/Hz. All the three BSs are equipped with
NT = NR = 50 antennas.

V. NUMERICAL RESULTS

In this section, the performance of the algorithms is evalu-
ated in the case study considered. The sensing scan at each BS
has duration Tscan = 50ms, and the overall scene is monitored
for 10 s, resulting in a set of Nm = 200 measurements (maps
collected). Resampling is performed through a linear uniform
grid with resolution ∆x = 0.1m, and ∆y = 0.1m. The area
of interest considered is in the range x ∈ [20, 50]m, and
y ∈ [−20, 40]m, therefore the offsets are bx = 20m, and
by = −20m.

First, the system performance is investigated by varying
the power amount dedicated to sensing, ρp from 0.01 to 0.5.
Second, the algorithms are tested by varying the fraction of
time for sensing ρt from 0.167 to 0.5. A set of M = 100
Monte Carlo trials have been run for PF in each parameters
configuration. The tracking performance of the nth target have
been evaluated through the root mean square error (RMSE)
defined as RMSEn = ( 1

Nm

∑Nm

t=1

∥∥st,n − ŝt,n
∥∥2
2
)1/2, where

st,n and ŝt,n are the true and estimated target states at the
time instant t, respectively.
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Fig. 5. Position estimation error by varying the fraction of power ρp.

In the PF, the number of particles is Np = 100,
and resampling is applied at each iteration. The predic-
tion covariance matrix is set to QPF = diag(0.25, 0.25).
In the MHT, the threshold is set to γ = 5 · 10−5 ·
max(Lt), where max(Lt) is the maximum value of the matrix
Lt. The prior covariance matrix is initialized as P

(h)
t,n =

diag(0.5, 0.5, 0.5, 0.5), the measurements covariance matrix is
set to R = diag(0.25, 0.25), the clutter intensity is λ = 10−4,
the detection probability is PD = 0.8, and the prediction
covariance matrix is QMHT = diag(0.25Tscan, 0.25Tscan).
For both the algorithms the transition matrix is defined as
F = (1, 0, Tscan, 0; 0, 0, 0, Tscan; 0, 0, 1, 0; 0, 0, 0, 1).

A. Impact of ρp
In Fig. 5, the target localization error by varying the fraction

of power reserved for sensing is reported. Dashed curves
represent the performance with a pedestrian target, whereas
solid lines represent the performance with a vehicle (extended
target). In the considered scenario, target T2 and T3 are both
vehicles; for this reason, RMSE is evaluated jointly for these
two targets. Instead, the RMSE evaluated over the whole set of
targets is shown with solid bold curves. The performance of PF
is depicted in blue, whereas MHT performance is reported in
red. We can observe that position estimation error decreases
by increasing the fraction of power ρp devoted to sensing.
Due to its reduced RCS, the pedestrian is more affected
by the reduction of ρp compared to the vehicles. Moreover,
it is possible to notice that PF performs better than MHT
with reduced ρp due to its capability to process soft maps.
However, MHT performs better in scenarios with high SNR,
particularly with extended targets, due to its capability to
cluster measurements that originate from the same target.

B. Impact of ρt
To relieve the network overhead due to soft-map sharing and

the fraction of time dedicated to sensing, the effect of reducing
the map update rate is evaluated. In Fig. 6, the localization
error is reported by varying ρt; the higher the ρt, the more
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Fig. 6. Position estimation error by varying the fraction of time ρt.

frequently range-angle maps are estimated and exchanged with
the FC. As we can see, tracking algorithms can cope with
the lack of data due to infrequent updates, though the error
slightly increases when ρt < 0.25, where tracking algorithms
cannot follow the non-linear motion of the targets. It can also
be noticed that vehicles are more sensitive to the reduction of
ρt compared to pedestrians; that is because vehicles’ motion
is less predictable when the measurements interval increases
(Tmeas = Tscan/ρt). Moreover, we can notice that MHT and
PF present similar performance and tolerance to variation of
ρt. Fig. 6 also highlights that with ρp = 0.5, and ρt = 0.25,
tracking performance is still remarkable despite using only a
fraction ρsens = 0.125 of the resources.

VI. CONCLUSION

This work investigated the adoption of data fusion and track-
ing algorithms in a JSC system with cooperative monostatic
sensors. Two different algorithms, PF and MHT, have been
proposed to track targets starting from the range-angle maps.
The effect of the fractions of time and power committed to
sensing have been evaluated to offer a sensing/communication
trade-off. Numerical results, specific for a 5G NR waveform,
have shown that both solutions can track the target behavior
with an RMSE lower than 0.5m for the pedestrian, and lower
than 1.5m for the vehicles. Finally, the PF demonstrated su-
perior robustness in low SNR regimes and better performance
with targets that exhibit a low RCS, whereas MHT performed
better for extended targets.
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