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First-principles characterization of the singlet excited state 
manifold in DNA/RNA nucleobases   
Vishal K. Jaiswal, a,b Javier Segarra-Martí,*b,c,d Marco Marazzi,e,f,g,h Elena Zvereva,†e,f,i Xavier 
Assfeld,e,f Antonio Monari,e,f Marco Garavelli,*a and Ivan Rivalta*a,b 

An extensive theoretical characterization of the singlet excited state manifold of the five canonical DNA/RNA nucleobases 
(thymine, cytosine, uracil, adenine and guanine) in gas-phase is carried out with time-dependent density functional theory 
(TD-DFT) and restricted active space second-order perturbation theory (RASPT2) approaches. Both ground state and 
excited state absorptions are analyzed and compared between these different theoretical approaches, assessing the 
performance of the hybrid B3LYP and CAM-B3LYP (long-range corrected) functionals with respect to the RASPT2 reference. 
By comparing the TD-DFT estimates with our reference for high-lying excited states, we are able to narrow down specific 
energetic windows where TD-DFT may be safely employed to qualitatively reproduce the excited state absorption (ESA) 
signals registered in non-linear and time-resolved spectroscopy for monitoring photoinduced phenomena. Our results 
show a qualitative agreement between the RASPT2 reference and the B3LYP computed ESAs of pyrimidines in the near-
IR/Visible spectral probing window while for purines the agreement is limited to the near-IR ESAs, with generally larger 
discrepancies obtained with the CAM-B3LYP functional. This outcome paves the way for appropriate application of cost-
effective TD-DFT approaches to simulate linear and non-linear spectroscopies of realistic multichromophoric DNA/RNA 
systems with biological and nanotechnological relevance. 

Introduction
The study of the spectroscopic response of DNA/RNA remains 
a central topic towards understanding the photo-damaging 
mechanisms triggered in the genetic material upon ultraviolet 
(UV) light exposure as well as its photostability.1-3 A deep 
understanding of the photophysics of the isolated 
choromophores, i.e. DNA/RNA nucleobases,4-6 is essential as 
they represent the fundamental building blocks of nucleic 

acids and provides minimal models also allowing to 
disentangle the effects due to the chromophoric coupling in 
more complex structures (such as base pairs and oligomers). 
Over the years plenty of efforts have been devoted to 
characterize such spectral fingerprints and their capacity to 
monitor the complex excited state dynamics triggered upon 
UV light absorption.7-14 Experimentally, significant advances 
have been made over the last two decades, where a 
pronounced increase in the spectral and temporal resolution 
has been witnessed. This has enhanced our understanding of 
the underlying photoinduced phenomena occurring in DNA at 
extremely short (and therefore experimentally challenging), 
sub-ps times.15-19 These novel techniques currently range from 
standard pump-probe (PP) experiments in both the electronic 
(UV and visible, Vis)20, 21 and infrared (IR)15, 17, 22 regimes, to 
photoelectron18 and fluorescence up-conversion23 
spectroscopies,  more advanced multidimensional nonlinear 
electronic spectroscopic setups such as two-dimensional 
electronic spectroscopy (2DES),19 and even time-resolved 
experiments featuring X-ray probing laser pulses.24, 25 The 
sudden increase in spatial and temporal resolution of 
spectroscopic data is encompassed by the need for well-
calibrated theoretical models to explain the plethora of 
spectroscopic signals recorded in these advanced experiments 
and mainly associated to high-lying electronic excited state 
manifold that remains relatively unexplored in the literature.  
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From a computational standpoint, the models initially 
formulated to explain the photophysical properties of 
DNA/RNA nucleobases considered isolated nucleobases in the 
gas-phase and employed less correlated methods (e.g. limiting 
the size of the active space) than those exploitable nowadays, 
due to their high computational cost. These methods have 
been used for (static) characterization of critical points on the 
potential energy surfaces (PES) and the minimum energy path 
(MEP) associated to the excited states decays in single 
nucleobases.26-31 Significant advances have been made over 
the last decade in three connected fronts: i) highly correlated 
approaches are currently used in systematic studies to 
rationalize DNA photoinduced phenomena, characterizing 
excited states PES and interstates crossings; 32-34 ii) non-
adiabatic molecular dynamics can now be employed to obtain 
a time-dependent estimate of the ultrafast excited state 
evolution instead of relying on static studies;35-37 and iii) hybrid 
quantum mechanics/molecular mechanics (QM/MM) 
approaches could be used at reasonable costs to provide 
description of the chromophore’s molecular surrounding for a 
proper inclusion of environmental effects.38-42 Despite all these 
advances, cost-effective approaches are still sought and must 
be used in order to tackle more realistic DNA systems, such as 
single/double-strands or oligomers. In this regard, time-
dependent density functional theory (TD-DFT) has been shown 
to be a unique venue to pursue,43-47 given its favorable 
computational cost, especially in light of the active 
development for its applicability in large-scale applications.48 
We have recently performed a series of studies on the high-
energy electronic states manifold of all canonical DNA/RNA 
nucleobases, including pyrimidines (uracil, thymine and 
cytosine) and purines (adenine and guanine), based on highly 
correlated multiconfigurational/multireference methods.49-51 
These studies aimed to characterize the high-lying excited 
states likely involved in advanced non-linear electronic 
spectroscopies. On the other hand, while TD-DFT 
methodologies have been largely employed to investigate low-
lying excited states of nucleobases,43-47 a comprehensive TD-
DFT study of the high-lying singlet excited states of 
nucleobases is currently lacking. Thus, the main goal of this 
work is to evaluate the accuracy of cost-effective TD-DFT 
approaches in computing the high-lying electronic excited 
states in comparison to more computationally expensive 
multiconfigurational/multireference methods and assess 
whether TD-DFT is well-suited to simulate time-resolved non-
linear electronic spectra. In particular, we characterize the 
singlet electronic states manifold of all canonical DNA/RNA 
nucleobases in gas-phase up to ca. 8.5 eV, i.e. close to their 
ionization energies. We employed the widely used B3LYP52, 53 
hybrid exchange–correlation functional and evaluated the 
effect of long-range corrections, by comparison with the CAM-
B3LYP54 functional,  and of basis sets size, by assessing the 
performance of the Pople’s polarized double-ζ 6-31G**55, 56  
basis set against the, computationally more expensive 
augmented triple-ζ 6-311++G**55-57  basis sets. The proposed 
benchmarking of TD-DFT against strongly correlated restricted 
active space second-order perturbation theory (RASPT2) 

computations allows estimating the spectral windows where 
TD-DFT intrinsically retains an acceptable degree of accuracy. 
This knowledge will be crucial when studying the high-energy 
electronic states manifold of large and realistic molecular 
systems involving DNA/RNA nucleobases, which is notably 
responsible for the observed spectral signatures in time-
resolved spectroscopies. Both RASPT2 and TD-DFT 
computations performed in this work are compared with 
available experimental data. The most comprehensive linear 
absorption spectra of isolated bases are provided by Yamada 
et al.58  and Sinsheimer et al.59, as recorded on sublimed films. 
The electronic spectra from sublimed films are always red-
shifted compared to available vapor-phase spectra, as shown 
in the works of Clark et al. (adenine and uracil) 60, Li et al. 
(adenine) 61, Nowak et al.(uracil)62 and Ito et al. (uracil)63. As a 
matter of fact, the absorption spectra on sublimed films are 
very similar to those recorded on solid thin films by Gomez et 
al.64 Still, the absorption spectra from sublimed films reported 
by Yamada et al.58 have been recorded up to high absorption 
energies, allowing a qualitative comparison with computed 
transition energies for high-lying single excited states (above 
6.0 eV). As guanine has the lowest vapor pressure amongst 
canonical nucleobases,60 its vapor-phase studies are difficult to 
undertake. However, matrix isolation spectra by Polewski et 
al.65 in nitrogen-matrix at low temperature (15 K) provides UV 
absorption spectra for isolated guanine molecules. In addition 
to guanine, the matrix isolated spectra are also available for 
adenine in nitrogen-matrix (Polewski et al.66) and cytosine in 
argon-matrix by Bazsó et al.67 For cytosine and thymine, 
electronic spectra obtained through electron impact energy 
loss (EEEL) methods have been also reported by Abouaf et 
al.68, 69 The EEEL spectrum of cytosine features a low-energy 
absorption band in line with that recorded in argon-matrix 
and, as the EEEL spectrum of thymine, it provides absorption 
bands up to the vacuum-UV, allowing a comparison with 
computed excitations in gas-phase. Despite a quantitative 
comparison between experimental and theoretical data is 
beyond the scope of this work, as it would require accurate 
simulations of the absorption band shapes,70, 71 the 
experimental linear absorption bands at high energies 
represent an important (although qualitative) reference for 
our computations in gas-phase. 

Results and discussion 

1.Adenine

1.1 Ground state absorptions

A series of experimental UV absorption spectra in gas-phase 
are available for adenine,58-61, 66 which are reported in Figure 1, 
along with a comparison of vertical S0Sn  excitation energies 
and corresponding oscillator strengths computed in gas-phase 
with different theoretical methods. As previously reported,51 
the computed RASPT2 vertical S0Sn  energies for the first two 
excited states of adenine, i.e. Lb (S1) and La (S2), fall in the 4.43-
5.39 eV range (i.e. between 230-280 nm), where the first 
experimental band is recorded in both vapor by Clark et al.60 
and Li et al.61 and in a nitrogen matrix by Polewski et al.66 
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Figure 1. Experimental absorption spectrum in vapor phase (solid black line from Clark et al.60, solid gray line from Li et al.61), 
matrix-isolated spectra (crossed black line from Polewski et al. 66) and from sublimed films (dotted black line from Yamada et al58, 
dashed black line from Sinsheimer et al.59) compared with computed vertical S0Sn excitations (colored sticks) of adenine in gas-
phase. Reference theoretical values at RASPT2 (yellow sticks) are compared with (a) B3LYP/6-31G**, (b) B3LYP/6-311++G**, (c) 
CAM-B3LYP/6-31G** and (d) CAM-B3LYP/6-311++G**. Only ππ* states are labeled, according to their root number (i.e. relative 
energy) in the reference RASPT2 computations (reported in Table S1). 

As mentioned above, the experimental absorption bands 
reported by Sinsheimer et al.59 and Yamada et al. 58 on adenine 
sublimed films are comparatively red-shifted to those in the 
vapor-phase and RASPT2 transition energies. This could be due 
to some residual intermolecular interactions in the samples, 
which is supported by the fact that the absorption maxima on 
sublimed films for all nucleobases are similar to those 
recorded on thin films by Gomez et al.64 As shown in Figure 1, 
all TD-DFT computations display a reversed energetic order for 
the lowest two excited states (Lb and La) with respect to 
RASPT272, 73, while preserving the oscillator strengths of the 
corresponding vertical excitations. Therefore, both TD-DFT and 

RASPT2 approaches suggest that the main contribution to the 
first experimental band (at 4.43-5.39 eV range) comes from 
the La state. The order of La and Lb  excited states of  adenine  in 
gas-phase obtained in our reference RASPT2 calculations 
agrees with other highly correlated methods like CCSD(T)74 and 
CCSD.72 
At higher energies, the experimental spectra in vapor phase 
features a second more intense band below 230 nm,60, 61 with 
the matrix-isolated spectrum displaying the next absorption 
band with maxima at ca. 203 nm66 at the edge of deep-UV 
region and a rising third band below 196 nm in the vacuum-UV 
region. The adenine sublimed film59 spectrum indicates the 
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presence of several transitions associated to this higher energy 
band (see Figure 1). In this energy window, RASPT2 
computations locate several S0Sn transitions associated to 
states 4 and 6-9 (according to root numbers reported in Table 
S1) with oscillator strengths of ca. 0.4, in line with 
experimental data. The vertical excitations associated to states 
4 and 6-9 computed with B3LYP/6-311++G** are in qualitative 
agreement with RASPT2 computations, except for state 8, 
whose transition energy is significantly blue-shifted.  
Moreover, the corresponding oscillator strengths of these 
transitions at TD-DFT are generally underestimated when 
compared to RASPT2. In this spectral window, TD-DFT 
computations using the 6-311++G** basis-set also show the 
presence of several states associated to excitations from lone-
pair on nitrogen/oxygen to -type virtual orbitals (nσ*), as 
reported for other similar organic systems.41 These symmetry-
allowed transitions are significantly blue-shifted when 
adopting the smaller (6-31G**) basis-set and are not 
computed in our reference RASPT2 calculations, as this would 
involve very large active spaces. However, these excited states 
generally feature very low oscillator strengths at TD-DFT and 
thus are not considered further in this work.  
When comparing the two basis-sets employed within TD-DFT, 
B3LYP/6-31G** computations showed significant mixing 
between ππ* excitations, especially for states 4 and 6 (see 
Figure 1a), and an overall blue shift of the excited states with 
respect to B3LYP/6-311++G** computations. Moreover, state 
5, which has a very low oscillator strength at both the 
reference RASPT2 and the B3LYP/6-311++G** level, gains 
larger oscillator strength when employing the double-ζ basis-
set. By comparing CAM-B3LYP to B3LYP, an overall blue-shift of 
the high-lying excited state manifold is observed. The oscillator 
strengths at CAM-B3LYP/6-311++G** are in line with those of 
B3LYP/6-311++G** computations, except for state 4 that is 
particularly high. Unsurprisingly, similarly to B3LYP, the use of 
smaller basis-sets with CAM-B3LYP induces an overall blue-
shift of the vertical excitation energies. To summarize, 
B3LYP/6-311++G** gives the closest agreement with RASPT2 
calculations, showing that it can provide reliable transition 
energies up to ca. 7.5 eV from the GS (i.e. up to state 9) even if 
the oscillator strengths of higher-lying excited states are 
generally underestimated with respect to the reference 
RASPT2.  

1.2 Excited state absorptions 
Figure 2 reports the RASPT2 computed excited state 
absorption (ESA) energies for adenine, showing how the SnSm 
spectra depends on the initially populated state discriminating 
between the first two quasi-degenerate singlet states La and Lb.  
In the near-IR probing window, between 1000-1200 nm, ESAs 
from La feature larger transition dipole moments (TDMs) 
involving states 4-6 in contrast to Lb-ESAs, which features only 
one transition lying at ca. 950 nm (involving state 4). In the Vis 
probing window, between 500-700 nm, weak ESA signals 
associated to states 7 and 8 are predicted to appear for both 
the La and Lb states, with one, slightly more intense ESA signal 
associated to state 9 appearing only in the Lb spectrum. Thus, 

in the near-IR probing window we observed striking 
differences between the computed La and Lb ESAs, suggesting 
specific spectroscopic fingerprints potentially describing the 
populations of the two states.  
B3LYP/6-311++G** results and convoluted spectra are also 
reported in Figure 2, for a qualitative comparison with 
reference RASPT2 computations, showing that TD-DFT 
provides a similar picture to RASPT2 in the near-IR and Vis 
probing windows and may thus be used to discriminate 
between the low-lying spectroscopic fingerprints of adenine La 

and Lb states. When employing the CAM-B3LYP functional a 
large blue-shift of the excited state manifold is observed (as 
already showed for adenine linear absorption), which is 
detrimental for the characterizations of ESAs (see Figure 
S1/S2). The use of double-ζ basis-set leads to an overall blue-
shift of the ESA transition energies (as for the S0Sn

transitions) and the more extended triple-ζ basis-set generally 
provides better agreement than smaller basis-set when 
compared with RASPT2 (see Figure S1/S2).  

Figure 2. Computed ESAs associated to vertical SnSm 

excitations (colored sticks) and corresponding convoluted 
spectra for adenine in gas-phase. Reference theoretical values 
at RASPT2 (yellow sticks) are compared with B3LYP/6-
311++G** (blue sticks) computations for (a) Sn = La and (b) Sn = 
Lb. Only ππ* states are labeled, according to root numbers in 
the reference RASPT2 computations (Tables S2-S3).  
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In the UV probing window, the computed RASPT2 ESAs also 
suggest differences between the La and Lb states. The most 
intense ESA signal in this region arises from La and involves a 
double excitation (state 13), consistently with previously 
reported experimental and theoretical pump-probe spectra of 
solvated adenine.70, 75 Unfortunately, TD-DFT computations in 
the adiabatic approximation do not account for double 
excitations thus missing the most important ESA signal in the 
UV probing window. The Lb-ESAs are significantly less intense 
than the La-ESAs, and in addition to doubly-excited state 13 
also involve single excitations (states 11,12) that are adequately 
described at the TD-DFT levels. In particular, B3LYP 
computations feature slightly blue-shifted transition energies 
and smaller TDMs for single excitations with respect to RASPT2 
calculations (see Figure 2). This can be observed for state 10 in 
the La-ESAs or for state 12 in the Lb-ESAs. Coherently with what 
experienced for the other spectroscopic windows, CAM-B3LYP 
blue-shifts the UV ESAs of both La and Lb states with respect to 
B3LYP, thus moving them outside the spectral window 
considered here (see Figure S2). In the UV probing window, TD-
DFT computations employing larger (i.e. more diffuse) basis-set 
show the appearance of some high-lying π*-Rydberg mixed 
states, which are not considered in RASPT2 calculations (see 
Computational details). It is worth mentioning that Rydberg-like 
states are significantly blue-shifted in solution with respect to 
gas-phase and thus are expected to have a negligible role when 
extending this type of computations to realistic models. 
In summary, we observed that ESAs computed at the 
B3LYP/6-311++G** level provide convoluted spectra that 
are in qualitative agreement with RASPT2 calculations for 
excited states lying below 7.5 eV (as for linear 
absorption), and therefore for spectral windows probing the 
ESAs of La and Lb states in both near-IR and Vis regions. At 
higher-energies, in the UV probing window, TD-DFT 
computations are generally facing the limitation of missing 
double excitations, particularly important for the La-ESAs. 
For the sake of brevity, we will compare only the 
B3LYP/6-311++G** level of theory with the RASPT2 
calculations for the remainder of this work, 
documenting the results of the other TD-DFT levels employed 
here in the Supporting Information.  

2.Guanine

2.1 Ground state absorptions

Clark et al. recorded absorption maxima of guanine in 
vapor phase60 at 293 and 284 nm, without 
reporting the corresponding absorption spectrum while 
noting evidence of significant decomposition.  However, 
matrix-isolated spectra at low temperature (15K)65 provide the 
UV absorption spectra in gas phase up to ca. 160 nm. The 
absorption spectra of sublimed films58-59 are red-shifted 
compared to matrix-isolated spectra similar to adenine while 
displaying a similar trend across UV absorption window. 
Figure 3(a) reports the vertical S0Sn excitations of guanine 
in the gas-phase, computed at RASPT2 and B3LYP/6-311+
+G** levels of theory together with the experimental spectra 
of guanine in nitrogen-matrix65 and 

sublimed films58-59. In contrast to adenine, the lowest-lying 
ππ* excited states (labeled La and Lb for adenine) located in 
the 4.5-5.3 eV range (ca. 230-280 nm) are found in the same 
energetic order by TD-DFT and RASPT2 computations, with La 
featuring a lower oscillator strength than Lb. 

Figure 3. (a) Experimental absorption spectra of guanine in 
nitrogen-matrix (crossed black line from Polewski et al.65), 
from sublimed films (dotted black line from Yamada et al58, 
dashed black line from Sinsheimer et al.59) and computed 
vertical S0Sn  excitations (colored sticks) of guanine in gas-
phase. Reference theoretical values at RASPT2 (yellow sticks) 
are compared with B3LYP/6-311++G** (blue sticks) for (a) S0 

Sm , (b) LaSm and (c) LbSm transitions and corresponding
convoluted spectra (colored lines). Only ππ* states are
labeled, according to RASPT2 reference (Table S4).
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The transition energies at RASPT2 for these excitations (264 
nm and 238 nm for La and Lb respectively) are in line with the 
two absorption maxima in matrix-isolated spectra occurring at 
277 nm and 241 nm reported by Polewski et al. allowing the 
assignments of these bands. At B3LYP/6-311++G**, the 
transition energy of Lb  is in good agreement with RASPT2, 
while La displays a more pronounced blue-shift. Both 
excitations are significantly blue-shifted at other TD-DFT levels 
employed here (see Figure S3). It is worth noting that the La/Lb 
Platt’s notation of benzene-like systems used here for the 
lowest-lying ππ* states of adenine51 and guanine50 and is 
employed for consistency with previous literature, but those 
states actually involve different electronic excitations in these 
two nucleobases. This remark also explains why the 
discrepancy in energetic order of Lb /La between RASPT2 and 
TD-DFT, as mentioned above, is not observed in guanine.  
At a higher energy window, Polewski et al. report another 
absorption band at 200 nm65. In this region RASPT2 
computations predict an excitation to state 4 at 206 nm with 
low oscillator strength of ca. 0.03. At B3LYP/6-311++G** level, 
mixing of this ππ* state with n-σ* states result in two states of 
similar character in the same region (labelled 41 and 42), with 
the one having more oscillator strength located at 203 nm, in 
line with RASPT2.  In the vacuum-UV region, the experimental 
absorption spectra in nitrogen-matrix features the most intense 
band at 176 nm65 with spectra on sublimed film58 displaying a 
similar trend with red-shifted transition energies. RASPT2 
computations in the vacuum-UV spectral region (i.e. below 190 nm) 
also predict multiple S0Sn   states in a narrow spectral window 
between 180-190 nm. The primary contributions arise from states 7 
and 8 along with states 5 and 6 having lower oscillator strength 
(Figure 3a).  While these states are also found by all TD-DFT 
computations (Figure S3), their transition energies are blue-shifted, 
and their oscillator strengths are generally lower than the 
reference. At the B3LYP/6-311++G** level, the ππ* states 5 and 6 
feature a significant mixing (see Figure 3a) that is not found with 
CAM-B3LYP functional or with small basis-set. In addition, as 
remarked earlier in the section for adenine, the use of bigger triple-
ζ basis-set at TD-DFT also litters the higher energy spectral 
window with excitations involving mixed π*-Rydberg-type orbitals 
having appreciable oscillator strength. 

2.2 Excited state absorptions 

Figure 3(b, c) reports RASPT2 computed vertical SnSm transition 
energies for guanine and the corresponding convoluted spectra, 
according to the initially populated Sn state, i.e. either La or Lb. 
RASPT2 computations indicate that in the near-IR probing window 
the excited state absorption from La involves state 4 while two ESAs 
(involving states 5 and 7) of higher oscillator strength are found for 
Lb (Figure 3). In contrast, two major transitions from La to states 6 
and 9 are found in the Vis probing window (at 593 and 469 nm, 
respectively) while the Lb-ESAs are dominated by an intense 
transition to state 11 at 436 nm. In the near-UV probing region (i.e. 
below 380 nm), the ESAs computed at RASPT2 from both La and Lb 

states do not show any appreciable differences, featuring several 

intense SnSm transitions, including contributions from double 
excitations (e.g. state 13).  
Comparing B3LYP with RASPT2 computations we found red-shifted 
La-ESAs in the near-IR probing window associated to state 4 and 
blue-shifted Lb-ESAs involving states 5 and 7 (see Fig. 3 and Fig. 
S4/S5). As mentioned above for adenine, nσ* states get involved 
in the ESAs signals when the 6-311++G** basis-set is employed, 
which leads to the splitting of state 4 into two almost degenerate 
states (i.e. 41 and 42) in the case of guanine. The oscillator strengths 
of both La- and Lb-ESAs are generally underestimated at B3LYP with 
respect to CASPT2.  In the near-UV probing region, while reference 
RASPT2 computations of La-ESAs feature multiple ππ* transitions 
with high TDMs (states 11,12,13), all TD-DFT methods predict only 
the transition involving state 11 (Figure 3b/Figure S4). In the case of 
Lb-ESAs, the manifold of bright states predicted by RASPT2 are not 
found at the TD-DFT levels in this probing window (Figure 3c/Figure 
S5), as they are most likely shifted to higher energies or they have 
some contribution from double excitations. As remarked earlier for 
adenine, employing CAM-B3LYP functional blue-shifts all ESAs of 
both La and Lb states with respect to B3LYP (Figure S5). 

3. Uracil

3.1 Ground state absorptions

Uracil is the only canonical pyrimidine for which gas-phase 
spectrum in vapor phase60, 62-63 is available in addition to sublimed 
film.58-59 These experimental spectra are shown in Figure 4(a) along 
with computed transitions at RASPT2 and B3LYP/6-311++G** levels. 
In the deep-UV region RASPT2 computations predict a single 
transition to state 2 at ca. 238 nm in line with the first absorption 
band recorded in vapor spectra.60, 63 Similar to purines, the gas-
phase experimental spectra on sublimed films are red-shifted with 
respect to vapor-phase spectra and RASPT2 transition energies. 
Moving higher up in energy, the vapor phase spectra feature a 
rising second band in the vacuum-UV (below 230 nm) spectral 
window, also predicted by RASPT2 computations and associated to 
states 3, 4 and 5. The TDMs of the RASPT2 transitions increase with 
the excitation energies, in line with the intensities trend of the first 
two experimental bands below 250 nm observed in sublimed 
films.58, 62 All S0Sn   RASPT2 transitions of uracil are well 
reproduced at B3LYP/6-311++G** level (see Fig. 4a). In analogy to 
purines, the use of the 6-311++G** basis-set identifies electronic 
transitions of weak intensity to states of mixed nσ*/ππ* nature at 
energies above 6.5 eV, i.e. around state 5 in the case of uracil. The 
employment of smaller basis-set induces a slight blue-shift of all 
transitions, while a more pronounced shift is observed when 
employing the CAM-B3LYP functional (see Figure S6). 

3.2 Excited state absorptions 

In contrast to purines, the first two singlet excited states of uracil 
(and other pyrimidines in the gas phase) are well separated in 
energy and involve different electronic excitations (see Tables S1, 
S4, S7, S9 and S11). Thus, we will consider here only the S1Sm 

excitations as potential ESAs detectable in non-linear 
spectroscopies set-up with standard pump UV-B (at 267nm).
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Figure 4. (a) Experimental absorption spectrum of uracil in vapor phase (solid black line from Clark et al.60, solid dark-gray line from Nowak 
et al.62 and solid light-gray line from Ito et al.63), from sublimed films (dotted black line from Yamada et al.,58 dashed black line from 
Sinsheimer et al.59), and computed vertical S0Sn excitations (colored sticks) of uracil in gas-phase. Reference theoretical values at RASPT2 
(yellow sticks) are compared with B3LYP/6-311++G** (blue sticks) for (a) S0Sm , (b) S1Sm  transitions and corresponding convoluted 
spectra (colored lines). Only ππ* states are labeled, according to RASPT2 reference (see Tables S7-S8).  

In Figure 4(b), ESAs computed at RASPT2 and the corresponding 
convoluted spectra are compared to those at the B3LYP/6-311+
+G** level. The vertical S1Sm excitations computed at RASPT2 
indicate the presence of three Sm states, one for each probing 
window, as shown in Figure 4(b).  In the near-IR and Vis probing 
windows, the excitations from S1 associated to states 4 and 5, 
respectively, feature almost negligible TDMs at the RASPT2 level and 
both their transition energies and TDMs are properly reproduced at 
the B3LYP/6-311++G** level. In the UV probing window (at ca. 400 
nm), on the other hand, a ESA associated to state 6 with non-
negligible TDM is predicted by RASPT2, while TD-DFT computations 
(with both B3LYP and CAM-B3LYP functionals) indicate the presence 
of two ESAs, one at the same energy as RASPT2 but associated to 
state 7 and one blue-shifted, associated to state 6. Such swapping of 
the excited states ordering and the discrepancy with respect to 
RASPT2 TDMs is due to the multiconfigurational nature of these 
states (being two linear combinations of the H-2→L and H-3→L 
excitations)49 and to the non-negligible double excitations 
contributions present in state 6.49 Thus, while in the absence of 
specific assignments of the S1Sm excitations the ESA signals 
predicted by TD-DFT might appear matching RASPT2 computations, 
TD-DFT results can be considered in full agreement with the 
multiconfigurational method only for ESAs lying in the near-IR and 
Vis probing windows. Moreover, it is worth noting that at the 
B3LYP/6-311++G** level, a S1Sm excitation into a Rydberg orbital is 
found overlapping with the bright ESA at around 400nm analogous 
to what was observed for purines in this probing window, which is 
not observed when employing smaller basis-sets. Finally, CAM-
B3LYP transition energies are blue-shifted with respect to RASPT2, 
independently on the basis set employed (see Figure S7). 

4. Thymine

4.1 Ground state absorptions

The experimental absorption spectra of thymine in gas-phase have 
been reported only for sublimed films,58-59 and using electron 
impact methods.68 The spectra on sublimed films feature 
absorption maxima that are red-shifted with respect to computed 
RASPT2 and B3LYP/6-311++G** vertical transition energies (see 
Figure 5a), in line with what we observed for uracil and purines. 
Also for thymine nucleobase, computations and experiments 
feature several similarities in terms of both relative positions and 
intensities of the absorption bands. In particular, RASPT2 
computation predicts the first transition to state 2 in deep-UV 
region at ca. 247 nm (5.0 eV) in line with the first transition at 
4.95(±0.8) eV in EEEL spectra.68 At higher energies, two transitions 
involving states 3 and 4 are found around 190 nm at RASPT2 at 6.20 
eV and 6.51 eV, while a band at 6.20 eV (±0.8) has been reported in 
EEEL spectra. Both these transitions are obtained at B3LYP/6-
311++G** with transition energies and oscillator strengths in 
agreement with RASPT2 computations. In the vacuum-UV window, 
RASPT2 computations predict a transition to state 5 with high TDM 
at ca. 169 nm (7.32 eV), which is also observed in EEEL spectra at 
7.4 eV, and another transition to state 6 at ca. 154 nm, with smaller 
TDM. These states are significantly blue-shifted at B3LYP/6-
311++G** level compared to RASPT2. Moreover, the oscillator 
strength of state 5 is underestimated at all TD-DFT methods (Figure 
S8). The effect on linear absorption of basis-set and functionals are 
similar to those described above for uracil, with blue-shifts in 
energies when employing the smaller 6-31G** basis-set and the 
CAM-B3LYP functional (Figure S8).  
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Figure 5. (a) Experimental absorption spectrum of thymine using 
electron impact energy loss EEEL (solid black line from Abouaf el 
al.68), from sublimed films (dotted black line from Yamada et al.58, 
dashed black line from Sinsheimer et al.59) and computed vertical 
S0Sn  excitations (colored sticks) of thymine in gas-phase. 
Reference theoretical values at RASPT2 (yellow sticks) are 
compared with B3LYP/6-311++G** (blue sticks) for (a) S0 Sm , (b) 
S1Sm  transitions  and the corresponding convoluted spectra 
(colored lines). Only ππ* states are labeled, according to RASPT2 
reference (Table S9-S10).  

4.2 Excited state absorptions 

As for the uracil case, we limited the analysis of ESAs of thymine to 
the S1Sm transitions. RASPT2 computations predict two transitions 
in the near-IR probing window, involving states 3 and 4 (Figure 5b). 
These transitions are properly reproduced by TD-DFT methods with 
similar oscillator strengths and slightly red- and blue-shifted 
transition energies at B3LYP and CAM-B3LYP, respectively (Figure 
5b and S9). The ESA signal for state 3 shifts from 1033 nm (i.e. 1.20 
eV) at RASPT2 to 1209 nm (i.e. 1.02 eV) at B3LYP/6-311++G**, lying 
just outside the spectral window plotted in Figure 5b. At higher 
energies, in the Vis to near-UV probing region until 300 nm, RASPT2 
computations feature a large number of ESA transitions from S1 

involving states 5, 6, 7 and 9, with an increasing trend in oscillator 

strengths. In contrast, TD-DFT computations only feature the 
transition to state 6, with a markedly increased oscillator strength 
compared to RASPT2. The pronounced disagreement between TD-
DFT and RASPT2 in this region, which is reflected in the qualitative 
comparison of the convoluted spectra (Figure 5b), is due to the 
substantial double-excited contributions to excited states (mainly 
states 7 and 9) at RASPT2, which are not adequately described at 
TD-DFT levels. We thus conclude that the TD-DFT methods 
benchmarked here are only reliable in the near-IR to Vis windows 
when probing the S1-Sn ESAs. 

5. Cytosine

5.1 Ground state absorptions

Figure 6a reports the vertical electronic transitions (S0Sn) of 
cytosine in the gas-phase, computed at the RASPT2 and B3LYP/6-
311++G** levels of theory along with experimental spectra in 
argon-matrix,67 from sublimed films58-59 and EEEL spectra.69 The 
comparison of RASPT2 computations and experiments on cytosine 
is analogous to that of the other nucleobases described above. In 
the deep-UV region (above 200 nm) two states involving transitions 
to states 2 (4.66 eV) and 3 (5.59 eV) are found at RASPT2 with 
relatively small oscillator strengths (ca. 0.1). These data are in line 
with the absorption maxima at ca. 267 nm (4.64 eV) observed in all 
available experiments and with the rising shoulder appearing at ca. 
220 nm (5.63 eV) in matrix-isolated spectrum along with those 
reported in EEEL spectra at 4.65 eV and 5.50 eV (±0.1 eV).   
Moving higher up in energy towards the vacuum-UV, three 
transitions (to states 4 (6.46 eV), 5 (6.90 eV) and 6 (8.01 eV)) are 
found at the RASPT2 level, with the transition associated to state 4 
(Figure 6a) featuring the largest oscillator strength, which can be 
associated to the most intense experimental absorption band found 
at around 200 nm in sublimed films and matrix-isolated spectra. 
Analogous trend of transitions has been reported in the EEL spectra, 
featuring bands at 6.2 eV, 6.7 eV and 8.0 eV (±0.1 eV). All S0Sn 
RASPT2 transitions of cytosine are quite well reproduced at the 
B3LYP/6-311++G** level.  However, the use of the larger 6-
311++G** basis-set in this energy window also locates weak 
transitions to states of mixed nσ*/ππ* nature after state 4. The 
employment of smaller basis-set induces a slight blue-shift of all 
transitions, while a more pronounced shift is observed when 
employing the CAM-B3LYP functional (see Figure S10).    

5.2 Excited state absorptions 

As for other pyrimidines, only S1Sm transitions have been 
considered for the ESAs of cytosine. In Figure 6(b), ESAs of cytosine 
computed at RASPT2 are compared to those at the B3LYP/6-
311++G** level along with the corresponding convoluted 
spectra. In the Vis probing window, two main transitions involving 
states 4 and 5 (at 687 nm and 553 nm, respectively) are found at 
the RASPT2, with B3LYP/6-311++G** computations showing a good 
agreement for the transition energies while the oscillator strength 
for state 5 is significantly underestimated. As remarked in the 
previous section, transitions of mixed nσ*/ππ* nature above state 4 
are found when employing the bigger 6-311++G** basis-set and the 
S1Sm transitions to some of these states are also found in this 
probing window at TD-DFT with relatively small oscillator strength.  
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Figure 6. (a) Experimental absorption spectrum of cytosine in argon-matrix (crossed black line from Bazsó et al.67), from EEEL spectra (gray 
black line from Abouaf et al.69), from sublimed films (dotted black line from Yamada et al.58, dashed black line from Sinsheimer et al.59) and 
computed vertical S0Sn  excitations (colored sticks) of cytosine in gas-phase. Reference theoretical values at RASPT2 (yellow sticks) are 
compared with B3LYP/6-311++G** (blue sticks) for (a) S0 Sm , (b) S1Sm  transitions and the corresponding convoluted spectra 
(colored lines). Only ππ* states are labeled, according to RASPT2 reference (Table S11-S12).   

At higher energies, in the near-UV probing window, a comparatively 
more intense S1Sm transition at 370 nm to state 6 is found at 
RASPT2 level, which is properly reproduced at the B3LYP/6-311+
+G** level. However, at this TD-DFT level, a state involving 
excitations to Rydberg-like orbitals is found to be almost degenerate 
with the ππ* state 6, in analogy to what observed for uracil and 
purines in the UV probing window. As for the other cases, this 
Rydberg-like excitation is not observed when employing smaller 
basis-sets (see Figure S11).  CAM-B3LYP functional provides results 
similar to B3LYP ones, showing blue-shifts similar to other 
pyrimidines (see Figure S11).   

Computational details 
All computations have been carried out in the gas phase to isolate 
the specific differences among the diverse theoretical methods 
considered, neglecting the influence of the solvent to the vertical 
excitation energies and oscillator strengths (f). It is well-known that 
solvation can strongly modulate the energetic state ordering of the 
DNA/RNA nucleobases and even affect their excited state lifetimes.6 
However, in the present study we focus on comparing our linear 
absorption estimates with experimental evidence mainly recorded 
in gas-phase, allowing us to benchmark the different theoretical 
approaches under the same conditions.  
The ground state (GS or S0) geometry of the different nucleobases 
were optimized at the Complete Active Space Self-Consistent Field 
(CASSCF) level, employing 8 electrons in 8 orbitals (4 π bonding and 
4 π* anti-bonding) for the purines and 6 electrons in 6 orbitals (3 π 
bonding and 3 π* anti-bonding) for pyrimidines. On top of those 
equilibrium geometries, vertical transitions from the S0 state (S0Sn, 
with n>0) and from the Sn excited states (SnSm, with n=1-2 and 
m>n) have been computed at different levels of theory, making 

use of the Cs symmetry to limit our calculations to the more 
important and initially accessed ππ* transitions, only. In this 
work, the excited states are labeled in adiabatic notation according 
to RASPT2 root numbers (reordered in terms of relative energy, e.g. 
S1 excited state is label as “2”, S2 as “3”, and so on), except for the 
first two excited states of purines for which the commonly used 
Platt’s notation76 (Lb and La) has been preferred, as reported in 
Tables S1-S12. Such vertical transitions are representative of the 
excitations accessible in the Franck-Condon (FC) region as we have 
shown elsewhere,41, 77 and may be compared to linear (S0Sn) and 
time-resolved non-linear (SnSm) spectra, the latter referring to 
pump-probe data collected at zero (or very short) delay times. It is 
worth noting that more correlated methods could in principle be 
employed to obtain the equilibrium geometries, their specific role 
having been assessed previously for adenine51 and being out of the 
scope of the present manuscript that focuses on intrinsic 
differences due to the electronic structure theory employed for the 
excited states. For a qualitative comparison between TD-DFT and 
RASPT2 computations of ESAs, electronic transitions have been 
convoluted using Gaussian functions with full width half maximum 
of 0.3 eV. 

Multiconfigurational wavefunction methods 
Restricted active space self-consistent field (RASSCF) and its second 
order perturbation theory extension (RASPT2) was used throughout 
as implemented in the MOLCAS 8 package.78 Reference RASPT2 
computations were obtained by adding an additional set of diffuse 
and uncontracted basis functions to the center of charge of the 
molecule and subsequently removing systematically π* Rydberg-
like orbitals. This procedure was initially employed by Roos and co-
workers and allows minimizing the overstabilization reported in 
multiconfigurational perturbation theory due to the presence of 
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Rydberg-like orbitals in the secondary space.79 These orbitals are 
not properly represented within the employed Atomic Natural 
Orbital (ANO)-type triple-ζ basis-set used, preventing also the 
appearance of quasi-Rydberg states that, however, will be strongly 
blue-shifted in realistic models including solvation effects. It is also 
important mentioning that attempts to include Rydberg orbitals in 
the RAS spaces in order to properly account for Rydberg states 
would be computationally unfeasible, especially considering the 
large state average schemes employed here.  We have previously 
carried out an extensive analysis on the high-lying excited state 
manifold of DNA/RNA pyrimidine (uracil, thymine and cytosine)49 
and purine (adenine51 and guanine50) derivatives following the 
aforementioned protocol. This has led to set as reference 
calculations the RASPT2 computations based on a 
RAS(0,0|10,8|2,12) active space for pyrimidines and 
RAS(0,0|12,10|2,12) for adenine, while RAS(0,0|14,11|2,8) was the 
highest level affordable for guanine. These active spaces include all 
π and π* valence orbitals in a complete active space (i.e. with full 
configuration interaction) plus additional π* orbitals (12 for all 
bases except guanine that features 8) included with up to 2 electron 
permutations allowed in order to further increase the dynamic 
correlation towards convergence. In the multiconfigurational state-
average treatment we have included 30 singlet excited states in 
order to account for enough states to monitor all ESA signals of 
interest. These computations provide the best available theoretical 
values of excitation energies and transition dipole moments for the 
first 30 excited states of DNA/RNA canonical nucleobases and 
represent reference computations that hereafter are referred to 
simply as RASPT2. 

TD-DFT calculations 
Time Dependent-Density Functional Theory (TD-DFT) calculations 
were performed in order to test their reliability compared to 
multiconfigurational perturbation theory methods and available 
experimental data. Linear and quadratic response calculations are 
required to simulate both linear and non-linear spectra and were 
performed with the Dalton 2016 code,80 using the Cs point group as 
molecular symmetry for all studied structures. The lowest lying 50 
singlet states, were considered and the excitation energies were 
calculated using the Becke three-parameter hybrid functional 
B3LYP52, 53 and the long-range corrected functional CAM-B3LYP.54 
Concerning the basis-sets, both Pople’s polarized double-ζ 6-
31G**55, 56, 81, 82 and augmented triple-ζ 6-311++G**55-57 were used, 
in order to check the effect of the inclusion of polarization and 
diffuse functions on the excited states, providing information on the 
role of Rydberg states and Rydberg-valence coupling in the 
transition energies and dipole moments. 
The excited state nature of the vertical transitions was 
characterized analyzing the electronic density reorganization 
through Natural Transition Orbitals (NTOs),83 obtained using the 
Nancy_EX code.84, 85 TD-DFT state assignment was done to match 
that of the RASPT2 reference49-51 by choosing those transitions 
whose character (orbital transition and relative weight) are more 
similar.   
Since the aim is a qualitative comparison between computations 
and experiments we have compared our simulated data with the 
experimental absorption spectra, extracted using 

WebPlotDigitizer.86 Note that we have normalized all experimental 
spectra to the intensity of the highest energy absorption band in 
case of guanine and the lowest absorption bands for all other 
nucleobases.  

Conclusions 
In the present work we have thoroughly assessed the 
performance of TD-DFT methodologies in the investigation of 
the singlet excited state manifold of canonical nucleobases by 
comparing it with high-quality reference wavefunction-based 
RASPT2 linear and non-linear (excited-state) absorptions. 
B3LYP functional with a triple-ζ quality basis-set provided the 
closest agreement with the reference RASPT2 computations 
and the available experimental evidence, outperforming CAM-
B3LYP in computing vertical excitation energies of TD-DFT 
systems in vacuo. There are some common trends exhibited by 
TD-DFT computations in all nucleobases: i) the 6-31G** basis-
set produces blue-shifted signals compared to the larger (more 
diffuse) 6-311++G** basis-set; ii) the long-range corrected 
CAM-B3LYP functional also leads to blue-shifted signals 
compared to B3LYP hybrid functional; iii) in addition to ππ

* excitations, TD-DFT methods also locate symmetry-allowed
nσ* excitations from lone-pair orbitals localized on
Nitrogen/Oxygen atoms to virtual orbitals, which appear in the
vacuum-UV spectral window and have usually low oscillator
strengths (but gain intensity when they mix significantly with
ππ* states, as it occurs with the 6-311++G** basis-set); iv)
ππ*(Rydberg) excitations appear in the vacuum-UV
spectral window due to the stabilization of Rydberg-type
orbitals when using large triple-ζ basis-set.
The outcome suggests that for pyrimidines, the employed TD-
DFT methods are able to locate all the important signals in the
UV linear absorption spectra up to the vacuum-UV spectral
window. Such performance of TD-DFT methods is also
observed in the excited-state absorptions (arising from the
first singlet excited state) in the near IR/Visible spectral
probing window. For purines, on the other hand, the higher
complexity of the excited state manifold leads to a good
agreement for ground state absorptions only in the near-UV
energy window. The substantial contributions by doubly
excited contributions in the vacuum-UV energy window cannot
be captured by TD-DFT, which leads to comparatively worse
agreement with the RASPT2 computations. Consequently, ESA
signals from the La state in purines can be reproduced faithfully
by TD-DFT only in the near-IR region and worsens towards the
Vis probing window.
Overall, our results validate the use of TD-DFT as a cost-
effective approach for the computations of excitation energies
and oscillator strengths that are associated to time-resolved
non-linear optical spectra of DNA/RNA-based systems but only
for low-energy probing windows in the near-IR and for
pyrimidines also in the Vis. This paves the way for the
concerted theoretical and experimental study of larger DNA
sequences of greater biological significance where these
benchmarked low-energy windows might be used to monitor
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the different photo-processes triggered in DNA complex 
systems upon UV-light absorption.  
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