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Abstract 

This paper presents the design of an adaptive fast-finite-time extended state observer for 

electro-hydraulic actuator systems. First, the system model is divided into three parts, and fast-

finite-time state observers are designed independently for each part, which guarantee the fast-

finite-time uniformly ultimate boundedness of the estimation errors. Then, based on the designed 

state observers and without neither any knowledge about the upper bounds of the uncertainties 

nor its derivative, supplementary observers are presented to estimate the unknown terms. 

Rigorous analyses of the proposed strategy are provided through the Lyapunov approach. The 

suggested adaptive framework can improve the convergence rate for zones both far from the 

equilibrium points and around them, where the adaptive gains are computed based on the 

evaluation of the absolute value of the observation errors, achieving finite-time estimate of both 

the full state variables as well as uncertainties. Comparative simulations are presented to analyze 

the effectiveness of the proposed observers. Finally, the effectiveness of the proposed approach 

in real-life conditions is demonstrated through experimental studies. 

Key words: Adaptive fast-finite-time extended state observer, Electro-hydraulic actuator systems, 

Nonlinear observer, Uniformly ultimately boundness. 

1. Introduction 

Electro-Hydraulic Actuator (EHA) systems, which provide a high power-to-weight ratio, 

high stiffness, and high load efficiency, have been widely used in mechatronic systems [1, 2]. 

The EHA systems include nonlinearities and several uncertainties including unmodeled 

dynamics, disturbances, and frictions with dynamics that are not exactly known and limiting their 

broad applicability [3]. Due to these challenges, there have been restrictions in the 

accomplishment of exact modeling. Different techniques have been employed to model 

nonlinearities and uncertainties, where a simple solution is to equip the system with various 

sensors. In practice, some difficulties such as space limitations and measurement noise occur, 
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thus measuring the full system states is not simple and often not possible. In this regard, an 

alternative approach is to equip only the main outputs of the system with sensors and design an 

observation algorithm to process the incomplete information collected by the sensors and 

construct a reliable estimation of all state variables [4]. Since estimating the state variables has 

been an essential process in achieving an acceptable dynamic performance in the EHA systems, 

therefore observers are a common option to reduce the number of sensors [5]. In recent years, 

several observation approaches have been presented that provide a reliable estimation of all state 

variables over an infinite time interval. However, in order to achieve safety and high steady-state 

precision performance, finite-time estimation is more important and strategic than asymptotic or 

exponential performance [6]. It is worth noting that, in the presence of uncertainties, external 

disturbances, and friction, exact estimation of state variables is not possible, therefore the 

ultimate boundedness concept is considered [7]. Within finite-time observers' context with the 

ultimate boundedness convergence, some strategies have been presented in the last few years. 

In recent years, the Sliding Mode Observer (SMO) approach has been developed with 

widespread applications [8-11], where their performance is investigated through simulation and 

experimental studies, considering different sets of measurement noises, parametric uncertainties, 

and model nonlinearities. However, the standard version of the SMO is affected by some 

restrictions, leading to the potentially destructive chattering phenomenon in their convergence to 

a small neighborhood of zero [11]. To mitigate this drawback, the High-order Sliding Mode 

Observer (HO-SMO) has been introduced to reduce the chattering and the Terminal Sliding 

Mode Observer (TSMO) with finite-time convergence properties have alternatively been 

developed [12-15]. For instances, the performance of the HO-SMO has been analyzed compared 

with SMO and Kalman filter method, where its high efficiency to estimate the uncertainties was 

presented in [12]. However, a problem of these observers still remains, since if the initial 

conditions tend far from the equilibrium point, the convergence time grows unboundedly. Hence, 

it is more desirable for an observer to guarantee that the convergence is achieved in a short time 

interval regardless of the initial conditions. In this regard, fast finite-time observers using the 

concept of bi-limit homogeneity were first introduced in [16] and then studied in [17-20]. The 

fast finite-time approach is more powerful than the finite-time approach as it guarantees the 

boundedness of the convergence time almost independently from initial conditions. However, in 

addition to structural limitations, the gains of these observers are not easily computable. The fast 

finite-time observer presented in [20] is recognized as one of the leading strategies to estimate the 

full states of systems, as well as the uncertainties. However, the design of the observer gains with 

a straightforward framework is still an open problem. 

In recent years, high gain extended state observers (HG-ESO) with straightforward 

framework have been investigated [21-23] to estimate the full states and external disturbances. 

From the studies reported in [21, 22], it is possible to conclude that HG-ESOs presents better 



performance for EHA systems under parametric uncertainties and model nonlinearities. The HG-

ESO in [21, 22] is analyzed using simulated and experimental tests compared with conventional 

observers, demonstrating estimation of full state variables and total disturbances. Furthermore, 

time-varying observers with an exponential convergence were presented in [24-29]. Especially, 

[27] including some shortcomings, such as (1) Valid response only in a finite time interval, while 

in many applications it is important to have a valid response for a longer duration; (2) 

Unconsidered internal dynamics, while internal dynamics should be explicitly considered in the 

proof as it can act as an uncertainty in the values of the state variables; (3) Required prior 

knowledge of the uncertainties, while it is not often possible to measure them in practice. To 

overcome these restrictions, a time-varying gains observer has been presented due to its 

straightforward design and better robustness against uncertainties and internal dynamics [28, 29]. 

Although the authors have several publications in this field, the approach proposed in this paper 

is completely novel, with very limited overlap with previous publications. This paper is a 

combination of adaptive and fast finite-time frameworks that can improve the convergent rate for 

zones both far from the equilibrium points and around them, while references [6], [28], and [29] 

already presented a time-varying high-gain extended state observer under a different framework. 

In this paper, the adaptive gains are changed based on the evaluation of the absolute value of the 

observation errors, while the gains in the referred papers are changed over time without any 

adaptive criterion. On the other hand, although the previous approaches are valid schemes for 

observer design to simultaneously estimate state variables, uncertainties, and external 

disturbances, it is only applicable in single-input single-output canonical systems and they 

presents singularity problems, where its time-varying transformation grows unboundedly. 

Consequently, the time-varying approach proposed in this paper has potential for further 

progress. 

It is worth noting that, although so far, some leading strategies has been highlighted and 

discussed for uncertain real-world systems, according to their shortcomings this subject has still 

remained an open problem for further improvement in EHA systems. Motivated by the above 

discussions, the problem of designing an adaptive fast-finite-time extended state observer 

(adaptive fast FT-ESO and/or AFFTESO) for EHA systems is addressed in this paper without 

neither any knowledge about the upper bounds of the uncertainties nor its derivative. The 

proposed AFFTESO can reconstruct the unmeasured state variables, external disturbances, and 

uncertainties in a finite time. In contrast to the earlier finite-time approaches, which only have a 

faster convergence rate around the equilibrium points, the proposed adaptive framework can 

improve the convergent rate for zones far from the equilibrium points. The gains of the proposed 

AFFTESO are changed based on the evaluation of the absolute value of the observation errors. 

Moreover, this adaptive strategy forces the proposed observer to estimate the output measured 

variables of the EHA system in a finite time, including simultaneous estimation of the external 



disturbances, friction force, dead-zone effects, and spool bias. First, the EHA model is divided 

into three parts and the fast finite-time state observers are presented for each part independently, 

guaranteeing fast-finite-time uniformly ultimate boundness (FFTUUB) of the estimation errors. 

Then, based on these designed state observers, supplementary similar observers are presented to 

estimate the unknown terms, where rigorous analyses of the proposed strategy are provided 

through the Lyapunov approach. Comparative simulations are presented to analyze the 

effectiveness of the proposed observers with respect to some leading literature approaches. 

According to the simulation results, it is possible to classify the different observer strategies 

according to the following list (in descending order of efficiency): AFFTESO, HG-ESO, HO-

SMO, time-varying FT-ESO, and third-order FFTESO. Then, under adaptive and fixed gains, the 

proposed adaptive observer guarantees that the state estimation errors are uniformly bounded and 

the estimation error can approach an arbitrarily small value by choosing some design parameters 

appropriately. Finally, the effectiveness of the proposed approach in real-life conditions is 

demonstrated through experimental studies. Compared with the existing literature approaches, 

the main contributions of this paper are, 1) An AFFTESO is designed such that, without neither 

any knowledge about the upper bound of uncertainties nor its derivative, it is possible to estimate 

the full state of the nonlinear system as well as the uncertainties, achieving convergence of the 

observation error to a neighborhood of zero. 2) Adaptive gains are computed based on evaluation 

of the absolute value of the observation errors. 3) The proposed AFFTESO has a faster 

convergence rate for zones both far from the equilibrium points and around them. 

It is worth noting that, the gain selection process has always been a concern and challenge in 

observer design. Although the adaptive gains in this paper are computed based on a evaluation of 

the absolute value of the observation errors, this selection does not follow an optimal procedure. 

In this regard, future activities will be devoted to presenting an optimal algorithm for the 

selection of all the observer parameters. The remainder of the paper is structured as follows. In 

Section 2, a fifth-order model of the EHA is illustrated and relevant definitions and conditions for 

FFTUUB are presented. In Section 3, the AFFTESOs are designed. In Sections 4 simulation and 

experimental results demonstrate the effectiveness of the AFFTESOs. Finally, conclusions and 

future plans are presented in Section 5. 

2. Preliminaries and system descriptions 

Figure 1 shows a schematic representation and experimental setup used to test the proposed 

approach on the EHA system. The EHA systems consist of a double-rod hydraulic cylinder and a 

proportional valve that is used to modulate the pressure inside the cylinder. 



 

Figure 1: Schematic representation and experimental setup of the hydraulic actuation system 

[3], [12]. 

To design the observer, the following mathematical model of EHA is considered [3]. 

̈ ̇
( ̇ )

̇ ̇
( )√ | |

̈ ̇ ( )

               (1) 

where denotes the position of the piston,  is the pressure due to the external load 

and supply, where according to the left-half of Figure 1, and  ( and ) are the pressures 

(the flows) inside the two-cylinder chambers,  is the spool valve displacement signal,  is the 

valve command,   is the viscous friction coefficient,  is the mass of the load, ( ̇ ) is the 

friction force, is the piston area,  is the effective bulk modulus, is the volume of each 

chamber for the piston centered position, ( ) is a gain that depends on the geometry of the 

adopted proportional valve,  and  are the supply and tank pressures, respectively, and 

are the natural frequency and the damping ratio of the valve, respectively, is the input gain, 

and represents the spool position bias. In (1), the time variable  is omitted for convenience. 

In this paper, only the vector ( ( )) [ ]  as the output of the system is 

measurable and available online. Note that the top, middle, and bottom equations in (1) express 

the piston rod dynamics, the load pressure dynamics, and the proportional valve dynamics, 

respectively. Accordingly, the EHA dynamic, based on the proper behavior for each state 

variable, is divided into three subsystems, and subsequently, three adaptive observers are 

designed, separately. Hence, ( ) [ ( ) ̇ ( )] , ( ) ( ) , and ( )

[ ( ) ̇ ( )]  are considered as the state vectors; thus the system (1) can be rewritten in 

state space as, 

[
̇
̇
] [ ] [ ]                                                                                     (2a) 



̇
√ | |

                                                                                               (2b) 

[
̇
̇
] [ ] * + [ ]                                                   (2c) 

where disturbances are presented as 
( )

( ), 

( ( ) )√ | |
( ), and ( ). In this regard, 

[ ( ) ( ) ( )]  includes unmodeled loads, dynamics, and parameter 

uncertainties. It is worth noticing that due to the unknown terms , the exact estimation of the 

full state variables as well as uncertainties in a finite time is not possible, and instead, the 

ultimate boundedness concept is considered. Before designing the AFFTESO, let us to present 

the following useful preliminaries: 

Proposition 1 [30]: Consider a quadratic positive definite function , where 

 and  is a real symmetric positive definite matrix. Let ( ) and 

( ) refer to the maximal and minimal eigenvalues of , respectively. If ‖ ‖ denote the 

Euclidean norm, then for all  

( )‖ ‖ ( )‖ ‖                                                                                         (3) 

where  is a real symmetric positive definite matrix. Besides, by using a straightforward 

calculation, the variable ‖ ‖ may be excluded from (3) 

( ) ‖ ‖ ( )                                                                          (4) 

Proposition 2 [31]: Consider the system ̇ ( ( )), where  is continuous in an 

open neighborhood  of the origin. Suppose that this system possesses a unique solution in 

forwarding time for all initial conditions. Suppose there is a Lyapunov function ( ), positive 

constants ( ), , , and . Let ( ) be the initial value of ( ). Then the 

following statements hold: 

1) If ̇ ( ) ( ) ( ), then the trajectory of the system is fast finite-time stable 

and the settling time is given by 
[ ( ) ]

( )
. 

2) If ̇ ( ) ( ) ( ) ( ) , where ; then the trajectory of the 

system is FFTUUB. It means the states  can converge to a region of equilibrium point in a 

finite time 
[ ( ) ( ) ( )]

( )( )
, where  and  are arbitrary positive constants 

satisfying ( ) and ( ). 

 

3. The Adaptive Fast Finite-Time Extended State Observer (AFFTESO) 

In this section, for , , and , for , and for , , and , let 

̂ ’s be the estimate of ’s, and define observation errors as ̂ . In the following, 



AFFTESO (5) is first introduced and Theorem 1 is presented in the absence of uncertainties, 

which only holds for the nominal model of the EHA system (1). Then, the robustness of the 

proposed AFFTESO in the presence of these unknowns is analyzed in Theorem 2. Finally, based 

on the designed AFFTESO (5), the supplementary observer (23) is presented in Theorem 3 that 

without any knowledge about the upper bounds of the uncertainties is able to provide a finite-

time estimation of the total uncertainties. It is worth noting that, the AFFTESOs (5) and (23) are 

complementary so that together they can estimate the total state variables and uncertainties in a 

finite time. 

̂̇ ( )̅                                                                                                  (5) 

where the adaptive gains  for , , and  are the following switch functions such that 

[ ) ( ) 

(| |) {
| |

| |
                                                                                       (6) 

where  are real constants. Also  are switching thresholds, which influences the 

convergence rate of the observers. Vectors , , and ̅  for , , and  are defined as, 

[
̂

̂
], 

√ | |
, [

̂

̂
]

* +                         (7a) 

[
( ̂ )

( ( ̂ ) ( ̂ ))
], ( ̂ ), 

[
( ̂ )

( ( ̂ ) ( ̂ ))
]                   (7b) 

̅ [
( ̂ )

( ̂ ( ̂ ))
], ̅ ( ̂ ), 

̅ [
( ̂ )

( ̂ ( ̂ ))
]                             (7c) 

where  and ( ) are appropriate tuning parameters that will be designed later. Also, 

function ̅( ̿) for constant ̅, state ̿, and the sign function ( ) is defined as 

̅( ̿) | ̿|̅ ( ̿)                  (8) 

According to (2) and (3), the closed-loop system of observation errors are obtained as 

[
̇
̇
] [ ] [

( )

( ( ) ( ))
]

( ) [
( ( ))

] [ ]  

̇ ( ( )) ( )                                                           (9b) 



[
̇
̇
] * + [

( )

( ( ) ( ))
]

( ) [
( ( ))

] [ ]  

The following two theorems are presented in order to prove that the observation errors are 

respectively fast finite-time stable and/or FFTUUB in the absence or presence of uncertainties . 

Theorem 1: Consider the EHA system (1) and the proposed AFFTESO (5), where the 

uncertainties (i.e. friction force, dead-zone effects of control valves, and spool position bias) and 

external disturbances are neglected (i.e. ). The origin of the closed-loop system of 

observation errors (9) with  is fast finite-time stable. 

Proof: For convenience, define new state vectors for the first and third subsystems as, 

[ ( ) ( ) ]                                                                                 (10) 

where  and , also define a state variable for the second-subsystem as ( )

( ) . It is clear that, if  for , , and  converge to the zero vector in finite time, 

then  for , , and , for  also converge to the zero vector in finite time. 

Taking the derivative of  for , , and , the closed-loop system of observation errors (9) 

are rewritten as 

[
̇

̇
] | | [ ] [ ] [

( )
] [ ]               (11a) 

̇ | | ( )                                                              (11b) 

[
̇

̇
] | | [ ] [ ] [

( )
] [ ]         (11c) 

where for , , and , equations (11) can be rewritten as 

̇ | |                                                                                                  (12) 

where [ ], [
( )

], , 

( ), [ ], and [
( )

]. Although 

the compact form (12) is in a matrix format only for subsystems 1 and 3, without loss of 

generality, the proof is presented for the general matrix form. Since , , , , , , 

and ( ) are positive constants, so  and  are Hurwitz matrixes, so there exists 

symmetric and positive definite matrixes  such that the following algebraic Lyapunov 

equations hold 

                                                                                                          (13) 

                                                                                                          (14) 



where  and are arbitrary symmetric and positive definite matrixes. Now, 

choose a candidate Lyapunov function as  and taking its derivative along the 

systems (11) and (12), we have ̇ ̇ ̇ . According to 

(12), ̇ | | ; therefore 

̇ | | | |                  (15) 

By using (13) and (14), and with straightforward simplifications, (15) can be rewritten as 

̇ | |                                                                                    (16) 

since | | ‖ ‖ ⁄
 for ( ), and based on the Proposition 1, 

̇ ( )‖ ‖ ⁄ ( )‖ ‖                                                                   (17) 

Now, by applying Proposition 1 for the candidate Lyapunov function , we have 

( ) ‖ ‖ ( )                                                                     (18) 

therefore 

̇ ⁄ ⁄
                                                                                                (19) 

where ( ) ( ) ⁄ ⁄
 and ( ) ( ) . By selecting the 

parameter ( ),  it results that ⁄ ⁄ ⁄ . Therefore, based on Proposition 2, the 

origin of the observation errors dynamic system (9) in the absence of uncertainties is fast finite-

time stable, and the settling time is given by [
⁄ ⁄

] [ (

)] , where  are the initial value of . Thus, the arguments stated in Theorem 1 hold, 

and hence the proof is completed. 

The above theorem only holds for the nominal model of EHA system (1), but since 

uncertainties and external disturbances always exist in real applications, the robustness of the 

proposed adaptive fast finite-time observer in the presence of these unknowns are now analyzed. 

Theorem 2: Consider the EHA system (1) and the proposed AFFTESO (5) in the presence of 

uncertainties (i.e. friction force, dead-zone effects of control valves, and spool position bias) and 

external disturbances. The origin of the closed-loop system of observation errors (9) is FFTUUB. 

Proof: In this proof, the analysis procedure is given along the similar analysis outlined in the 

proof of theorem 1, except the appearance of the uncertainties. Define the new state vectors , 

which are the same as (10) and ( ) ( ) . By considering the 

uncertainties and taking the derivative of , the differential equation (12) is rewritten as 

̇ | |                                                                                          (20) 

where [ ], | | ( ) , and [ ], so that the 

following assumption is considered. 



Assumption 1: The unknown terms  are bounded. Thus, there exists positive constants  

such that ‖ ‖ . 

Now, by using the candidate Lyapunov functions  and taking its derivative along 

the systems (20), we have 

̇ | | | |

                                                                                                                                         (21) 

where by using (13) and (14), (21) can be rewritten as 

̇ | |                                                                 (22) 

Since | | ‖ ‖ ⁄
 for ( ), therefore based on the Proposition 1 and assumption 

1, we have 

̇ ( )‖ ‖ ⁄ ( )‖ ‖ ‖ ‖‖ ‖                                          (23) 

after some straightforward calculations, these upper bound are given by, 

̇ ⁄ ⁄
                                                                               (24) 

where ‖ ‖ ( ) . Therefore based on Proposition 2, the origin of the 

observation errors dynamic system (9) in the presence of uncertainties is FFTUUB. It means the 

estimation errors can converge to a region of equilibrium point in a finite time 

[ ( ) ( )
⁄ ⁄

( )]

( )( )
, where  and  are arbitrary positive constants 

satisfying ( ) and ( ). Thus, the arguments stated in Theorem 2 hold, and 

hence the proof is completed. 

So far, the stability analysis of the proposed AFFTESO (5) has been presented, where 

observation errors convergence to a neighborhood of zero in a finite time has been proved in the 

presence of uncertainties and external disturbances. Now, based on the designed AFFTESO (5), a 

supplementary AFFTESO able to provide finite-time estimation of the total uncertainties is 

introduced. 

̂̇ ̅ ( ) ̅ (
̅ ( ) ̅ ( )) ̅ ( )( ̅ ) (

̅ ( ))  

where ̂̂ ̂ , ̂ , and ̂̂ ̂ , in which ̂ is obtained by the 

state observer (5) and ̂̂’s represent new estimations of the estimated states ̂ that will be defined 

later. In the following theorem, it is discussed that without any knowledge about the upper 

bounds of the uncertainties, the adaptive observer (25) can estimate the total uncertainties in a 

finite time. 

Theorem 3: Consider the EHA system (1), the proposed AFFTESO (5), and supplementary 

adaptive fast finite-time observer (25), where the uncertainties satisfy the Lipschitz-like 

conditions | ̇ | , | ̇ | , and | ̇ | . The states ̂  of the observer (25) will fast finite-

time converge to a small neighborhood of the real states . 



Proof: Based on the stability analysis of the proposed state observer (5) it can be concluded 

that the acceptable robust estimates of the state variables is already obtained in a finite time. First 

by using the estimations obtained from the state observer (5) the EHA model can be rewritten as 

follow, 

̇ ̂                                                                                 (26a) 

̇
√ | |

                                                                                             (26b) 

̇ ̂                                          (26c) 

According to (25), ̂̂ ̂  and ̂̂ ̂ , where ̂̂  and ̂̂  are new 

estimations of the estimated states ̂ that are obtained by, 

̂̇̂ ̂ ̂ ̅ ̅ (
̅ ( ) ̅ ( )) ̅ ( ̅ ) (

̅ ( ))                                                                                                                                  (27a) 

̂̇̂ ̂ ̂ ̅ ̅ (
̅ ( ) ̅ ( )) ̅ (

̅ ) (
̅ ( ))                                                                                                                (27b) 

where ̂ , ̂  and ̂ , ̂  are respectively updated by (5) and (25). According to (25), (27), 

and ̂  ( , , and ), let define new observation error vectors as 

[ ̅
̅ ( ) ( ̅ ) ]                                                                                  (28) 

It is clear that, if  for , , and  converge to the zero vector in finite time, then and 

 also converge to the zero vector in finite time. Taking the derivative of  for , , and 

, the following closed-loop system of the new observation errors (28) are obtained. 

̇ | |̅ ̅ ̅ ̅                                                                                      (29) 

where ̅ [
̅ ̅ ̅ ̅ ̅

̅ ( )
], ̅ [

̅ ( ̅ ) ̅

̅ ( )
], and ̅ (| |̅ [

̅ ̅
]

[
̅
]) * + in which , , , and ̇ . Since ̅  

and ̅  are Hurwitz matrixes, so there exists symmetric and positive definite matrixes ̅ ̅  

such that the following algebraic Lyapunov equations hold 

̅ ̅ ̅ ̅ ̅                                                                                                           (30) 

̅ ̅ ̅ ̅ ̅                                                                                                           (31) 

where ̅  and ̅  are arbitrary symmetric and positive definite matrixes. By using new 

candidate Lyapunov functions ̅ ̅  and taking its derivative along the dynamic (29), 

we have 

̅̇ | |̅ ̅ ̅ ̅ ̅ ̅ ̅ | | ̅ ̅

̅ ̅ ̅ ̅                                                                                                              (32) 



where by using (30) and (31), (32) can be rewritten as 

̅̇ | |̅ ̅ ̅ ̅ ̅                                                          (33) 

Based on the Proposition 1 and an assumption that ‖̅ ‖ ̅ , we have 

̅̇ ( ̅ )‖ ‖ ̅⁄ ( ̅ )‖ ‖ ‖ ‖‖̅ ‖̅                                     (34) 

after some straightforward calculations, these upper bound are given by, 

̅̇ ̅ ̅
⁄ ̅⁄

̅ ̅ ̅ ̅                                                                                (35) 

where ̅ ( ̅ ) (̅ ) ̅⁄ ⁄
, ̅ ( ̅ ) (̅ ) , and 

̅ ‖̅ ‖̅ (̅ ) . Therefore, based on Proposition 2, the origin of the new observation 

errors dynamics (29) in the presence of uncertainties is FFTUUB, hence the states ̂  of the 

observer (25) will finite-time converge to the real states . Thus, the arguments stated in 

Theorem 3 hold, and hence the proof is completed. 

Remark 1: According to ̅ , since  and  are bounded, therefore the assumption ‖̅ ‖

̅  is approved. 

Remark 2: In this paper, the suggested adaptive framework based on the switch function  

can improve the convergence rate for zones both far from the equilibrium points and around 

them. In this regard, the adaptive gains are computed based on the evaluation of the absolute 

value of the observation errors, achieving finite-time estimate of both the full state variables as 

well as uncertainties. 

Remark 3: In terms of limitations of the proposed method in real applications, the proposed 

scheme is straightforward to design and implement. Its construction relies only on choosing the 

positive real constants , , , ̅ , and ( ). On the other hand, the AFFTESO (5) and 

its gains have been computed based on some ordinary algebraic equations, which can be 

implemented on usual hardware and it will not need powerful processors. Moreover, according to 

the block diagram in Figure 17, the proposed observers is designed using only the vector 

( ( )) [ ]  as the output of the system that is measurable and available online. 

4. Simulation, analysis, and experimental validation 

In this section, to validate the effectiveness of the proposed AFFTESO (5) and (25), 

simulations are presented for the uncertain EHA system (1), and experimental results are 

obtained using the electro-hydraulic test-bed system in Figure 1. All the considered observers are 

designed based on the nominal explicit parameters provided in Table 1 and for the positive real 

constants  and  for , and , , , and 

̅ , where , . Also, since the 

presented scheme is not a fixed-time observer, which convergence of the estimation errors to a 

small neighborhood of zero is achieved regardless of the initial conditions, hence the change in 

convergence time from the initial conditions is evident. Therefore, all results are illustrated with 



zero initial conditions. Besides, to understand the dead-zone's effects in the simulation and 

experimental comparative studies, the valve command input signal are the ones plotted in Figure 

2. 

Table 1 

Nominal parameters of the hydraulic actuator [3] 

 Symbol Unit Value 

Piston mass    

Piston area    

Centered camera volume    

Bulk modulus    

Input gain  -  

Valve natural frequency    

Valve damping coefficient  -  

Supply pressure    

 
Figure 2. Valve command input voltage adopted for all the simulation and experimental 

tests. 

 
Figure 3. Real states and estimation results of the first-subsystem. 
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First, comparative simulations are reported in Figures 3-5 to highlight the efficiency of the 

proposed AFFTESO (adaptive fast FT-ESO) with respect to four leading strategies HG-ESO in 

[21, 22], third-order FFTESO in [20], time-varying FT-ESO in [29], and HO-SMO in [12]. In 

response to the considered valve command signal, one can find from Figure 3 that by employing 

the proposed AFFTESO, the piston position and velocity variables remain at a small 

neighborhood of the real states in a finite time and in the presence of friction force, while this 

uncertain variable is observed simultaneously. It can be seen that the proposed AFFTESO can 

achieve higher observation accuracy and faster convergence speed. According to the Figure 3, 

three methods, such as AFFTESO, HG-ESO, and HO-SMO, are able to provide better finite-time 

estimations of the full state variables as well as the friction force compared to the third-order 

FFTESO and time-varying FT-ESO methods. By defining the root mean square (RMS) 

performance index for  and  as 

‖√ ∫ ‖                                                                                                         (36) 

where for ,  with physical unit [ ⁄ ]  that expressed based on the infinity norm of 

the observation error vector of the first-subsystem, the performance of all studied observers will 

be evaluated in Table 2. For the purpose of fair comparison, the parameters of studied observers 

are adjusted in order to achieve the best observation results. Moreover, the EHA system studied 

in [3] is now considered, where the second-subsystem is affected by uncertainties coming from 

subsystems 1 and 3. To show the robustness of the proposed AFFTESO against the state 

dependent uncertainties (Dead-Zone effects), Figure 4 is presented, while the corresponding 

valve command signal is reported in Figure 2. Figure 4 shows that the proposed observer ensures 

a better convergence time compared to the HGESO, third-order FFTESO, time-varying FT-ESO, 

and HO-SMO. Moreover, it is able to provide more acceptable finite-time estimations of the full 

state variables as well as the Dead-Zone effects. 

 
Figure 4. Real states and estimation results of the second-subsystem. 
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It is worth noting that, in this paper ( ) ( ) represents the dead-zone effects, while 

( ( ) )√ | |
( ) represents the generalized dead-zone effects 

that include unmodeled dynamics and dead-zone effects. Now, according to (36) for  by 

defining the RMS performance index  with physical unit [ ⁄ ]  that expressed based 

on the infinity norm of the observation error vector of the second-subsystem, the performance of 

all studied observers are reported in Table 2. 

 

Figure 5. Real states and estimation results of the third-subsystem. 

According to Figure 5, the proposed AFFTESO could satisfy not only the state observation 

error constraints on the steady-state observation errors but also this constraint on the observation 

error for uncertainties, where the finite-time convergence is guaranteed without any knowledge 

about their upper bounds. Finally, according to (36) for  by defining the RMS performance 

index  with physical unit [ ⁄ ]  that expressed based on the infinity norm of the 

observation error vector of the third-subsystem, the performance of all studied observers is 

evaluated in Table 2. It is worth noting that, computing the  norm of the estimation error vector 

does not make sense, because each element has a dissimilar magnitude (or range) along with a 

different physical unit, where  norms of the estimation error vector are clearly dominated by 

the last elements and naturally, the measure would disregard the smaller elements. Therefore, the 

vector elements are handled and are compared individually to the corresponding ones among 

competing methods. According to Table 2, the first element of the RMS performance index  

obtained by the proposed AFFTESO has the  norm , where the HG-ESO, third-

order FFTESO, time-varying FT-ESO, and HO-SMO have the  norm , 

, , and , respectively. Also, the second element of the RMS 
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performance index  obtained by the proposed AFFTESO has the  norm , where 

the HG-ESO, third-order FFTESO, time-varying FT-ESO, and HO-SMO have the  norm 

, , , and , respectively. According to the first two elements 

and the third element, it is concluded that in spite of a better performance of the first element of 

 of the HG-ESO and HO-SMO approaches, the proposed AFFTESO has a better performance 

in terms of estimation in the presence of uncertainties. Besides, in Table 2 we can appreciate the 

behavior of the same RMS performance index in the load pressure estimation but enlarging a 

portion of the behavior in Dead-Zone effects estimation is evident. According to the results of the 

RMS performance index , it can be concluded that the proposed AFFTESO has more than  

better performance compared to the studied approaches in terms of estimation in the presence of 

uncertainties. 

Table 2 

Comparative results between the performance indexes. 

 
 with physical unit 

[ ⁄ ]  

 with physical unit 

[ ⁄ ]  

 with physical 

unit [ ⁄ ]  

Proposed adaptive fast 

FT-ESO (AFFTESO) 
[ ] [ ]  [ ] 

HG-ESO [21] [ ] [ ]  [ ] 

Third-order FFTESO 

[20] 
[ ] [ ]  [ ] 

Time-varying FT-ESO 

[29] 
[ ] [ ]  [ ] 

HO-SMO [12] [ ] [ ]  [ ] 

 

Furthermore, according to Table 2, it can be noted that the estimations of the position and 

velocity of the spool have nice behaviors and are almost independent of the high spool bias. The 

first elements of the RMS performance index  obtained using the proposed AFFTESO has the 

 norm , where the HG-ESO, third-order FFTESO, time-varying FT-ESO, and HO-SMO 



have the  norm , , , and , respectively. Although, the results of the third-order 

FFTESO approach is better than the proposed AFFTESO, its performance is not always 

praiseworthy which the other elements of  show this fact. In this regard, the second elements of 

the RMS performance index   obtained using the proposed AFFTESO has the  norm 

, where the HG-ESO, third-order FFTESO, time-varying FT-ESO, and HO-SMO have the  

norm , , , and , respectively. It can be concluded 

that, in the presence of unknown terms such as external disturbances and spool bias, the ultimate 

boundedness concept is achieved, while a negligible steady-state error is reached for the 

variables. Thus, the proposed approach represents a valid alternative way to design the finite-time 

observers. According to the presented theorems, the gains  for , , and  are adaptive 

positive gains. Now the validation of the proposed adaptive-gain strategy compared with the 

fixed-gain case is performed in simulations. 

5.1. Comparison of different classes of adaptive and fixed gain observer 

Different from the traditional HGESO, third-order FFTESO, and HO-SMO designs, in this 

paper we use the new adaptive gains ’s instead of constant gains, where the studied finite-time 

observers with function ( ) only have a faster convergence rate around the equilibrium 

points and demonstrate a slower convergence rate far from the equilibrium points. The proposed 

AFFTESO with the new adaptive gains ’s can avoid this problem, where the gains ’s are 

changed based on the evaluation of the absolute value of the observation errors. It is worth noting 

that, depending on the value of the triggers  and the gains  for , , and , there has been 

a trade-off between convergence rate around the equilibrium points and far from of them. The 

following results are now presented to demonstrate the effectiveness of the proposed adaptive 

framework, in which comparison simulations between AFFTESO (adaptive fast FTESO) and 

fixed-gain fast FTESO schemes are presented. In fact, this subsection is only provided to show 

positive effects of the adaptive framework. 

 
Figure 6. Estimation errors of the first-subsystem under adaptive and fixed gains. 
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Figure 7. Estimation errors of the second-subsystem under adaptive and fixed gains. 

 
Figure 8. Estimation errors of the third-subsystem under adaptive and fixed gains. 
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conditions, the following experimental studies are sketched in Figures 9-16, where are the results 

of one of several successful experimental runs. 

5.2. Experimental Results 

In this section, experimental results are obtained using the EHA test-bed shown in the right-

half of Figure 1, where the setup is equipped with sensors providing measurements of output 

variables , , and . Besides, to the comparison with the data estimated by the observers, these 

practical data are first reconstructed through digital filtering. In this paper, to validate the 

effectiveness of the proposed AFFTESO in a real-life scenario, an experiment in presence of a 

load connected to the sliding table is performed, where according to the right-half of Figure 1, the 

markers 1 to 6 respectively indicate the fixed base, sliding table, isolator under test, an external 

load, numerical computer, and power supply. It is worth noting that, in the experimental tests, the 

supply pressure  is less than the one used in simulations. It is worth noting that, the whole 

results have been plotted in the time interval 10  which only shows the dynamic process. 

However, the steady-state performances in the time interval 100  have already been verified, 

which has not been shown to improve the quality of the figures. According to the computer 

simulation results, the methods proposed AFFTESO, HG-ESO, HO-SMO, time-varying FT-ESO, 

and third-order FFTESO have had the best efficiency, respectively. However, since the HO-SMO 

is basically an approximate differentiator, measurement noise and unmodeled high-frequency 

dynamics put a practical limit on its use [32]. Besides, despite the straightforward design and the 

robustness against uncertainties and internal dynamics, the main limitation of the time-varying 

FT-ESO is the singularity problem, where the existed time-varying transformation grows 

unboundedly to infinity in real-world applications [29]. Therefore, without loss of generality, the 

performance of the presented AFFTESO has experimentally been evaluated along with HG-ESO 

and third-order FFTESO approaches that have already been confirmed as high-efficiency 

methods, where a large difference between the results is not expected. Figures 9-16 show that the 

state variables vary from zero initial conditions to the actual states in a finite time interval and 

rest around a small neighborhood of them. In this regard, although there is no large difference 

between the steady-state results, a clear difference in the transient performance is highlighted. 

For instance, according to Figures 9 and 10, the piston position and velocity varies from zero 

initial condition to the actual states in a finite time interval and rests around the small 

neighborhood of them. An estimation of the friction force is demonstrated in Figure 11. These 

experimental evaluations are consistent with the simulation results, which prove the performance 

of the proposed AFFTESO. This assessment on the real EHA system confirms that the proposed 

observer is practically efficient. 



 
Figure 9. Real piston position and estimation results. 

 
Figure 10. Real piston velocity and estimation results. 

 
Figure 11. Estimation results of the friction force. 

By using the defined RMS performance index  the performance of all studied observers is 
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proposed AFFTESO, the estimated load pressure converges over a finite time to the actual 

pressure still maintaining the desired estimation of the dead-zone effects. By using the defined 

RMS performance index  the performance of all studied observers is evaluated in Table 3, and 

it can be stated that one of the main challenges in real life systems, the robustness of observers 

against the state dependent uncertainties, is solved with satisfactory performance. 

 
Figure 12. Real load pressure and estimation results. 

 
Figure 13. Estimation results of the dead-zone effects. 

 
Figure 14. Real spool position and estimation results. 
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Figure 15. Real spool velocity and estimation results. 

 
Figure 16. Estimation results of the spool bias. 

According to Figures 14-16, it can be concluded that in comparison with the considered 

observers, the proposed AFFTESO provides finite-time estimation to state estimation with small 

errors as well as the acceptable finite-time estimation of the uncertainties. On the other hand, the 

HGESO, third-order FFTESO, and HO-SMO methods exhibit acceptable robust behaviors, but 

the experimental results reveal that the considered approaches experience large overshoot. By 

using the defined RMS performance index  the performance of all studied observers is 

evaluated in Table 3, where the RMS performance index  obtained using the proposed 

AFFTESO has the  norm , where the HG-ESO and third-order FFTESO have the  

norm  and , respectively. Also, the RMS performance index  obtained 

using the proposed AFFTESO has the  norm , where the HG-ESO and third-

order FFTESO have the  norm  and , respectively. This numerical 

comparison confirms that the proposed strategy can be used to have acceptable estimations of the 

state variables regardless of the magnitude of the unknown terms. 
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Table 3 

Comparative experimental results between the performance indexes. 

 

 with physical 

unit 

[ ⁄ ]  

 with physical 

unit 

[ ⁄ ]  

 with physical unit 

[ ⁄ ]  

Proposed AFFTESO [ ]  * +  

HG-ESO [21] [ ]  * +  

Third-order FFTESO [20] [ ]  * +  

 

 
Figure 17. Block diagram of the proposed observers for the EHA system (1). 



It can be concluded that the proposed strategy only requires measurements of the output 

variables , , and , where without any knowledge about the upper bounds of the 

uncertainties, external disturbances, friction force, dead-zone effect, and spool bias, a negligible 

steady-state error is reached for the variables, which is quite acceptable from a control 

engineering perspective. Finally, it is worth noting that, although statistical issues such as 

maximum, minimum, mean, and standard deviation of estimation error have not been directly 

considered in this paper, by visually analyzing the results, it can be concluded that methods HG-

ESO and third-order FFTESO have the most fluctuations, while the results of AFFTESO and 

HO-SMO show better efficiency. Besides, from the experimental results, it can be concluded that 

the proposed AFFTESO shows the lowest standard deviation of estimation error. 

5. Conclusion 

In this paper, the AFFTESO able to reconstruct the unmeasured state variables, external 

disturbances and uncertainties in a finite time is presented. This adaptive framework can be 

viewed as an extension of the fast finite-time observer canonical forms. In contrast to the earlier 

finite-time approaches, which only have a faster convergence rate around the equilibrium, the 

proposed AFFTESO solves this problem. The gains are changed based on the evaluation of the 

absolute value of the observation errors, where the convergence rate has an acceptable behavior 

both around the equilibrium points and far from them. In fact, the adaptive fast finite-time 

strategy forces the proposed observer to estimate the output measured variables of the EHA 

system in a finite time, where the desired estimations of the external disturbances, friction force, 

dead-zone effects, and spool bias are simultaneously guaranteed. Comparative simulations are 

presented to analyze the effectiveness of the proposed AFFTESO. The comparison between 

adaptive and fixed gains strategies shows that the proposed adaptive observer guarantees that the 

state estimation errors are uniformly bounded. Finally, the effectiveness of the proposed 

approach in real-life conditions is demonstrated through experimental studies. Although, the 

parameters of the considered observers have been adjusted in order to obtain the best possible 

observation results, the gain selection process does not follow an optimal procedure. Future 

activities will be devoted to present adaptive and optimal algorithms such as those proposed in 

[2, 33] for the selection of all the observer parameters. Besides, more theoretically, practically, 

and statistical analysis will be carried out in future works by adding noise to the EHA system to 

demonstrate the effectiveness of the proposed method in different loading scenarios on the 

actuator and changes in physical system parameters compared to other approaches. 
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