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Suppl. Note. 1 Transient Absorption Experiment 
1.1 TA map of UV-excited NADH in methanol 
 

 

Suppl. Fig. 1: NADH in methanol upon 4.7 eV excitation, focusing the early time evolution. (a) TA map 
as a function of delay time and probe photon energy; (b) TA dynamics at selected probe photon 
energies, as highlighted in (a). 

1.2 Global Fitting of UV-excited Adenosine and NADH dynamics  
 

 

Suppl. Fig. 2: Global fitting results of adenosine in water upon 4.7 eV excitation. (a) TA map as a 
function of delay time and probe photon energy; (b) TA dynamics at specific probe photon energies, 
as highlighted in (a), overlapped with their fit (black line) extracted by global analysis. (c) Evolution 
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associated spectra (EAS) obtained from the global analysis of the TA data, with the corresponding time 
constants. 

 

 

Suppl. Fig. 3: Global fitting results of NADH in methanol upon 4.7 eV excitation. (a) TA map as a 
function of delay time and probe photon energy; (b) Selected dynamics at specific probe photon 
energies, as highlighted in (a), overlapped with their fit (black line) extracted by global analysis. (c) EAS 
spectra obtained from the global analysis of the TA data, with the corresponding time constants. 
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Suppl. Fig. 4: Global fitting results of NADH in water upon 4.7 eV excitation. (a) TA map as a function 
of delay time and probe photon energy; (b) TA dynamics at selected probe photon energies, as 
highlighted in (a), overlapped with their fit (black line) extracted by global analysis. (c) EAS spectral 
evolution obtained from the global analysis of the TA data, with the corresponding time constants. 

 

 

 

 τ1 (fs) τ2 (fs) τ3 (fs) 

Adenosine in water 157 ± 4 894 ± 50 - 

NADH in methanol 167 ± 4 - long 

NADH in water 122 ± 4 878 ± 40 long 

 

Suppl. Table 1: Time constants, accompanied by their experimental uncertainty, as obtained from the 
global fitting of the TA data in case of Adenosine in water, NADH in methanol and NADH in water. 
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1.3 Estimation of the energy transfer timescale within the NADH dimer in water 
solvent (Adenine to Nicotinamide energy transfer) 
 

NADH dissolved in water exists in an equilibrium between the folded and unfolded conformers.  In 
such conditions, the folded conformers constitute approximately the 30% population and play a vital 
role in bridging the Adenine (Ade) and Nicotinamide (Nic) moieties, thereby enabling the energy 
transfer from Ade La-state to Nicotinamide excited state (Nic*). As mentioned in the main text, upon 
photoexcitation of NADH in water at 4.7 eV, two possible excited state pathways emerge (Scheme 1):   

(i) Photoexcitation of the unfolded NADH conformers (70%). Taking into account the 
established negligible energy transfer in the open configuration1the ultrafast kinetics of 
the NADH unfolded conformers should retain a similar depopulation rate as Ade in water 
(τNADH, unfolded ≈ τ1Ade, water). The experimentally resolved ultrafast component of 
Adenosine’s excited state in water (Suppl. Table 1), τ1Ade, water = 157 fs, corresponds to the 
main depopulation channel via internal conversion (IC) back to the ground state. Indeed, 
in our experiment for NADH dissolved in methanol, where NADH exists in open 
configuration, the Ade La-state possess a similar ultrafast component τ1NADH, methanol = 167 
fs. The slight deviation in the latter lifetime with respect to the monomeric Ade in water 
can be attributed to the different solvent environment. 

(ii) Photoexcitation of the folded NADH conformers (30%). In folded conformers, the excited 
state energy faces two concurrent dissipation channels: (a) Ade* IC back to the ground 
state and (b) ultrafast energy transfer from Ade* to Nic*. The competition between these 
two ultrafast processes is manifested in the TA measurements as an increase in the overall 
depopulation rate of the Ade La-state. We note that our pump pulse resonantly excites 
the Ade component in NADH dimer. Since the Ade depopulation is way faster than any 
other excited state relaxation events (e.g., vibrational cooling of Nic* takes place in 
picosecond timescales1,2, we can safely assign the differences found between the τ1 
components of Adenosine and NADH in water solvent (Suppl. Table 1) to the presence of 
additional deactivation channels in Ade*. Indeed, for NADH in water we obtain τ1NADH, water 
= 122 fs from global analysis (Suppl. Table 1), a component faster than the net 
depopulation lifetime of the monomeric Ade* τ1Ade, water = 157 fs. 
 

  

Scheme 1: Possible kinetic pathways of NADH in water following resonant Ade photoexcitation. 

Thus, taking into account the 30/70 population ratio between folded/unfolded conformers of NADH 
in water, the τ1NADH, water = 122 fs lifetime extracted by global analysis can be considered as a weighted 
average of the folded and unfolded ultrafast lifetime components, simply given by:3 
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                   τ1NADH, water = 0.7 τNADH, unfolded  + 0.3 τNADH, folded                                                   (Eq. 1) 

As we mentioned earlier, we can safely assign τNADH, unfolded = τ1Ade, water = 157 fs in Eq. 1, resulting in: 

                   τNADH, folded = 40 ± 6 fs                                                                                             (Eq. 2) 

Accompanied by a value uncertainty retrieved through simple error propagation from the values of 
Suppl. Table 1. 

The total decay rate of the folded NADH components (ktotal = (40 fs)-1) reflects the sum of the Ade 
internal conversion (kIC= (157 fs)-1) and the ultrafast energy transfer from Ade La-state to Nic* (kET), 
given simply as:1,3 

                        ktotal = kIC + kET                                                                                                          (Eq. 3) 

Resulting in an energy transfer from Ade La-state to Nic*: 

                        τET, folded = 54 ± 11 fs                                                                                                 (Eq. 4) 

 

However, we should stress the 4.7 eV resonant excitation of the Ade moiety, might result in 
concurrent direct population of a small percentage of the Nic moiety. Taking into account that: (i) the 
absorption of Nic at 4.7 eV is ≈12 times lower in amplitude than its absorption peak around 3.6 eV 
3,4(ii) the extinction coefficient of Ade in water at 4.7 eV (≈13000 cm-1 M-1 )5 (iii) the extinction 
coefficient of NADH in water at 3.6 eV (≈6300 cm-1 M-1)6,7 ; the anticipated direct excitation of the Nic 
moiety is expected to be around 1/24 of the contribution of the Ade absorption at 4.7 eV. As a result, 
the 2 OD absorption at 4.7 eV in our experiment corresponds to 1.92 OD of Ade and 0.08 OD of Nic 
absorptions, respectively. 

Despite the 4% of direct Nic population upon 4.7 eV excitation, the vibrational relaxation to the Nic 
minimum occurs in mere picoseconds1,2 , at least one order of magnitude slower than the EET itself. 
This process may only influence the longer time constants of our global analysis, namely, the τ2 and τ3 
components of Suppl. Table 1. Thus, the τ1 time constant of NADH in water exclusively illustrates the 
additional deactivation channel found in Ade due to the presence of the EET, being unaffected by the 
small percentage (4%) of Nic direct excitation and without influencing the result of our master 
equation Eq.1. 
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Suppl. Note. 2 Replica Exchange Molecular Dynamics 
The replica exchange dynamics were run using the protocol described for the simulation of 
dinucleosides.8  The REMD simulations were done with integration time-steps of 4fs using hydrogen 
mass repartitioning (HMR) as outlined in the reference dynamical study. In total 20 ns of REMD were 
performed covering a temperature of 280 to 396 K over 18 replicas. The dynamics were post processed 
by extracting trajectories at 298 K. 

2.1 Model Setup  
The setup for MD consisted of NADH solvated in a truncated octahedral box of TIP3P water with an 8 
Angstrom buffer space and then charge neutralized with 2 sodium ions. The parametrized forcefield 
parameters for NADH were taken from previously published works.9,10 18 replicas were setup with 
temperatures set at 280.00, 286.04, 292.18, 298.41, 304.74, 311.17, 317.69, 324.31, 331.03, 337.85, 
344.79, 351.82, 358.97, 366.22, 373.59, 381.07, 388.67, and 396.40. 

2.2 Pre-Equilibration at 298.15 K 
All replicas were optimized with 1000 steps of steepest descent with 5 kcal/(mol·Å2) positional 
restraints on NADH heavy atoms, followed by 15 ps of MD with same positional restraints at NVT 
ensemble. This was followed 3 optimizations of 1000 steps each with steepest descent with relaxing 
positional restraints of 2,0.1 and 0 kcal/(mol·Å2) on NADH heavy atoms.  Then a series of MD with 
relaxing positional restraints on heavy atoms were performed. 5ps of MD was done with 1 
kcal/(mol·Å2) positional restraints on NADH heavy atoms. This was followed by 1ns MD with 0.5 kcal 
restraints on NADH heavy atoms, then 1ns of MD with 0.5 kcal restraints on NADH backbone heavy 
atoms and then 1ns MD with no positional restraints.  These series of dynamics were all done with 
integration timestep of 1fs except the last unconstrained MD where a timestep of 2fs was used. All 
MD steps were done by keeping the temperature at 298.15 K using the weak-coupling algorithm with 
1ps time constant and using SHAKE to constrain the bonds involving hydrogen atoms. All MD 
simulations were done at NVT ensemble with periodic boundary conditions and PME with 8 Angstrom 
cutoff.  

2.3 Equilibration at Replica temperature 
The previous step results in 18 replicas at 298.15 K. For final equilibration step before running REMD, 
each replica was equilibrated from 298.15 K to the respective replica temperature (from 280 to 396 
K) over 1ns. A Langevin thermostat with 2ps-1 collision frequency was employed. HMR was used to 
enable timestep of 4fs. The last structure from these dynamics were used to initiate REMD 
simulations. 

2.4 Production (REMD) 
REMD simulations were done for 18 replicas at temperatures mentioned above with 1ps exchange 
attempt interval. Dynamics were run with integration step of 4fs and HMR. The temperature was 
maintained by a Langevin thermostat with 2ps-1 collision frequency. All simulations were done at NVT 
ensemble with periodic boundary conditions and PME with 8 Angstrom cutoff. Simulations were 
performed for 20ns.  
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Suppl. Note. 3 Cluster Analysis 
The dynamics were post processed by extracting trajectories at 298 K. which resulted in 2000 MD 
frames on which subsequent clustering was done using cpptraj program from AmberTools. Clustering 
was performed using DBSCAN11 algorithm with an epsilon of 0.6, using the distance matrix of the 
solute atoms as a metric.  

CLUSTERS from distance-matrix 
(DME) clustering // threshold = 
0.6 

Percentage population in total 
REMD dynamics. 

Median Interbase distance 

(ANGSTROM) 

Cluster C0 21.8 4.12 

Cluster C1 13.1 4.73 

Cluster C2 10.2 4.60 

Cluster C3 6.1 4.18 

Cluster C4 3.4 5.86 

Cluster C5 2.3 4.48 

Cluster C6 2.3 3.85 

Cluster C7 0.9 8.45 

Suppl. Table 2: Cluster population and mean interbase distance in Angstroms of various clusters from 
REMD dynamics 

 

 

Suppl. Fig. 5 Distribution of inter-base distance in Angstroms for three largest clusters 

 

 

Interbase distance [Å] Interbase distance [Å] Interbase distance [Å]
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Suppl. Note. 4 QM/MM Setup and Protocol for obtaining LVC 
parameters. 

 

A QM/MM setup of a spherical droplet was made from the snapshots selected to enable ab-initio 
computations with electrostatic embedding. The spherical droplet consisted of 500 closest solvent 
molecules from the center of geometry of the solute. A High/Medium/Low layer partitioning was used 
where the high layer is described quantum mechanically and the medium and low layers through 
molecular mechanics force-fields. The medium layer is mobile during computations, while the low-
layer is kept frozen. The high layer consisted of the two bases. The rest of the solute consisting of the 
backbone and nearest hydrogen-bonded waters were kept in the mobile medium layer, and the rest 
of the surrounding solvents were kept frozen in low-layer.  

 

 

Suppl. Fig. 6 QM/MM setup used for optimizations where both High and Medium layer are moveable 
while Low layer is kept frozen. For energy and gradient computations to build the LVC model, only the 
high layer described at QM-level was movable, rest comprising backbone and solvent were kept 
frozen. The  two chromophores are in High layer. The backbone of the nucleotide along with nearest 
water molecules shown with balls and sticks are in Medium layer. Rest of the water molecules shown 
with lines are in Low layer.  

Using this QM/MM setup the ground-state was optimized at MP2 level of theory using 6-31G* basis-
set. Post-optimization a frequency computation was done to obtain the normal-modes of the 
system. Only the frequency of the High-layer was computed owing to the ultrafast nature of the EET 
process. The frequency computations were done on every snapshot for which ML-MCTDH dynamics 
were performed to obtain system-specific normal modes accounting the effect of solute structure 
and environment. These system-specific normal modes were used to generate displaced structures 
on which electronic structure computations were done to obtain parameters for LVC Hamiltonian. 

 

. 

Low Layer

Fully frozen, described at 
MM level

High Layer

Moveable, described at 
QM level

Medium Layer

Moveable, described at 
MM level
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Suppl. Note. 5 Benchmarking of CASSCF active-space 
To enable multiconfigurational excited-state computations, a selection of active-space orbitals is 
needed. The valence 𝜋-system of NADH consists of a large number of orbitals which have to be 
truncated to enable computations in reasonable time.  To enable this, benchmark computations were 
done with full active-space using the RASPT2 methodology by putting all 15 occupied orbitals in RAS1 
and 7 virtual orbitals in RAS3 and allowing 4 excitations. These benchmark computation on the stacked 
structure reveal a dark Nic->Ade charge transfer state between the bright La and Nic* state. 

 

 

Suppl. Fig. 7 Active-Space orbitals of 4,15||4,7 RASPT2 computation 
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Natural Transition Orbital analysis reveal all the low-lying excitations relevant for ultrafast EET process 
to be described mainly by single transitions. Therefore, a reduced active space of |4,4| (4 electrons in 
4 orbitals) was chosen to be a reasonable approximation. To enable smooth potentials at CASPT2 level, 
the XMS-CASPT2 level of theory was employed. A comparison of the vertical transitions for the chosen 
stacked snapshot with different active spaces are shown in Table 2. The level of underlying RAS/CAS 
theory is specified in the tables in the standard way as described below: 

The various RAS subspaces are denoted as RAS 1 | RAS2 | RAS3 ,  

a,b | c,d | e,f  is a RASSCF computations with b orbitals in RAS1 space, d orbitals in RAS2 space and f 
orbital sin RAS3 space. There are c electrons in RAS2 space. A maximum of a excitations from RAS1 
space and e excitations into RAS3 space is allowed. 

 

 4,15||4,7 |14,14| |12,12| |10,10| |8,8| |6,6| |4,4| 

SSPT2 eV eV eV eV eV eV eV 

Nic* 3.48 3.32 3.33 3.33 3.45 3.23 3.26 

CT 4.76 5.37 5.45 5.54 4.87 4.76 4.77 

La 5.05 5.15 5.27 5.25 5.04 5.05 4.93 

 

Suppl. Table 3: Vertical Excitation energies at SS-CASPT2 level for various active spaces. 

 

 SSPT2 XMSPT2 

 4,15||4,7 |8,8| |6,6| |4,4| |8,8| |6,6| |4,4| 

SSPT2 eV eV eV eV eV eV eV 

Nic* 3.48 3.45 3.23 3.26 3.44 3.36 3.40 

CT 4.76 4.87 4.76 4.77 4.92 4.86 4.83 

La 5.05 5.04 5.05 4.93 5.14 5.00 4.99 

 

Suppl. Table 4: Comparison between Vertical Excitation energies at SS-CASPT2 vs XMS-CASPT2 level 
for various active spaces. Note that XMS-CASPT2 with |4,4| active-space gives values comparable to 
the reference 4,15||4,7 computation. Therefore, XMS-CASPT2 with a minimal |4,4| active-space was 
utilized in computations for gathering parameters for LVC Hamiltonian.  
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Suppl. Note. 6 Vertical Transition energies on cluster 
representatives 

 

REP C0 eV 
(f) 

AVG 
(eV) 

σ  (eV) 

Nic* 3,61 
(0.13) 

3,48 
(0.13) 

3,82 
(0.11) 

3,59 
(0.12) 

3,57 
(0.13) 

3,74 
(0.13) 

3,60 
(0.14) 

3,74 
(0.11) 

3,43 
(0.14) 

3,63 
(0.13) 

3.62 0.12 

CT 5,30 
(0.03) 

4,95 
(0.18) 

4,64 
(0.00) 

4,76 
(0.00) 

5,15 
(0.09) 

4,96 
(0.00) 

4,74 
(0.00) 

4,77 
(0.02) 

3,79 
(0.00) 

5,16 
(0.02) 

4.82 0.42 

LA 5,07 
(0.56) 

5,04 
(0.42) 

5,00 
(0.60) 

5,10 
(0.59) 

4,99 
(0.52) 

5,44 
(0.60) 

4,98 
(0.60) 

5,02 
(0.57) 

4,89 
(0.59) 

5,04 
(0.58) 

5.06 0.15 

LA-CT 
gap 

-0,23 0,09 0,36 0,34 -0,16 0,48 0,24 0,25 1,10 -0,12   
           

  

REP C1 
          

  

Nic* 3,83 
(0.12) 

3,98 
(0.10) 

3,71 
(0.16) 

3,93 
(0.09) 

3,67 
(0.13) 

3,73 
(0.12) 

4,02 
(0.10) 

3,88 
(0.12) 

3,91 
(0.12) 

4,11 
(0.09) 

3.88 0.14 

CT 5,20 
(0.18) 

4,52 
(0.02) 

5,98 
(0.00) 

4,72 
(0.08) 

5,45 
(0.10) 

5,38 
(0.03) 

4,46 
(0.00) 

4,89 
(0.14) 

5,17 
(0.04) 

4,89 
(0.00) 

5.06 0.48 

LA 5,03 
(0.43) 

5,05 
(0.58) 

5,17 
(0.53) 

5,00 
(0.54) 

5,20 
(0.47) 

5,05 
(0.57) 

5,11 
(0.61) 

5,11 
(0.45) 

4,94 
(0.58) 

4,99 
(0.) 

5.06 0.08 

LA-CT 
gap 

0,10 0,53 -0,81 0,28 -0,25 -0,33 0,65 0,22 -0,23 0,10   
           

  

REP C2 
          

  

Nic* 3,83 
(0.13) 

3,75 
(0.14) 

3,60 
(0.14) 

3,46 
(0.17) 

3,61 
(0.17) 

3,69 
(0.16) 

3,77 
(0.16) 

3,78 
(0.17) 

3,83 
(0.13) 

3,55 
(0.15) 

3.69 0.13 

CT 6,27 
(0.00) 

6,06 
(0.00) 

5,83 
(0.00) 

5,60 
(0.00) 

5,60 
(0.00) 

5,06 
(0.11) 

5,85 
(0.00) 

5,74 
(0.00) 

5,67 
(0.00) 

5,69 
(0.00) 

5.74 0.32 

LA 5,05 
(0.59) 

5,02 
(0.60) 

5,28 
(0.58) 

4,89 
(0.60) 

4,76 
(0.58) 

4,99 
(0.49) 

4,93 
(0.59) 

4,90 
(0.59) 

5,03 
(0.60) 

4,94 
(0.60) 

4.98 0.14 

LA-CT 
gap 

-1,22 -1,04 -0,55 -0,71 -0,84 -0,07 -0,92 -0,84 -0,64 -0,75   

 

Suppl. Table 5 Vertical Transition Energies and Oscillator Strengths in brackets at XMS-CASPT2, with 
active-space of |4,4| for 10 solvated representatives of three most populated conformations denoted 
as REP C0-,C1 and C2 from REMD, along with the average (AVG) and standard deviation (σ) over the 
10 representatives.  
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Suppl. Note. 7 Diabatization of LE and CT states 
 

The LVC Hamiltonian for coupled for a coupled set of diabatic electronic states|d⟩=(|d1⟩,|d2⟩, 
...,|dN⟩) may be written as 

𝐻 =	∑ (	𝐾 + 𝑉!!"(𝒒)	|𝑑!⟩⟨𝑑!|)! +	∑ 𝑉!#"(𝒒)(|𝑑!⟩0𝑑#| +	 |𝑑#1⟨𝑑!|)!,#%	!  (1) 

where q are the dimensionless normal mode coordinates, defined on the ground electronic state S0, 
with conjugate momenta p. The kinetic K and potential V terms of the Hamiltonian are defined as 

𝐾 =	 '
(
	𝒑)𝛀𝒑 (2) 

𝑉!!"(𝒒) = 	𝐸!!"(0) +	𝜆!!) (𝒒) +	
'
(
𝒒)𝛀𝒒 (3) 

𝑉!#"(𝒒) = 	𝐸!#" (0) +	𝜆!#) (𝒒) (4) 

with 𝛀	being the diagonal matrix of normal mode frequencies ωα ,	𝜆!# 	being the vector of linear 
coupling constants, 𝐸!!"(0) being the diabatic energy of state i at the reference geometry (0 = Franck-
Condon ), and 𝐸!!"(0) being an electronic coupling constant between diabatic states i and j at the 
reference geometry ( Franck-Condon ). The coupling of electronic states at the reference geometry is 
the excitonic like term and referred to as Electronic Coupling in this work. The 𝜆!# 	term induces 
additional coupling between the electronic states due to normal modes q and is referred in this work 
as Vibronic Coupling.  

 

The adiabatic states at XMS-CASPT2|4,4| level were diabatized to obtain pure LE (Nic*, La) and CT 
states. The diabatization was done by diagonalizing the matrix of Fragment Excitation Difference as 
outlined by Hsu et al.12  In this method an excitation matrix Δxmn is built, where the matrix elements 
are difference of excitation density (ρ(mn)) between donor and acceptor.  

Δx*+ = ∫ ρ,-
(*+)(r)dx012 − ∫ ρ,-

(*+)(r)dx013  (5) 

For the diagonal elements the excitation density ρ(mm) is defined as sum of attachment and 
detachment densities, while for off-diagonal elements ρ(mn) is defined as the transition density 
between the states.  

To conduct this protocol, the 1-electron transition density matrix (TDM) in molecular-orbital (MO) 
basis was obtained using the RASSI module of Openmolcas.  To obtain 
attachment/detachment/transition densities localized on the fragment monomers, the TDM was 
converted from MO to atomic-orbital (AO) basis and the coefficients in this AO basis were summed to 
obtain the fraction of densities on two monomers. 

The non-diagonal symmetric Δxmn matrix obtained was diagonalized to give the rotation matrix D 
needed to transform the adiabatic states at Franck-Condon geometry [q = 0] to diabatic states.  

Δx*+
4!56 = D7'Δx*+D (6) 

This matrix D can be applied to transform the diagonal Hamiltonian in the adiabatic basis ψ at [q = 0] 
to a non-diagonal symmetric Hamiltonian matrix in diabatic basis ϕ at [q = 0] with energies and 
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interstate electronic couplings of diabatic LE and CT states. We utilized a crude-diabatic (in reference 
to crude-adiabatic approximation13) approximation for our quantum dynamics where these frozen 
diabatic states at Franck-Condon geometry ϕ[q = 0] are the reference states amongst which the 
population transfer is monitored. 

H8[𝒒;<] = D7'H>[𝒒;<]D (7) 

The above procedure gives us the energies of diabatic states and 0th-order coupling of the LVC 
Hamiltonian, the coupling between diabatic states induced due to relative orientation the bases at FC 
geometry. This coupling is also referred as Electronic Coupling in this work. 

To obtain the linear coupling constants λij , we displace each normal coordinate α by some small value 
±Δα and compute the energies of the  adiabatic states giving us a diagonal Hamiltonian at q = Δα . Then 
using two transformations  as described below, this diagonal Hamiltonian is transformed to non-
diagonal symmetric Hamiltonian in the previously described diabatic basis ϕ[q = 0].    

The overlap matrix S between the adiabatic states at displaced geometry along a normal mode [q = 
Δα] and adiabatic states at Franck-Condon [q = 0] was computed. This overlap matrix S was used to 
transform the diagonal Hamiltonian at displaced geometry to non-diagonal symmetric Hamiltonian in 
the basis of adiabatic states at [q = 0].  Following this, this non-diagonal symmetric Hamiltonian in 
adiabatic basis of [q = 0] was then further transformed to Hamiltonian in the basis of diabatic states 
at [q = 0] through the previously computed rotation matrix D.  

H8[?!] = ⟨ϕ[𝑄<]|ψ[𝑄<]⟩ ⟨𝛙[𝑸𝟎]|𝛙[𝑸]⟩ H>[?;	A"	] ⟨𝛙[𝑸𝟎]|𝛙[𝑸]⟩
7𝟏 ⟨ϕ[𝑄<]|ψ[𝑄<]⟩7' 

=  D 𝐒 H>[?] 𝐒7𝟏 D7' (8) 

The above procedure gives the gradients and additional couplings of the diabatic states induced by 
motion along the normal mode [Qj] , also known as Vibronic coupling. 
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7.1 Electronic Coupling (V), Energy-gap (ΔE) and Mixing (V / ΔE) values for 100 
different solute conformations of most populated cluster C0.  
 

 

Suppl. Fig. 8 Electronic coupling, Energy gap , and mixing (V/delta) for 100 different solute 
conformations of most representative cluster in solvent. These are obtained by diabatizing the 
adiabatic states computed at |4,4|/XMS-CASPT2 level. 

 

7.2 Adiabatic and diabatic states of frozen solute in 100 solvent ensemble. 
 

V V V
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Suppl. Fig. 9 Adiabatic, Diabatic states and Electronic coupling of a fixed solute geometry from most 
populated cluster in 100 different equilibrated solvent ensembles 
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Suppl. Note. 8 Wavepacket dynamics on Cluster representatives 
ù 

8.1 LVC parameters for dynamics on Cluster representatives in diabatic basis 
 Nic* 

(eV) 

CT  

(eV) 

La 

 (eV) 

La-CT 

 (eV) 

CT-Nic*  

(eV) 

La-Nic*  

(eV) 

Cluster C0       

1 3.82 4.63 5.00 -0.06 0.01 0.01 

2 3.57 5.12 5.01 0.01 0.06 -0.04 

3 3.74 5.43 4.95 0.00 0.00 0.00 

4 3.60 4.74 4.97 0.00 0.00 -0.01 

5 3.74 4.77 5.01 0.06 0.02 -0.04 

6 3.43 3.81 4.87 0.01 -0.02 -0.14 

       

Cluster C1       

1 3.71 5.97 5.17 0.00 0.06 0.03 

2 3.92 4.75 4.96 -0.02 -0.09 -0.03 

3 3.67 5.39 5.25 0.02 0.03 0.10 

4 3.98 4.39 5.01 0.00 0.00 0.00 

5 3.90 5.14 4.95 -0.05 0.06 0.03 

6 4.10 4.88 4.98 -0.02 0.00 0.03 

       

Cluster C2       

1 3.75 6.05 5.01 0.00 0-.01 0.00 

2 3.45 5.59 4.88 0.00 0.00 0.00 

3 3.61 5.59 4.75 -0.01 0.00 0.00 

4 3.69 5.06 4.99 0.00 0.00 0.00 

5 3.77 5.73 4.89 0.01 -0.02 0.03 

6 3.54 5.68 4.94 0.00 0.00 0.00 

 

Suppl. Table 6: LVC parameters (vertical excitation energy in columns 2-4 and interstate electronic 
coupling matrix elements in columns 5-7 ) for ML-MCTDH  dynamics on cluster representatives  
shown in next section. 
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8.2 Wavepacket dynamics for CT-mediated EET including all coupling terms in 
vibronic Hamiltonian in diabatic-basis. 
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Suppl. Fig. 10: ML-MCTDH dynamics including all 3 electronic states and all coupling and gradient 
terms. The dynamics are labeled (1,2  etc) according to Suppl. Table 6 
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8.3 Wavepacket dynamics for Direct EET including all coupling terms in vibronic 
Hamiltonian in diabatic-basis.  
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Suppl. Fig. 11: Solid line: ML-MCTDH dynamics with three electronic states and all coupling/gradient 
terms. Dashed line: ML-MCTDH dynamics with two electronic states (NO CT) simulating Direct 
Transfer and respective gradient and all interstate coupling terms. 
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Suppl. Note. 9 Energies of diabatic states along example ML-
MCTDH dynamics.1. 

 

 

Suppl. Fig. 12: Energies of Nic* and La state along ML-MCTDH dynamics for a representative 
structure (Cluster C2 / Struct5 ). The population transfer mainly happens around the times when La 
and Nic* energies become degenerate. 
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Suppl. Note. 10 Selective effects of Interstate Electronic/Vibronic 
Coupling on wavepacket dynamics. 

 

To explore the selective effects of Electronic Coupling (coupling between diabatic LE/CT states due to 
inter-base orientation at Franck-Condon geometry) or Vibronic Coupling (additional coupling induced 
due to photo-excited normal modes of the system), these terms were switched ON or OFF in the 
Hamiltonian. This is accomplished by removing the respective terms from the operator file in ML-
MCTDH dynamics. 
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Suppl. Fig. 13.1: (a) ML-MCTDH dynamics will coupling terms and the three electronic states. (b) ML-
MCTDH dynamics with all coupling (between La and Nic*) terms but NO CT state (c) ML-MCTDH 
dynamics after removing all electronic coupling  terms ( off-diagonal terms of electronic hamiltonian) 
(d) ML-MCTDH dynamics after removing all vibronic terms (gradients  and  coupling  terms of 
vibronic hamiltonian) 
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Suppl. Fig. 13.2: Caption same as Suppl. Fig. 13.1 
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Suppl. Fig. 13.3 : Caption same as Suppl. Fig. 13.1 
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Suppl. Fig. 13.4: Caption same as Suppl. Fig. 13.1 

 0

 0.1

 0.2

 0.3

 0.4

 0.5

 0.6

 0.7

 0.8

 0.9

 1

 0  50  100  150  200

Po
pu

la
tio

n

time [femtoseconds]

Nic* CT La

 0

 0.2

 0.4

 0.6

 0.8

 1

 0  50  100  150  200

Po
pu

la
tio

n

time [femtoseconds]

Nic* CT La

 0

 0.2

 0.4

 0.6

 0.8

 1

 0  50  100  150  200

Po
pu

la
tio

n

time [femtoseconds]

Nic* CT La

 0

 0.2

 0.4

 0.6

 0.8

 1

 0  50  100  150  200

Po
pu

la
tio

n

time [femtoseconds]

Nic* CT La

Cluster C0
Structure 04

NO CT

NO ELECTRONIC NO VIBRONIC

(a) (b) 

(c) (d) 



 30 

 

 

Suppl. Fig. 13.5: Caption same as Suppl. Fig. 13.1 
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Suppl. Fig. 13.6: Caption same as Suppl. Fig. 13.1 
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Suppl. Fig. 13.7: Caption same as Suppl. Fig. 13.1 
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Suppl. Fig. 13.8: Caption same as Suppl. Fig. 13.1 
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Suppl. Fig. 13.9: Caption same as Suppl. Fig. 13.1 
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Suppl. Fig. 13.10: Caption same as Suppl. Fig. 13.1 
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Suppl. Fig. 13.11: Caption same as Suppl. Fig. 13.1 
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Suppl. Fig. 13.12: Caption same as Suppl. Fig. 13.1 
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Suppl. Fig. 13.13: Caption same as Suppl. Fig. 13.1 
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Suppl. Fig. 13.14: Caption same as Suppl. Fig. 13.1 
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Suppl. Fig. 13.15: Caption same as Suppl. Fig. 13.1 
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Suppl. Fig. 13.16: Caption same as Suppl. Fig. 13.1 
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Suppl. Fig. 13.17: Caption same as Suppl. Fig. 13.1 
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Suppl. Fig. 13.18: Caption same as Suppl. Fig. 13.1 
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Suppl. Note. 11 Selective effect of removing low-frequency modes 
on wavepacket dynamics 

 

Suppl. Fig. 14: Solid Line: CT-mediated transfer same as Suppl. Fig. 10 including all couplings. Dashed 
line: CT mediated transfer after removing low frequency modes.  Significantly slowed down 
population transfer is observed for Struct 06, where CT has an active doorway role in ultrafast EET 
dynamics.  
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Suppl. Note. 12 Photoactive normal modes responsible for EET 
transfer 

 

 

Suppl. Fig. 15: The photoexcited modes responsible for EET for a representative dynamic (Cluster C0 
/ Structure 06). The absolute value of gradient of La state along the modes , along with interstate 
gradient difference (GD) and absolute value of vibronic coupling (Vib) along the modes.  
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Suppl. Note. 13 Branching-space for CT-mediated and direct 
mechanism 

 

 

                               

                                (c) 

 

 

Suppl. Fig. 16: Branching space for (a,b) CT-mediated and (c) Direct EET  mechanism showing the 
conical intersections involving  relevant adiabatic states.  The branching plane is a 2D PES along 
gradient difference (GD) and derivative coupling (DC) coordinates in units of Angstroms. These vectors 
have been computed at the Franck-Condon geometry in the present figures.  
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Suppl. Note. 14 Wavepacket dynamics on frozen solute in solvent 
ensemble 

 

14.1 Generation of solvent ensemble 
To disentangle the effect of solvent arrangement on the electronic-states and subsequent EET process, 
an equilibrated solvent ensemble around a fixed solute structure was created. The structure from 
C0/Struct C6 as labelled in Suppl. Table 6 was taken.  

Since the velocities from REMD are not saved, a re-equilibrarion was done by heating the system from 
0 to 300K in steps of 10K with 10ps dynamics in each step. This were done with restraints of 200 
kcal/(mol·Å2) to keep the solute fixed. After this, a MD at 300K and NPT for 100ps was done to 
equilibrate at constant pressure and temperature.  Post equilibration, the production MD was run at 
the same NPT conditions for 200ps. Snapshots were saved every 2ps to obtain decorrelated solvent 
arrangements around the frozen solute. 

A similar QM/MM setup comprising of a spherical droplet as reported in Section 4 was created. The 
previously optimized solute structure at QM/MM level was re-inserted inside every droplet. To obtain 
the LVC parameters vertical transition energies at XMS-CASPT2 |4,4| level were computed for every 
solvent snapshot and diabatized through a solvent-specific rotation matrix Di for the i-th solvent 
snapshot as described in Section 7 to give energies and electronic couplings of solvent-specific LE/CT 
state. 

The solvent specific diabatic states for every snapshot were taken as the reference states for ML-
MCTDH dynamics amongst with population transfer was monitored.  To obtain vibronic coupling 
terms, a wavefunction overlap method similar to Section 7 was employed. The overlap matrix Si 
between the adiabatic states at Franck-Condon of i-th solvent snapshot ψ[Q0]i and the previously 
computed adiabatic states at displaced geometries were utilized to transform the vibronic 
Hamiltonian matrix to solvent specific adiabatic-basis. This was then transformed to solvent-specific 
diabatic matrix  through the rotation matrix Di. This procedure gives solvent specific vibronic-coupling 
terms along the normal modes for every snapshots of the ensemble.   

14.2 Wavepacket dynamics on solvent ensemble in absence of CT-state  

 

Suppl. Fig. 17: ML-MCTDH dynamics on solvent ensemble around frozen structure from most 
populated cluster without the CT-state.  
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Suppl. Note. 15  Coherences between the electronic states along 
EET dynamics for NADH 

We focused on the two cases C0.06 (CT mediated) and C2.05 (direct transfer) investigated respectively 
in panels 2d and 2f of Figure 2 in the main text. The effect on the EET dynamics of the presence of the 
CT or of the constant (electronic coupling) and linear (vibronic coupling ) terms among all the 
electronic states was already demonstrated in Figures S13.6 and Suppl. Fig. 13.17 of the SI. 

 

Here we present the coherences for above two cases. We computed the quantum electronic 
coherences, i.e. the elements of |𝐿𝑎⟩⟨𝐶𝑇|, |𝐿𝑎⟩⟨𝑁𝑖𝑐∗| ,|𝐶𝑇⟩⟨𝑁𝑖𝑐∗| , and namely  

⟨Ψ(𝑡)|𝐿𝑎⟩|⟨𝐶𝑇|Ψ(𝑡)⟩, ⟨Ψ(𝑡)|𝐿𝑎⟩|⟨𝑁𝑖𝑐∗|Ψ(𝑡)⟩, ⟨Ψ(𝑡)|𝐶𝑇⟩|⟨𝑁𝑖𝑐∗|Ψ(𝑡)⟩.  (the other off-diagonal terms 
of the density matrix are the complex conjugate of these ones). They are represented by complex 
values and therefore we report both their absolute values and their real and imaginary components. 
It has been shown that the time dependence of the coherences 𝜒!# 	 between states i and j  is affected 
by several physical factors14–16, including the product of the populations of the two states 𝑝!  and  𝑝#  
(a coherence is trivially zero if one of the two states has zero population) and the overlap of the 
wavepackets components running of their surfaces. In order to disentangle these effects, like 
proposed in reference 14, we also report normalized coherences defined as T𝜒!#T/V𝑝!𝑝#    . 

It is interesting to notice that normalized coherences are always larger than true coherences, showing 
that part of their small values are simply due to the depopulation of one of the two states (the 
population contribution is largest when 𝑝! = 𝑝# = 0.5.	 On the other side, coherences and normalized 
coherences show the same recurrence times and this finding supports the interpretation that these 
recurrence depend on the vibrational coherent motion.  

We computed the coherences both including all couplings or selectively switching off some of them 
(analogously as what done in Section 10 of this SI). Here we further added  an additional test, obtained 
by setting to zero all diagonal gradients. The idea was to maintain the WP at rest in the nuclear 
coordinate space to check if this helps disentangling vibrational and electronic effects. 

The comparative analysis of the results for the two snapshots indicate that the role of the tuning modes 
is essential for facilitating EET. If we switch them off (labelled 𝜆!!, 5th column in Figures S18 and S19), 
we observe high frequency oscillations in the coherences proportional to the electronic energy gaps due 
to the purely electronic coupling 𝐸!#< . Despite the coherences having sizeable values, no substantial 
population transfer takes place. On these grounds we can conclude that, despite the conformational 
heterogeneity of NADH, the EET is an intrinsically coherent process governed by coherently oscillating 
wave packets on the potential energy surfaces of the involved electronic states which tune the energy 
gaps and drive the EET unidirectionally from the donor to the acceptor. Such coherent EET cannot be 
described by incoherent mechanisms such a Förster theory 
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Suppl. Fig. 18: Coherences in EET dynamics involving CT state as an intermediary. 

 

 

Suppl. Fig. 19: Coherences in EET dynamics involving direct population transfer from La to Nic*  

 

Cluster C0, Structure 06

Cluster C2, Structure 05
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