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# A small time approximation for the solution to the Zakai Equation 

Alberto Lanconelli* ${ }^{*}$ Ramiro Scorolli ${ }^{\dagger}$

September 4, 2021


#### Abstract

We propose a novel small time approximation for the solution to the Zakai equation from nonlinear filtering theory. We prove that the unnormalized filtering density is well described over short time intervals by the solution of a deterministic partial differential equation of Kolmogorov type; the observation process appears in a pathwise manner through the degenerate component of the Kolmogorov's type operator. The rate of convergence of the approximation is of order one in the lenght of the interval. Our approach combines ideas from Wong-Zakai-type results and Wiener chaos approximations for the solution to the Zakai equation. The proof of our main theorem relies on the well-known Feynman-Kac representation for the unnormalized filtering density and careful estimates which lead to completely explicit bounds.
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## 1 Introduction and statement of the main result

In this short note we derive a new small time approximation for the solution to the Zakai equation

$$
\begin{equation*}
u(t, x)=u_{0}(x)+\int_{0}^{t} \mathcal{L}_{x}^{\star} u(s, x) d s+\int_{0}^{t} h(x) u(s, x) d Y_{s}, \quad t \in[0,1], x \in \mathbb{R}^{d} . \tag{1.1}
\end{equation*}
$$

Here:

- $\mathcal{L}_{x}^{\star}$ is the formal adjoint of $\mathcal{L}_{x}$, generator of the $d$-dimensional signal process $\left\{X_{t}\right\}_{t \in[0,1]}$ which is assumed to solve the stochastic differential equation

$$
\begin{equation*}
X_{t}=X_{0}+\int_{0}^{t} b\left(X_{s}\right) d s+\int_{0}^{t} \sigma\left(X_{s}\right) d B_{s}, \quad t \in[0,1] ; \tag{1.2}
\end{equation*}
$$

the process $\left\{B_{t}\right\}_{t \in[0,1]}$ is a standard $d$-dimensional Brownian motion defined on the complete probability space $(\Omega, \mathcal{F}, \mathbb{P})$;

[^0]- $\left\{Y_{t}\right\}_{t \in[0,1]}$ is the one dimensional observation process described by

$$
\begin{equation*}
Y_{t}=y_{0}+\int_{0}^{t} h\left(X_{s}\right) d s+W_{t}, \quad t \in[0,1] \tag{1.3}
\end{equation*}
$$

with $\left\{W_{t}\right\}_{t \in[0,1]}$ being a standard one-dimensional Brownian motion defined on $(\Omega, \mathcal{F}, \mathbb{P})$ and independent of $\left\{B_{t}\right\}_{t \geq 0}$.
The solution $\{u(t, x)\}_{t \in[0,1], x \in \mathbb{R}^{d}}$ to the Zakai equation (1.1), usually called unnormalized filtering density, plays a crucial role in the nonlinear filtering problem since it identifies uniquely the conditional distribution of $X_{t}$ given $\mathcal{F}_{t}^{Y}:=\sigma\left(Y_{s}, 0 \leq s \leq t\right)$. The reader is referred to the original paper [25] and the references quoted there; for an exhaustive treatment of the subject we suggest the excellent review [11, as well as the books [15] and [19.
Existence, uniqueness and regularity properties for the solution to (1.1) can be found for instance, under different sets of assumptions and solution concepts, in the classic works [5],[17], [18], [24] and the more recent paper [3]. We also mention a useful Feynman-Kac representation for the solution $\{u(t, x)\}_{t \in[0,1], x \in \mathbb{R}^{d}}$ obtained in [18] and, in a slightly different form, in [3]. This representation will play a crucial role in our investigation.
From the applications point of view, closed form expressions for the solution to the Zakai equation are certainly desirable; however, as pointed in (1) only few particular cases of (1.1) allow for explicit computations. The important issue of deriving simple approximation schemes for the solution to (1.1) have been considered in [2] and [9] which employ splitting up methods and time discretization, respectively; Wong-Zakai-type results were investigated in [6] and [13] while [5] and [20] proposed a Wiener chaos approach. We also mention the so called pathwise filtering that steams from the problem of having a robust, with respect to the observation process, filter; this has been discussed in [7] and [8].
The approach proposed in the current paper combines ideas from the Wong-Zakai approximation proposed in [13], where the signal process is smoothed through a polygonal approximation, and the Wiener chaos approach presented in [5] and [20], where one relates equation (1.1) to a system of nested deterministic partial differential equations solved by the kernels of the Cameron-Martin decomposition of the solution $\{u(t, x)\}_{t \in[0,1], x \in \mathbb{R}^{d}}$. We refer the reader to Remark 1.4 below for the heuristic idea supporting our analysis and its link to the aforementioned approaches.
The main novelty of our result is the connection between equation (1.1) and a deterministic partial differential equation of Kolmogorov type (see e.g. [23]), where the observation process enters as a degenerate component of the second order differential operator $\mathcal{L}_{x}^{\star}$. We prove that the solution $\{u(t, x)\}_{t \in[0,1], x \in \mathbb{R}^{d}}$ to the Zakai equation 1.1 can be approximated over small intervals of time by the solution of the aforementioned degenerate partial differential equation, with the observation process having a pathwise role. This approximation has the same rate of convergence of one obtained in [20] and is described by completely explicit constants.
To be more specific, we now introduce some notation and state our main result. In the sequel the following regularity conditions will be in force.

## Assumption 1.1.

1. For $1 \leq i, j \leq d$, the functions $b_{i}: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ and $a_{i j}: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$, where

$$
\begin{equation*}
a_{i j}(x):=\sum_{k=1}^{d} \sigma_{i k}(x) \sigma_{j k}(x), \quad x \in \mathbb{R}^{d} \tag{1.4}
\end{equation*}
$$

are bounded with bounded partial derivatives up to the third order. Moreover, the matrix $\left\{a_{i j}(x)\right\}_{1 \leq i, j \leq d}$ is uniformly elliptic, i.e. there exists two positive constants $\mu_{1}<\mu_{2}$ such that

$$
\begin{aligned}
& \qquad \mu_{1}|z|^{2} \leq \sum_{i, j=1}^{d} a_{i j}(x) z_{i} z_{j} \leq \mu_{2}|z|^{2}, \quad \text { for all } z \in \mathbb{R}^{d} \text {, } \\
& \text { with }|z|^{2}:=z_{1}^{2}+\cdots+z_{d}^{2}
\end{aligned}
$$

2. The initial data $X_{0}$ in 1.2 is random, independent of $\left\{B_{t}\right\}_{t \in[0,1]}$ and its distribution is absolutely continuous with respect to the d-dimensional Lebesgue measure; its density $u_{0}: \mathbb{R}^{d} \rightarrow \mathbb{R}$ is bounded and acts as initial data in 1.1).
3. The function $h: \mathbb{R}^{d} \rightarrow \mathbb{R}$ is bounded and globally Lipschitz continuous.

Remark 1.2. We observe that, according to Assumption 1.1, there exists a positive constant $L$ such that

$$
\begin{equation*}
\left|h\left(x_{1}\right)-h\left(x_{2}\right)\right| \leq L\left|x_{1}-x_{2}\right|, \quad \text { for all } x_{1}, x_{2} \in \mathbb{R}^{d} \tag{1.5}
\end{equation*}
$$

Moreover, there exists a positive constant $M$ such that

$$
\begin{equation*}
\max \left\{|a(x)|^{2},\left|b^{\star}(x)\right|\right\} \leq M, \quad \text { for all } x \in \mathbb{R}^{d} \tag{1.6}
\end{equation*}
$$

where $b_{i}^{\star}(x):=\sum_{j=1}^{d} \partial_{x_{j}} a_{i j}(x)-b_{i}(x), i=1, \ldots, d,$. We will need these two constants in the statement of our main theorem.

According to the Girsanov theorem and thanks to the assumption of boundedness on $h$, the prescription

$$
\mathbb{P}_{1}(A):=\int_{A} e^{-\int_{0}^{1} h\left(X_{s}(\omega)\right) d W_{s}(\omega)-\frac{1}{2} \int_{0}^{1} h\left(X_{s}(\omega)\right)^{2} d s} d \mathbb{P}(\omega), \quad A \in \mathcal{F}
$$

defines a probability measure on $(\Omega, \mathcal{F})$; moreover, the stochastic process $\left\{Y_{t}-y_{0}\right\}_{t \in[0,1]}$ in 1.3) becomes on the probability space $\left(\Omega, \mathcal{F}, \mathbb{P}_{1}\right)$ a one dimensional Brownian motion independent of $\left\{B_{t}\right\}_{t \geq 0}$. In the sequel we will write $\mathbb{E}_{1}$ to denote the expectation under the probability measure $\mathbb{P}_{1}$.
We are now ready to state our main result.
Theorem 1.3. Let Assumption 1.1 be in force and, for $0<T<1$, let

$$
[0, T] \times \mathbb{R}^{d} \times \mathbb{R} \ni(t, x, y) \mapsto v(t, x, y)
$$

be a classical solution of the Cauchy problem

$$
\left\{\begin{array}{l}
\left.\left.\partial_{t} v(t, x, y)=\mathcal{L}_{x}^{\star} v(t, x, y)-h(x) \partial_{y} v(t, x, y), \quad(t, x, y) \in\right] 0, T\right] \times \mathbb{R}^{d} \times \mathbb{R}  \tag{1.7}\\
v(0, x, y)=u_{0}(x) e^{-\frac{y^{2}}{2 T}}, \quad(x, y) \in \mathbb{R}^{d} \times \mathbb{R}
\end{array}\right.
$$

Then, for any $q \geq 1$ and $K>0$, we have

$$
\begin{equation*}
\sup _{|x| \leq K} \mathbb{E}_{1}\left[\left|u(T, x)-e^{\frac{\left(Y_{T}-y_{0}\right)^{2}}{2 T}} v\left(T, x, Y_{T}-y_{0}\right)\right|^{q}\right]^{1 / q} \leq \mathcal{C} T \tag{1.8}
\end{equation*}
$$

with

$$
\begin{equation*}
\mathcal{C}:=\frac{2}{\sqrt{3}}\left|u_{0}\right|_{\infty} e^{T\left(|c|_{\infty}+\frac{q_{1}-1}{2}|h|_{\infty}^{2}+\sqrt{M}+M / 2\right)}\left(\kappa\left(q_{2}\right)+\sqrt{T}|h|_{\infty}\right) L \sqrt{2\left(1+K^{2}\right)(1+T)} \tag{1.9}
\end{equation*}
$$

Here $L$ and $M$ are defined in 1.5 and (1.6), respectively; the constants $q_{1}, q_{2} \geq 1$ verify the identity $\frac{1}{q_{1}}+\frac{1}{q_{2}}=\frac{1}{q} ; \kappa\left(q_{2}\right)$ is given by $\sqrt{2}\left(\Gamma\left(\frac{q_{2}+1}{2}\right) / \sqrt{\pi}\right)^{1 / q_{2}} ;\left|u_{0}\right|_{\infty}$ and $|h|_{\infty}$ denotes the $L^{\infty}\left(\mathbb{R}^{d}\right)$-norms of $u_{0}$ and $h$, respectively.
Remark 1.4. The heuristic idea that links equation (1.1) to equation (1.7) is as follows. Write 1.1) in the differential form

$$
\begin{equation*}
\partial_{t} u(t, x)=\mathcal{L}_{x}^{\star} u(t, x)+h(x) u(t, x) \diamond \frac{d Y_{t}}{d t}, \quad u(0, x)=u_{0}(x) \tag{1.10}
\end{equation*}
$$

where $\diamond$ denotes the Wick product associated to the Brownian motion $\left\{Y_{t}-y_{0}\right\}_{t \in[0,1]}$ on the probability space $\left(\Omega, \mathcal{F}, \mathbb{P}_{1}\right)$. The use of the Wick product is dictated by the Itô's interpretation of (1.1) (see [12] and 14 for a discussion on this issue and detailed analysis of the Wick product). If equation 1.10 is considered on a small time interval $[0, T]$, one may replace $\frac{d Y_{t}}{d t}$ with $\frac{Y_{T}-y_{0}}{T}$ (this amounts at considering a Wong-Zakai approximation with the rudest possible partition of the interval $[0, T]$ ); this gives

$$
\begin{equation*}
\partial_{t} u(t, x)=\mathcal{L}_{x}^{\star} u(t, x)+\frac{h(x)}{T} u(t, x) \diamond\left(Y_{T}-y_{0}\right), \quad u(0, x)=u_{0}(x) \tag{1.11}
\end{equation*}
$$

In general, the Wick-multiplication between a random variable $X$ and an element from the first order Wiener chaos, say $I(f)$, can be rewritten as

$$
X \diamond I(f)=X \cdot I(f)-D_{f} X
$$

where $D_{f} X$ stands for the directional Malliavin derivative of $X$, in the direction $\int_{0}^{*} f(s) d s$ (see [22]). Since, $Y_{T}-y_{0}=\int_{0}^{1} \mathbf{1}_{[0, T]}(s) d Y_{s}$ is an element in the first Wiener chaos associated with the Brownian motion $\left\{Y_{t}-y_{0}\right\}_{t \in[0,1]}$ and probability space $\left(\Omega, \mathcal{F}, \mathbb{P}_{1}\right)$, we can transform equation (1.11) into

$$
\begin{equation*}
\partial_{t} u(t, x)=\mathcal{L}_{x}^{\star} u(t, x)+\frac{h(x)}{T} u(t, x)\left(Y_{T}-y_{0}\right)-\frac{h(x)}{T} D_{\mathbf{1}_{[0, T]}} u(t, x) \tag{1.12}
\end{equation*}
$$

We now search for a solution $u(t, x)$ to equation 1.12 of the form

$$
\begin{equation*}
u(t, x, \omega)=\tilde{u}\left(t, x, Y_{T}(\omega)-y_{0}\right) \tag{1.13}
\end{equation*}
$$

for some $\tilde{u}:[0, T] \times \mathbb{R}^{d} \times \mathbb{R} \rightarrow \mathbb{R}$ to be determined. A substitution of 1.13 in 1.12 yields, together with the chain rule for the Malliavin derivative,

$$
\begin{aligned}
\partial_{t} \tilde{u}\left(t, x, Y_{T}-y_{0}\right)= & \mathcal{L}_{x}^{\star} \tilde{u}\left(t, x, Y_{T}-y_{0}\right)+\frac{h(x)}{T} \tilde{u}\left(t, x, Y_{T}-y_{0}\right)\left(Y_{T}-y_{0}\right) \\
& -h(x) \partial_{y} \tilde{u}\left(t, x, Y_{T}-y_{0}\right)
\end{aligned}
$$

note that here the term $Y_{T}-y_{0}$ can be tackled at a path-wise level. Equation 1.7 is now obtained via the simple transformation

$$
v(t, x, y):=\tilde{u}(t, x, y) e^{-\frac{y^{2}}{2 T}}, \quad t \in[0, T], x \in \mathbb{R}^{d}, y \in \mathbb{R}
$$

It is not difficult to see, using Theorem 4.12 in 14] and the Feynman-Kac representation for $\{u(t, x)\}_{t \in[0,1], x \in \mathbb{R}^{d}}$ in [3], that we also have

$$
\mathbb{E}_{1}\left[u(T, x) \mid Y_{T}-y_{0}\right]=e^{\frac{\left(Y_{T}-y_{0}\right)^{2}}{2 T}} v\left(T, x, Y_{T}-y_{0}\right)
$$

this spots the analogy between our approach and the one in [20] where projections of $u(T, x)$ on suitable families of elements from the Wiener chaos were utilized to propose approximation schemes for the solution to (1.1).

Remark 1.5. The existence of a classical solution for the Cauchy problem (1.7) is actually not needed for the validity of Theorem 1.3 (the statement is presented this way for easiness of exposition). In fact, in the proof of our main result we deal with the Feynman-Kac representation for the solution to (1.7) (see formula (2.2) below) without using its differentiability properties with respect to $t$ and $x$. The right hand side of 12.2 is well defined under mild conditions on the coefficients of equation (1.7) (largely covered by Assumption 1.1) and this makes our proof consistent. It is worth mentioning that the right hand side of (2.2) becomes a classical solution if suitable regularity assumptions on the coefficients of (2.1) are in force. For more details on this issue we refer the reader to [4] and [10] page 122.

## 2 Proof of Theorem 1.3

We start with some notation. The generator $\mathcal{L}_{x}$ of the signal process $\left\{X_{t}\right\}_{t \in[0,1]}$ in $\sqrt{1.2}$ is

$$
\mathcal{L}_{x} f(x)=\frac{1}{2} \sum_{i, j=1}^{d} a_{i j}(x) \partial_{x_{i} x_{j}}^{2} f(x)+\sum_{i=1}^{d} b_{i}(x) \partial_{x_{i}} f(x)
$$

where the $a_{i j}(x)$ 's are defined in 1.4 . The adjoint operator $\mathcal{L}_{x}^{\star}$ is given by

$$
\mathcal{L}_{x}^{\star} f(x)=\frac{1}{2} \sum_{i, j=1}^{d} a_{i j}(x) \partial_{x_{i} x_{j}}^{2} f(x)+\sum_{i=1}^{d} b_{i}^{\star}(x) \partial_{x_{i}} f(x)+c(x) f(x)
$$

with

$$
b_{i}^{\star}(x):=\sum_{j=1}^{d} \partial_{x_{j}} a_{i j}(x)-b_{i}(x), \quad i=1, \ldots, d,
$$

(see Remark 1.2 ) and

$$
c(x):=\sum_{i=1}^{d}\left(\frac{1}{2} \sum_{j, k=1}^{d} \partial_{x_{j} x_{k}}^{2} a_{i j}(x)-\partial_{x_{k}} b_{i}(x)\right) .
$$

It is convenient to split the operator $\mathcal{L}_{x}^{\star}$ as

$$
\mathcal{L}_{x}^{\star} f(x)=\mathrm{L}_{x}^{\star} f(x)+c(x) f(x)
$$

where we set

$$
\mathrm{L}_{x}^{\star} f(x):=\frac{1}{2} \sum_{i, j=1}^{d} a_{i j}(x) \partial_{x_{i} x_{j}}^{2} f(x)+\sum_{i=1}^{d} b_{i}^{\star}(x) \partial_{x_{i}} f(x) .
$$

With this notation at hand, the Cauchy problem (1.7) takes the form

$$
\left\{\begin{array}{l}
\partial_{t} v(t, x, y)=\mathrm{L}_{x}^{\star} v(t, x, y)+c(x) v(t, x, y)-h(x) \partial_{y} v(t, x, y)  \tag{2.1}\\
\quad(t, x, y) \in] 0, T] \times \mathbb{R}^{d} \times \mathbb{R} \\
v(0, x, y)=u_{0}(x) e^{-\frac{y^{2}}{2 T}}, \quad(x, y) \in \mathbb{R}^{d} \times \mathbb{R}
\end{array}\right.
$$

Now, assume

$$
[0, T] \times \mathbb{R}^{d} \times \mathbb{R} \ni(t, x, y) \mapsto v(t, x, y)
$$

to be a classical solution of 2.1). According to the Feynman-Kac formula (see, for instance, Theorem 1.1, page 120 in [10]) we can write

$$
\begin{align*}
v(T, x, y) & =\hat{\mathbb{E}}\left[u_{0}\left(\hat{\xi}_{T}^{x}\right) e^{-\frac{\left(y-\int_{0}^{T} h\left(\hat{\xi}_{s}^{x}\right) d s\right)^{2}}{2 T}} e^{\int_{0}^{T} c\left(\hat{\xi}_{s}^{x}\right) d s}\right]  \tag{2.2}\\
& =e^{-\frac{y^{2}}{2 T}} \hat{\mathbb{E}}\left[u_{0}\left(\hat{\xi}_{T}^{x}\right) e^{\int_{0}^{T} c\left(\hat{\xi}_{s}^{x}\right) d s} e^{\frac{y \int_{0}^{T} h\left(\hat{\xi}_{s}^{x}\right) d s}{T}}-\frac{\left(\int_{0}^{T} h\left(\hat{\xi}_{s}^{x}\right) d s\right)^{2}}{2 T}\right.
\end{align*},
$$

where $\left\{\hat{\xi}_{s}^{x}\right\}_{s \in[0,1]}$ solves the SDE

$$
\begin{equation*}
d \hat{\xi}_{s}^{x}=b^{\star}\left(\hat{\xi}_{s}^{x}\right)+\sigma\left(\hat{\xi}_{s}^{x}\right) d \hat{B}_{s}, \quad \hat{\xi}_{0}^{x}=x \tag{2.3}
\end{equation*}
$$

on the auxiliary probability space $(\hat{\Omega}, \hat{\mathcal{F}}, \hat{\mathbb{P}})$ with $d$-dimensional Brownian motion $\left\{\hat{B}_{s}\right\}_{s \in[0,1]}$. This gives

$$
\begin{equation*}
e^{\frac{\left(Y_{T}-y_{0}\right)^{2}}{2 T}} v\left(T, x, Y_{T}-y_{0}\right)=\hat{\mathbb{E}}\left[u_{0}\left(\hat{\xi}_{T}^{x}\right) e^{\int_{0}^{T} c\left(\hat{\xi}_{s}^{x}\right) d s} e^{\frac{\left(Y_{T}-y_{0}\right) f_{0}^{T} h\left(\hat{\xi}_{s}^{x}\right) d s}{T}-\frac{\left(\int_{0}^{T} h\left(\hat{\xi}_{s}^{x}\right) d s\right)^{2}}{2 T}}\right] . \tag{2.4}
\end{equation*}
$$

It is well known that the solution $u(t, x)$ to the Zakai equation 1.1) also possesses a Feynman-Kac representation: see formula (1.4) page 132 in [18]. Here, we use instead an equivalent formulation due to 3] (see formula (2.9) there), namely

$$
\begin{equation*}
u(T, x)=\hat{\mathbb{E}}\left[u_{0}\left(\hat{\xi}_{T}^{x}\right) e^{\int_{0}^{T} c\left(\hat{\xi}_{s}^{x}\right) d s} e^{\int_{0}^{T} h\left(\hat{\xi}_{T-s}^{x}\right) d Y_{s}-\frac{1}{2} \int_{0}^{T} h^{2}\left(\hat{\xi}_{s}^{x}\right) d s}\right] \tag{2.5}
\end{equation*}
$$

where $\left\{\hat{\xi}_{s}^{x}\right\}_{s \in[0,1]}$ is defined in 2.3. A comparison between 2.4 and 2.5 gives

$$
\left.\begin{array}{l}
u(T, x)-e^{\frac{\left(Y_{T}-y_{0}\right)^{2}}{2 T}} v\left(T, x, Y_{T}-y_{0}\right) \\
=\hat{\mathbb{E}}\left[u_{0}\left(\hat{\xi}_{T}^{x}\right) e^{\int_{0}^{T} c\left(\hat{\xi}_{s}^{x}\right) d s} e^{\int_{0}^{T} h\left(\hat{\xi}_{T-s}^{x}\right) d Y_{s}-\frac{1}{2} \int_{0}^{T} h^{2}\left(\hat{\xi}_{s}^{x}\right) d s}\right] \\
\quad-\hat{\mathbb{E}}\left[u_{0}\left(\hat{\xi}_{T}^{x}\right) e^{\int_{0}^{T} c\left(\hat{\xi}_{s}^{x}\right) d s} e^{\frac{\left(Y_{T}-y_{0}\right) \int_{0}^{T} h\left(\hat{\xi}_{s}^{x}\right) d s}{T}}-\frac{\left(\int_{0}^{T} h\left(\hat{\xi}_{s}^{x}\right) d s\right)^{2}}{2 T}\right.
\end{array}\right] .
$$

and hence

$$
\begin{aligned}
& \left|u(T, x)-e^{\frac{\left(Y_{T}-y_{0}\right)^{2}}{2 T}} v\left(T, x, Y_{T}-y_{0}\right)\right| \\
& \quad \leq \hat{\mathbb{E}}\left[\left|u_{0}\left(\hat{\xi}_{T}^{x}\right)\right| e^{\int_{0}^{T} c\left(\hat{\xi}_{s}^{x}\right) d s}\left|e^{\int_{0}^{T} h\left(\hat{\xi}_{T-s}^{x}\right) d Y_{s}-\frac{1}{2} \int_{0}^{T} h^{2}\left(\hat{\xi}_{s}^{x}\right) d s}-e^{\frac{\left(Y_{T}-y_{0}\right) \int_{0}^{T} h\left(\hat{\xi}_{s}^{x}\right) d s}{T}-\frac{\left(\int_{0}^{T} h\left(\hat{\xi}_{s}^{x}\right) d s\right)^{2}}{2 T}}\right|\right] \\
& \quad \leq\left|u_{0}\right|_{\infty} e^{T|c|_{\infty} \hat{\mathbb{E}}}\left[\left|e^{\int_{0}^{T} h\left(\hat{\xi}_{T-s}^{x}\right) d Y_{s}-\frac{1}{2} \int_{0}^{T} h^{2}\left(\hat{\xi}_{s}^{x}\right) d s}-e^{\frac{\left(Y_{T}-y_{0}\right) \int_{0}^{T} h\left(\hat{\xi}_{s}^{x}\right) d s}{T}-\frac{\left(\int_{0}^{T} h\left(\hat{\xi}_{s}^{x}\right) d s\right)^{2}}{2 T}}\right|\right]
\end{aligned}
$$

We now take $q \geq 1$ and compute the $L^{q}\left(\mathbb{P}_{1}\right)$-norm of the first and last members above; an application of Minkowsky's inequality gives

$$
\left\|u(T, x)-e^{\frac{\left(Y_{T}-y_{0}\right)^{2}}{2 T}} v\left(T, x, Y_{T}-y_{0}\right)\right\|_{q} .
$$

We need the following result.
Lemma 2.1. Let $f, g:[0, T] \rightarrow \mathbb{R}$ be bounded measurable deterministic functions. Then, for any $q \geq 1$ we have

$$
\begin{aligned}
& \mathbb{E}_{1}\left[\left|e^{\int_{0}^{T} f(s) d Y_{s}-\frac{1}{2}|f|_{2}^{2}}-e^{\int_{0}^{T} g(s) d Y_{s}-\frac{1}{2}|g|_{2}^{2}}\right|^{q}\right]^{\frac{1}{q}} \\
& \quad \leq\left(e^{\frac{q_{1}-1}{2} T|f|_{\infty}^{2}}+e^{\frac{q_{1}-1}{2} T|g|_{\infty}^{2}}\right)\left(\kappa\left(q_{2}\right)+\frac{\sqrt{T}}{2}\left(|f|_{\infty}+|g|_{\infty}\right)\right)|f-g|_{2}
\end{aligned}
$$

where $q_{1}, q_{2} \geq 1$ satisfy $1 / q_{1}+1 / q_{2}=1 / q$ while $\kappa\left(q_{2}\right):=\sqrt{2}\left(\Gamma\left(\frac{q_{2}+1}{2}\right) / \sqrt{\pi}\right)^{1 / q_{2}}$. Moreover, $|l|_{2}$ and $|l|_{\infty}$ stand for the norms in $L^{2}([0, T])$ and $L^{\infty}([0, T])$ of $l$, respectively.

Proof. By means of the elementary inequality $\left|e^{a}-e^{b}\right| \leq\left(e^{a}+e^{b}\right)|a-b|$ we can write

$$
\begin{aligned}
& \left|e^{\int_{0}^{T} f(s) d Y_{s}-\frac{1}{2}|f|_{2}^{2}}-e^{\int_{0}^{T} g(s) d Y_{s}-\frac{1}{2}|g|_{2}^{2}}\right| \\
& \quad \leq\left(e^{\int_{0}^{T} f(s) d Y_{s}-\frac{1}{2}|f|_{2}^{2}}+e^{\int_{0}^{T} g(s) d Y_{s}-\frac{1}{2}|g|_{2}^{2}}\right) \\
& \quad \times\left|\int_{0}^{T}[f(s)-g(s)] d Y_{s}-\frac{1}{2}\left(|f|_{2}^{2}-|g|_{2}^{2}\right)\right| \\
& \quad \leq\left(e^{\int_{0}^{T} f(s) d Y_{s}-\frac{1}{2}|f|_{2}^{2}}+e^{\int_{0}^{T} g(s) d Y_{s}-\frac{1}{2}|g|_{2}^{2}}\right) \\
& \quad \times\left(\left.\left|\int_{0}^{T}[f(s)-g(s)] d Y_{s}\right|+\left.\frac{1}{2}| | f\right|_{2} ^{2}-|g|_{2}^{2} \right\rvert\,\right) .
\end{aligned}
$$

Now, for $q \geq 1$ we take the $L^{q}\left(\mathbb{P}_{1}\right)$-norm of the first and last members above and apply Hölder's inequality with exponents $q_{1}, q_{2} \geq 1$ satisfying $1 / q_{1}+1 / q_{2}=1 / q$. This gives

$$
\begin{align*}
& \left\|e^{\int_{0}^{T} f(s) d Y_{s}-\frac{1}{2}|f|_{2}^{2}}-e^{\int_{0}^{T} g(s) d Y_{s}-\frac{1}{2}|g|_{2}^{2}}\right\|_{q} \\
& \quad \leq\left\|e^{\int_{0}^{T} f(s) d Y_{s}-\frac{1}{2}|f|_{2}^{2}}+e^{\int_{0}^{T} g(s) d Y_{s}-\frac{1}{2}|g|_{2}^{2}}\right\|_{q_{1}} \\
& \quad \times\left(\left.\left\|\int_{0}^{T}[f(s)-g(s)] d Y_{s}\right\|_{q_{2}}+\left.\frac{1}{2}| | f\right|_{2} ^{2}-|g|_{2}^{2} \right\rvert\,\right) . \tag{2.7}
\end{align*}
$$

Under the measure $\mathbb{P}_{1}$, the random variables $\int_{0}^{T} f(s) d Y_{s}$ and $\int_{0}^{T} g(s) d Y_{s}$ are Gaussian with mean zero and variances $|f|_{2}^{2}$ and $|g|_{2}^{2}$, respectively. Hence,

$$
\begin{align*}
& \left\|e^{\int_{0}^{T} f(s) d Y_{s}-\frac{1}{2}|f|_{2}^{2}}+e^{\int_{0}^{T} g(s) d Y_{s}-\frac{1}{2}|g|_{2}^{2}}\right\|_{q_{1}} \\
& \quad \leq\left\|e^{\int_{0}^{T} f(s) d Y_{s}-\frac{1}{2}|f|_{2}^{2}}\right\|_{q_{1}}+\left\|e^{\int_{0}^{T} g(s) d Y_{s}-\frac{1}{2}|g|_{2}^{2}}\right\|_{q_{1}} \\
& \quad=e^{\frac{q_{1}-1}{2}|f|_{2}^{2}}+e^{\frac{q_{1}-1}{2}|g|_{2}^{2}} \\
& \quad \leq e^{\frac{q_{1}-1}{2} T|f|_{\infty}^{2}}+e^{\frac{q_{1}-1}{2} T|g|_{\infty}^{2}} . \tag{2.8}
\end{align*}
$$

Moreover, using once more the normality, under the measure $\mathbb{P}_{1}$, of the random variable $\int_{0}^{T}[f(s)-$ $g(s)] d Y_{s}$ we get

$$
\begin{equation*}
\left\|\int_{0}^{T}[f(s)-g(s)] d Y_{s}\right\|_{q_{2}}=\kappa\left(q_{2}\right)|f-g|_{2} \tag{2.9}
\end{equation*}
$$

where $\kappa\left(q_{2}\right):=\sqrt{2}\left(\Gamma\left(\frac{q_{2}+1}{2}\right) / \sqrt{\pi}\right)^{1 / q_{2}}$ (see, for instance, Formula (1.1) in [14]). Furthermore,

$$
\begin{align*}
\left||f|_{2}^{2}-|g|_{2}^{2}\right| & =\left.\left(|f|_{2}+|g|_{2}\right)| | f\right|_{2}-|g|_{2} \mid \\
& \leq\left(|f|_{2}+|g|_{2}\right)|f-g|_{2} \\
& \leq \sqrt{T}\left(|f|_{\infty}+|g|_{\infty}\right)|f-g|_{2} \tag{2.10}
\end{align*}
$$

Therefore, combining (2.7) with $2.8,(2.9)$ and 2.10 we get

$$
\begin{aligned}
& \left\|e^{\int_{0}^{T} f(s) d Y_{s}-\frac{1}{2}|f|_{2}^{2}}-e^{\int_{0}^{T} g(s) d Y_{s}-\frac{1}{2}|g|_{2}^{2}}\right\|_{q} \\
& \leq\left(e^{\frac{q_{1}-1}{2} T|f|_{\infty}^{2}}+e^{\frac{q_{1}-1}{2} T|g|_{\infty}^{2}}\right)\left(\kappa\left(q_{2}\right)+\frac{\sqrt{T}}{2}\left(|f|_{\infty}+|g|_{\infty}\right)\right)|f-g|_{2}
\end{aligned}
$$

The proof is complete.

Thanks to the identities

$$
\frac{\left(Y_{T}-y_{0}\right) \int_{0}^{T} h\left(\hat{\xi}_{s}^{x}\right) d s}{T}=\int_{0}^{T}\left(\frac{1}{T} \int_{0}^{T} h\left(\hat{\xi}_{r}^{x}\right) d r\right) d Y_{s},
$$

and

$$
\int_{0}^{T}\left(\frac{1}{T} \int_{0}^{T} h\left(\hat{\xi}_{r}^{x}\right) d r\right)^{2} d s=\frac{\left(\int_{0}^{T} h\left(\hat{\xi}_{r}^{x}\right) d r\right)^{2}}{T}
$$

we are in a position to apply Lemma 2.1 to the last term in 2.6 with

$$
f(s):=h\left(\hat{\xi}_{T-s}^{x}\right) \quad \text { and } \quad g(s):=\frac{1}{T} \int_{0}^{T} h\left(\hat{\xi}_{r}^{x}\right) d r ;
$$

note that such choices imply $|f|_{\infty} \leq|h|_{\infty}$ and $|g|_{\infty} \leq|h|_{\infty}$ (here, the norms are on the corresponding domains). Therefore,

$$
\begin{aligned}
& \left\|u(T, x)-e^{\frac{\left(Y_{T}-y_{0}\right)^{2}}{2 T}} v\left(T, x, Y_{T}-y_{0}\right)\right\|_{q} \\
& \quad \leq 2\left|u_{0}\right|_{\infty} e^{T\left(|c|_{\infty}+\frac{q_{1}-1}{2}|h|_{\infty}^{2}\right)}\left(\kappa\left(q_{2}\right)+\sqrt{T}|h|_{\infty}\right) \\
& \quad \times \hat{\mathbb{E}}\left[\left(\int_{0}^{T}\left|h\left(\hat{\xi}_{T-s}^{x}\right)-\frac{1}{T} \int_{0}^{T} h\left(\hat{\xi}_{r}^{x}\right) d r\right|^{2} d s\right)^{1 / 2}\right] .
\end{aligned}
$$

We now focus on the last expectation; using a combination of Jensen's inequalities and Tonelli's theorem we get

$$
\begin{aligned}
\hat{\mathbb{E}} & {\left[\left(\int_{0}^{T}\left|h\left(\hat{\xi}_{T-s}^{x}\right)-\frac{1}{T} \int_{0}^{T} h\left(\hat{\xi}_{r}^{x}\right) d r\right|^{2} d s\right)^{1 / 2}\right] } \\
& \leq\left(\hat{\mathbb{E}}\left[\int_{0}^{T}\left|h\left(\hat{\xi}_{T-s}^{x}\right)-\frac{1}{T} \int_{0}^{T} h\left(\hat{\xi}_{r}^{x}\right) d r\right|^{2} d s\right]\right)^{1 / 2} \\
& =\left(\int_{0}^{T} \hat{\mathbb{E}}\left[\left|h\left(\hat{\xi}_{T-s}^{x}\right)-\frac{1}{T} \int_{0}^{T} h\left(\hat{\xi}_{r}^{x}\right) d r\right|^{2}\right] d s\right)^{1 / 2} \\
& =\left(\int_{0}^{T} \hat{\mathbb{E}}\left[\left|\frac{1}{T} \int_{0}^{T}\left(h\left(\hat{\xi}_{T-s}^{x}\right)-h\left(\hat{\xi}_{r}^{x}\right)\right) d r\right|^{2}\right] d s\right)^{1 / 2} \\
& =\left(\int _ { 0 } ^ { T } \hat { \mathbb { E } } \left[\frac{1}{T} \int_{0}^{T} \left\lvert\, h\left(\frac{1}{T} \int_{0}^{x} \hat{\mathbb{E}}\left[\left|h\left(\hat{\xi}_{T-s}^{x}\right)-h\left(\hat{\xi}_{r}^{x}\right)\right|^{2} d r\right] d s\right)^{1 / 2}\right.\right.\right. \\
& \left.\left.\left.=\left.h\left(\hat{\xi}_{r}^{x}\right)\right|^{2}\right] d r\right) d s\right)^{1 / 2}
\end{aligned}
$$

The Lipschitz continuity of $h$ and Theorem 4.3, Chapter 2 in [21] yield

$$
\hat{\mathbb{E}}\left[\left|h\left(\hat{\xi}_{T-s}^{x}\right)-h\left(\hat{\xi}_{r}^{x}\right)\right|^{2}\right] \leq L^{2} \hat{\mathbb{E}}\left[\left|\hat{\xi}_{T-s}^{x}-\hat{\xi}_{r}^{x}\right|^{2}\right]
$$

$$
\leq 2 L^{2}\left(1+|x|^{2}\right)(1+T) e^{2(\sqrt{M}+M / 2) T}|T-s-r|,
$$

where $L$ and $M$ come from (1.5) and (1.6). Moreover,

$$
\left(\int_{0}^{T}\left(\frac{1}{T} \int_{0}^{T}|T-s-r| d r\right) d s\right)^{1 / 2}=\frac{T}{\sqrt{3}}
$$

Combining all our estimates we obtain

$$
\begin{aligned}
& \left\|u(T, x)-e^{\frac{\left(Y_{T}-y_{0}\right)^{2}}{2 T}} v\left(T, x, Y_{T}-y_{0}\right)\right\|_{q} \\
& \quad \leq \frac{2}{\sqrt{3}}\left|u_{0}\right|_{\infty} e^{T\left(|c|_{\infty}+\frac{q_{1}-1}{2}|h|_{\infty}^{2}+\sqrt{M}+M / 2\right)}\left(\kappa\left(q_{2}\right)+\sqrt{T}|h|_{\infty}\right) \\
& \quad \times L \sqrt{2\left(1+|x|^{2}\right)(1+T)} T
\end{aligned}
$$

as desired.
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