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Designing organic semiconductors for practical applications in organic solar cells (OSCs), organic field-effect transis-
tors (OFETs), and organic light-emitting diodes (OLEDs) requires understanding charge transfer mechanisms across
different length and time scales. The underlying electron transfer (ET) mechanisms can be efficiently explored using
semiempirical quantum mechanical methods (SQM). The dimer projection method (DIPRO) combined with the re-
cently introduced non-selfconsistent density matrix tight-binding potential (PTB [Grimme et al., J. Chem. Phys., 2023,
158.]) is used in this study to evaluate charge transfer integrals important for understanding charge transport mech-
anisms. PTB, parameterized for the entire periodic table up to Z=86, incorporates approximate non-local exchange,
allowing efficient and accurate calculations for large hetero-organic compounds. Benchmarking against established
databases such as Blumberger’s HAB sets, or our newly introduced JAB69 set, and comparing with high-level refer-
ence data from wB97X-D4 calculations confirms that DIRPO@PTB consistently performs well among the tested SQM
approaches for calculating coupling integrals. DIPRO@PTB yields reasonably accurate results at low computational
cost, making it suitable for screening applications and applications to large systems such as metal-organic frameworks
(MOFs) and cyanine-based molecular aggregates further discussed in this work.

I. INTRODUCTION

To develop new functional semiconducting materials for
opto-electronic applications, a comprehensive understanding
of the electron transfer mechanisms is indispensable. Elec-
tron transfer processes are subject to extensive computational
studies since the early 1970s and are still a strongly evolv-
ing topic.1 Today, semiempirical methods (SQM) enable the
investigation of reasonably large systems to test their suit-
ability for high-performance conductive materials.2 This is
especially important for the design of molecular and poly-
meric organic semiconductors, with increasing application
in organic solar cells (OSCs),3 organic field effect tran-
sistors (OFETs),4 organic light-emitting diodes (OLEDs),5
and other organic electronics (OEs).6–8 In contrast to metal-
lic conductors, that exhibit band transport, organic semi-
conductors mostly exhibit different variations of hopping
transport.9,10 Researchers have developed various methods
to measure and model electron and hole mobilities in re-
cent years11–13 . The most common approaches utilize Mar-
cus’ theory and subsequently employ Monte Carlo simula-
tions to evaluate the charge mobility14–17 . In this approach,
the first step involves calculating electron transfer integrals,
also known as coupling integrals (Hab or Jab), between dif-
ferent fragments or localized states. Fragmentation of the
investigated chemical space can be carried out using a wide

a)https://www.unibo.it/sitoweb/daniele.fazzi/en
b)https://www.chemie.uni-bonn.de/grimme/de
c)‡correspondingauthor

range of theories, most of which can be combined with any
available orbital localization method18 . Several methods for
calculating coupling integrals exist, including charge con-
strained density functional theory (CDFT)19 , fragment or-
bital DFT (FODFT) or fragment orbital density functional
tight binding (FODFTB)20 , projection-operator diabatization
(POD)21–23 , frozen density embedding (FDE)24 , generalized
Mulliken-Hush (GMH)25 , multistate DFT (MSDFT)26 , ana-
lytic overlap method (AOM)27 , machine-learning approaches
(ML)28,29 , and the dimer projection method (DIPRO)30 .

Compounds for OE are often many hundreds of atoms
large, have complicated intra- and intermolecular structure, or
exhibit a wide conformational variety making the exploration
of all three-dimensional coupling possibilities, charge carrier
pathways, and their corresponding integrals time-consuming.
Additionally, for charge mobility calculations in solids, either
crystalline or amorphous, thermal fluctuations have to be
accounted for. To achieve that, extensive molecular dynamic
simulations (MDs) are required and coupling integrals are
evaluated several thousands to tens of thousands of times
along a single trajectory. By using SQM, computation
times can be significantly reduced while still reasonably
accurate results can be obtained, enabling large length- and
time-scale investigations such as those involving DNA31,32 ,
complex fullerene-based acceptors for organic photovoltaics
(OPV) applications33 , materials design and screening for
new OE compounds34 , impact of thermal disorder effects
on charge mobility35 , charge transport in covalent organic
frameworks36 , pietzo effect37 , and polymer crystals38 to
become feasible. The advantages of DIPRO compared to
other coupling integral methods is that it is a post-processing
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method and can in principle be used with any existing code
and mean-field theory level. Furthermore, the mathematics
behind DIPRO are easily understandable, accessible, and
implementable.

In the following, we use the recently introduced semiem-
pirical non-selfconsistent tight-binding potential PTB39

together with DIPRO to calculate coupling integrals for
a wide range of hetero-organic compounds. We transfer
our approach to the investigation of challenging systems
such as merocyanines, whose resonant electronic structure
remains challenging due to their strong intramolecular charge
transfer, and large metal-organic frameworks (MOFs), that
due to their extended and highly delocalized structure are
computationally demanding. We benchmark the results
against wB97X-D4/TZ2P reference DFT data and compare
them to other SQM methods using common benchmarks such
as Blumberger’s HAB740 , HAB1141 , and HAB7942 sets.

II. THEORY

The dimer projection method, known as DIPRO30 , en-
ables the calculation of the coupling integrals between pairs
of molecules. DIPRO necessitates three quantum mechani-
cal single-point calculations from any source (e.g., SQM, HF,
DFT): one for each monomer (A,B) and another for the dimer
(AB). The relevant equations are provided below:

g i
1 = CA

i · SAB · CAB (1)

g j
2 = CB

j · SAB · CAB (2)

Si j
ab = g i

1 · g j
2 (3)

Ji j
ab = g i

1 · EAB · g j
2 (4)

Ji j
ab,e f f =

�����
Ji j

ab � 0.5 · (Ei
A + E j

B) · Si j
ab

1 � (Si j
ab)

2

����� . (5)

Here, C are the orbital coefficients, S is the AO overlap matrix,
E are the orbital energies, i and j denote the molecular orbitals
that are considered for the electron or hole transfer. In this
work, i and j always correspond to the HOMOs of the coupled
molecules.

The DIPRO approach is limited, as it is not valid for
very large overlaps (i.e., short intermolecular distances) or
for Ji j

ab / 0.5 · (Ei
A + E j

B) · Si j
ab in the case of methodically

strongly underestimated Jab. One way to address the first lim-
itation is by focusing solely on physically meaningful, i.e.,
equilibrium distances. The latter issue is commonly resolved
by introducing method-specific scaling factors42,43 . These as-
pects will be thoroughly discussed in Section V A .

The variation between different approaches for calculat-
ing coupling integrals is relatively small, typically around
1%, as long as the considered transfer states and orbitals are
similar42 . Thus, the desired accuracy of coupling integrals
heavily relies on the chosen level of theory. Multi-reference
configuration interaction (MRCI) and n-electron valence state
perturbation theory (NEVPT2) are generally regarded as the
"gold standard" for calculating coupling integrals44 . Den-
sity functional theory (DFT) methods exhibit reduced accu-
racy along Jacob’s ladder, with range-separated hybrids or hy-
brids with approximately 50% Fock exchange performing the
best. Different implementations of the same functional can
yield up to a 35 meV deviation in Jab,e f f , corresponding to
a typical relative error of 10%. Moving down the ladder to-
wards generalized gradient approximations (GGAs) results in
an accuracy decrease of about 10% compared to RSH meth-
ods. Descending further to semiempirical methods leads to
a deviation from the reference values in the range of 100 to
120 meV (around 40%)45 . These trends are also depicted in
Fig. S1 in the SI. However, this methodical deviation can be
significantly reduced by applying a scaling factor to Jab,e f f ,
resulting in improvements of up to one order of magnitude.

III. FIT AND TEST SET

The co-planar dimers, with 3.5Å intermolecular distance,
of the HAB79 benchmark by Blumberger et. al.42 serve as
a fit set to obtain the empirical scaling factors for the PTB
coupling integrals. Here, we introduce a new test set called
JAB69, that includes the HAB740 and HAB1141 benchmarks
and enhances it by 51 chemically comparable, but larger
dimers.
The JAB69 benchmark consists of 69 mostly medium-
sized, conjugated, parallel, planar, perfectly eclipsed-stacked,
homo-dimers with a distance of 3.5Å between their cen-
ters of mass. The set is sorted by element composition, i.e.,
20 purely carbon- and hydrogen-containing molecules (CH
subset), 27 molecules that additionally contain nitrogen and
oxygen (CHNO subset), 16 residues furthermore containing
sulfur (CHONS subset), and 6 residues with other elements
(CHNOSE subset). Fig. 1 depicts the Lewis structures of the
monomers (optimized Cartesian coordinates are available in
the Supporting Information (SI)).

IV. COMPUTATIONAL DETAILS

We computed coupling integrals at the wB97X-
D4/TZ2P,46–48 PBE-D4/TZ2P,49 PTB,39 ZINDO50 and
DFTB3(3ob-3-1 parameter set)51,52 levels of theory. We
calculated PTB single points with the ptb 3.7 standalone
program53 using a customized more verbose output and
subsequent post-processing with the development version
of our DIPRO in-house code.54 ZINDO single points were
calculated within Gaussian16 program version C.0155

followed by a custom DIPRO post-processing script.56

wB97X-D4, PBE-D4, and DFTB3 coupling integrals were
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FIG. 1. Monomers of the JAB69 test set sorted by element composition.
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calculated using AMS V.2020.102.57,58 We took reference
data and geometries for the HAB79 test set from Ref. 42,
but used wB97X-D4 references for both test sets, HAB79
and JAB69. The range separated hybrid wB97X-D4/TZ2P
proved to be robust and good performing and is widely used
for the calculation of electronic coupling integrals for larger
molecules as a kind of silver standard42 .

For the statistical evaluation, we used the mean deviation
(MD) and relative mean deviation (relMD), the mean absolute
deviation (MAD) and relative mean absolute deviation (rel-
MAD), the standard deviation (SD) and relative standard de-
viation (relSD), the Pearson correlation coefficient (rP), and
the Spearman rank coefficient (rS). The respective equations
are provided in the SI.

V. RESULTS

In general, coupling integrals calculated at the SQM level
are smaller than at the DFT level. This is a direct consequence
of the minimal basis set used by most SQM methods, thus
leading to overlocalization of the coupled states and too fast
exponential decay of |Jab,e f f | with the distance. As PTB uses
a larger vDZP basis set, this trend is less pronounced here
compared to, e.g., GFN-xTB or ZINDO. Additionally, most
SQM methods underestimate electronic gaps, which also di-
rectly affects the coupling. The DIPRO formula for |Jab,e f f |
(see eq. 5) exhibits some shortcomings (e.g., it is not valid for
very large overlaps). This can be overcome by applying a uni-
form scaling factor f =1.921 to the PTB orbital energies of the
dimer, according to the following equation:

g i
1 · (EAB · f ) · g j

2 = Ji j
ab · f (6)

Ji j
ab,e f f =

�����
Ji j

ab · f � 0.5 · (Ei
mon1 + E j

mon2) · Si j
ab

1 � (Si j
ab)

2

����� (7)

The scaling factor f is determined by:

f =
Ân

i=1 |J
i j
ab(wB97X �D4)|/|Ji j

ab(method)|
n

(8)

whereas n denotes the total number of considered systems.
We determined the scaling factor on the HAB79 set and then
applied it to all other calculations. There are two drawbacks
of this procedure. First, the scaling of all values leads to in-
creased SD and RMSD compared to unscaled SQM methods.
Second, the scaling can accidentally introduce huge errors and
thus biases the statistical evaluation. Although, the calculated
scaling factor is not overly sensitive to the underlying test set,
it is sensitive to the elemental composition and the dimer dis-
tance. The transfer of this scaling factor to less common el-
ements, especially metals and metalloids, is not encouraged.
We advise to determine a new scaling factor for these special
purposes. No such scaling factors were applied to the other
methods, either because it was not necessary according to eq.
5, or because the chosen program package did not allow user
intervention.

A. HAB79

Fig. 2 depicts the correlation between different SQM meth-
ods and wB97X-D4/TZ2P reference coupling integrals Jab for
the HAB79 set.

FIG. 2. Correlation plot of different tested methods against wB97X-
D4/TZ2P references, for unscaled Jab in eV of the HAB79 bench-
mark. The black line denotes perfect correlation with the reference.

Except for ZINDO, all examined methods exhibit a
significant correlation with the reference values. Among
them, PBE-D4 best reproduces the absolute values, followed
by PTB. GFN1-xTB and DFTB3 perform equally, but less
well than PTB. While PBE-D4, GFN1-xTB, and DFTB3
exhibit a notable number of outliers near zero, PTB only
has two outliers. We will delve into this topic extensively
in Tab. I. Generally, PTB and other TB methods adequately
describe Jab to derive meaningful |Jab,e f f | without sacrificing
information, following the aforementioned global scaling
with f.

In analogy to Ref. 42 we applied a linear scaling to |Jab,e f f |
for all examined methods. Notably, this statistical scaling dif-
fers from the f =1.921 scaling factor introduced above due to
physical reasons. The scaling as proposed by Ref. 42 is based
on the inverse of the slope of linear fit functions (b denotes the
y-axis intersect and m the slope):

Xscaled = (Xunscaled � b) · 1
m

(9)

The linear fit functions of all examined methods and test sets
are given in the SI. Fig. 3 and Tab. I depict the resulting sta-
tistical measures.

For the full HAB79 set PTB yields the best results of all
examined methods, even better than PBE, closely followed
by GFN1-xTB. As noted above, ZINDO performs worst.
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FIG. 3. Statistical measures of different tested methods against
wB97X-D4/TZ2P references, for scaled |Jab,e f f | in eV of the
HAB79 benchmark with no outliers excluded.

TABLE I. Statistical measures, according to equations 6 to 13, of
|Jab,e f f | values calculated at different levels of theory for the HAB79
benchmark and compared to wB97X-D4/TZ2P references. Absolute
values are given in meV, relative ones in %. The set does not exclude
any outliers. ZINDO values could not be scaled due to missing cor-
relation.

PBE-D4 GFN1-xTB DFTB3 PTB ZINDO
MD -0.046 -0.020 -0.043 -0.004 0.208
MAD 0.051 0.032 0.053 0.033 0.392
SD 0.112 0.060 0.084 0.049 0.928
relMD -11.9 -4.8 -10.8 -0.9 59.3
relMAD 13.2 8.0 13.4 7.8 102.3
relSD 28.4 13.9 20.7 11.1 247.3
rS 0.808 0.779 0.699 0.794 -0.175
rP 0.451 0.637 0.55 0.762 -0.139

Another big advantage of PTB, besides its performance, is
its robustness. There are only two 2s -outliers among 79
systems, whereas GFN1-xTB features 11 outliers, PBE 12
outliers, and DFTB3 even 18 outliers. We could not spot
any similarities between the mentioned outliers such as
sharing a common structural feature or similar drawbacks
in the electronic description. Although in principle, outliers
could overestimate and underestimate the reference coupling,
only the latter occurs, resulting for instance from inaccurate
orbital energies, an altered orbital order, a wrong sign of Jab
(that may depend on very small contributions of the overlap
matrix), or general shortcomings of the DIPRO approach.

The linear scaling improves the tested methods by up to
65% in relMAD or up to 30% in relSD. In general, SQM
methods experience a much stronger improvement than PBE,
rendering them competitive to GGA DFT, but at a much lower
computational cost. Additional statistics for the unscaled val-
ues are given in the SI.

B. JAB69

Statistical results for the JAB69 benchmark are presented
in Fig. 4 and Tab. II

FIG. 4. Statistical measures of different tested methods against
wB97X-D4/TZ2P references, for scaled |Jab,e f f | in eV of the JAB69
benchmark with some outliers (e.g. due to convergence issues) or
elements excluded due to missing parametrization as mentioned in
Tab. II.

TABLE II. Statistical measures, according to equations 6 to 13, of
|Jab,e f f | values calculated at different levels of theory for the JAB69
benchmark compared to wB97X-D4/TZ2P references. Absolute val-
ues are given in meV, relative ones in %. No. 15 did not converge
with PBE and No. 19 not with ZINDO. There were no parameters
available for various residues from the CHNOSE subset in DFTB3
(No. 65, 66, 69) and ZINDO (No. 64, 65, 66, 68, 69 see Figure
1). Accordingly, the respective part of the statistics exclude the men-
tioned molecules.

PBE-D4 GFN1-xTB DFTB3 PTB ZINDO
MD -0.015 -0.002 -0.018 -0.002 0.031
MAD 0.022 0.059 0.061 0.039 0.109
SD 0.064 0.077 0.095 0.055 0.168
relMD -2.865 9.531 -0.242 6.338 55.681
relMAD 8.528 25.147 20.558 17.385 74.368
relSD 22.18 55.94 35.47 38.28 273.05
rS 0.972 0.858 0.819 0.904 0.381
rP 0.879 0.821 0.763 0.896 0.315
no. of molecules 68 69 66 69 63

PBE performs best on the JAB69 benchmark, followed by
PTB. ZINDO yields again the worst results, but in contrast
to the HAB79 set, the observed correlation allows for linear
scaling. This benchmark shows a significantly reduced
number of 2s -outliers compared to the HAB79 benchmark.
There are four outliers for PBE, one each for GFN1-xTB and
PTB, seven for DFTB3, and nine for ZINDO. Again, outliers
share no commonalities, except for No. 15, 16, and 17, that
we will discuss in detail. Excluding the outliers from the
statistical evaluation has fewer effects than in the HAB79
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benchmark; PBE experiences the strongest improvement with
4% in relMAD and 12% in relSD.

The advantage of employing a uniform scaling factor (f )
acting on the PTB dimer orbital energies is a significant
improvement in many results with minimal additional ef-
fort. However, there is a drawback when it comes to certain
molecules that are poorly described by such a simplified ap-
proach. This applies specifically to ethyne, ethylene, and cy-
clopropene (15, 16, and 17 in Figure 1), respectively. The
scaling factor of 1.921, as described in equations 6 to 8, de-
rived primarily from medium-sized molecules, proves to be
too large for these small systems. This scaling factor is size-
and distance dependent due to the spatial behavior of molecu-
lar orbitals and their overlap.

By increasing the system size of molecules like ethylene
and benzene, for instance, through the expansion into homol-
ogous rows of polyenes and acenes, the scaling factor con-
verges as the system size grows. Larger systems exhibit op-
timum scaling factors closer to 2, resulting in smaller final
values of |Jab,e f f |, which arises from the asymptotically de-
creasing electronic gap. Additional information on this topic
can be found in the SI.

The scaling factor is not ideally transferable to non-organic
elements such as heavier main group elements or transition
metals. Another drawback is the distance dependence of the
scaling factor. There are inherent differences in the decrease
of |Jab,e f f | between SQM and DFT methods due to the min-
imal basis set of SQM methods lacking long-ranged diffuse
functions. As the distance between coupling fragments in-
creases, the scaling factor also increases approximately linear.
The scaling factor does not exhibit any angular dependency.
Further details can be found in the SI.

Presently, our DIPRO implementation only considers single
orbitals for the calculation of coupling integrals, specifically
the HOMO/LUMO of each monomer if we are interested in
hole/electron couplings and transport properties. This may
result in significant deviations in |Jab,e f f | when dealing with
near-degenerate orbitals or cases where the orbital order has
been altered. Additionally, in special linear high-symmetry
situations like for ethyne, the local coordinate systems as-
signed to the individual fragments may differ from the local
coordinate system of the less symmetric dimer.

C. Challenging Systems

Relevant molecules for organic electronic applications
(e.g., OFETs, photodetectors, OPVs) are merocyanines.
Those have been studied and named in the late 40s59 as
dyes and photo-agents; and from the early 80s60 to today61

they have been utilized and extensively investigated as OSC
materials62,63. Recently, merocyanines have been studied for
applications in the field of bio-imaging ,64,65 optical sen-
sors for temperature,66 pH,67 or chemicals,68 photosensitiz-
ers in nanomedicine and cancer therapy,69,70 and antimicro-
bial drugs.71,72 The computational investigation of merocya-

nines is challenging due to their electronic structure, namely
the resonance between zwitterionic and neutral structures, and
thus strong electron correlation effects. Additionally, most
often a single-molecule approach, in contrast to a cluster-
aggregate or nano-crystalline approach, is not sufficient to
describe all properties of interest. Typically, range-separated
hybrid functionals (RSH) and high-level wave function meth-
ods like CASSCF/NEVPT2 or CCSD(T) are employed for ac-
curate examinations.73–75 Notably, the PTB method emulates
such RSH behavior and additionally is parameterized to yield
good hyperpolarizabilities, which are crucial for describing
merocyanines.76–78 Fig. 5 shows the molecular structures of
some merocyanines as well as packing motifs and |Jab,e f f | for
various SQM methods.

Among the tested SQM methods, ZINDO and PTB show
the best agreement with the reference wB97X-D4/TZ2P,
reproducing the order of magnitude as well as the relative
order of couplings. Noteworthy, the average coupling of
the investigated merocyanines is almost by factor 0.5 lower
than the estimated target accuracy of the SQM methods
as determined for the HAB79 and JAB69 benchmarks.
The very good performance of PTB and ZINDO for the
merocyanines is rather surprising. Firstly, merocyanines
are dipolar molecules with significant charge delocalization,
which is generally challenging for SQM methods to describe
accurately. Secondly, the diverse dimer packing motifs, rang-
ing from eclipsed stacking to in-plane coupling and various
close dimers (see Fig. 5c), pose a high challenge for SQM to
achieve a uniform treatment. Thirdly, the universal scaling
factor used in PTB is not tailored to merocyanines. Lastly,
the methods perform reasonably over a coupling range of
four orders of magnitude, i.e. spanning from 10�3 eV to over
100 eV, for most of which they have not been benchmarked.
Considering these factors, the remarkable correlation between
PTB and ZINDO is exceptional, particularly because ZINDO
has previously shown less favorable results in our JAB69 and
HAB79 benchmark study, and PTB has occasionally suffered
from overscaling (notably, only merocyanine 3a is over-
scaled). So far, we were not able to exploit the exact reasons
for the good performance of ZINDO for the merocyanines,
which is in contrast to the rather poor performance for the
benchmarks sets discussed above. Overall, these findings
highlight the favorable transferability of the DIPRO@PTB
approach to molecular materials with complex/challenging
electronic structure and conformational flexibility.

MOFs are relevant and emerging materials in the de-
velopment of modern organic electronics.79–81 They are
independent supramolecular building blocks that exhibit a
high degree of order and can easily be customized for special
applications. Furthermore, MOFs use the advantageous elec-
tronic properties of metals while only containing a minimal
amount of them, whereas merocyanines are purely organic. In
the following, we show the calculation of coupling integrals
for a large metal organic cage (MOC) with PTB. MOCs are
the one-dimensional variant of MOFs. Our test case is shown
in Figure 6.
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FIG. 5. Panel a): different kinds of merocyanines (1-4) as derived by combination of various donor (d) and acceptor (a) groups. Panel b):
molecular structures of donor and acceptor groups, with indication of different substituents, namely: methyl (me), normal-butyl (nBu), octyl
(oct) and pyrrolidine (pyrl). Panel c): sketches of possible intermolecular packing motifs. Panel d) coupling integrals |Jab,e f f | in eV for
different merocyanine dimers at different levels of theory.

FIG. 6. GFN2-xTB/ALPB(CHCl3) optimized structure of the exam-
ined MOC82 . Hydrogens are omitted for clarity, the two displayed
metal atoms are Palladium.

The examined MOC is an organic cage constituted of Pd-
linked anthracene panels encapsulating a C60 fullerene. Such
host-guest systems are dominated by non-covalent interac-
tions (NCIs) which are in general difficult to describe as they
rely on electron correlation effects. Dispersion corrected DFT
and the GFN-xTB methods are able to describe NCI systems
reasonably accurate. The |Jab,e f f | results for different meth-
ods are given in Tab. III.

The coupling integrals computed with the low-level meth-

TABLE III. |Jab,e f f | in meV for different methods and different com-
bination of molecular orbitals. h corresponds to the HOMO, h-1 to
HOMO-1, and l to LUMO.

orbitals
cage C60 wB97X-D4 PBE-D4 GFN1-xTB PTB PTBunscaled
h-1 h-1 22 10 13 12 5
h h-1 60 24 56 79 36
h-1 h 3 8 8 7 3
h h 23 21 38 57 24
h-1 l 40 155 86 72 33
h l 434 73 55 639 292
l l 20 18 68 10 4

ods exhibit good agreement with the wB97X-D4 reference,
both qualitatively and in terms of magnitude. Unfortunately,
it was not possible to test ZINDO due to the absence of pa-
rameters for Pd. As previously mentioned, the scaling factor
of 1.921 for PTB may not be suitable for extremely large or
small systems. Consequently, we also present the unscaled
values in this study. It is important to note that the compara-
bility of coupling integrals between different methods relies
on the similarity of the underlying molecular orbitals. The de-
gree of orbital delocalization and degeneracy increases with
the extension of the p-system. To address this issue, we con-
ducted a manual inspection of the molecular orbitals near the
active space and arranged the couplings to maximize the sim-
ilarity of transfer orbitals. Orbital visualizations are available
in the SI (Fig. S5). In terms of describing charge transfer
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integrals, PTB outperforms GFN1-xTB and PBE-D4 due to
its partial RSH character. Despite the inherent challenges as-
sociated with merocyanines as well as MOCs, such as high
correlation effects, large system size, intricate electronics, in-
clusion of metals, orbital ordering, and near-degeneracy, PTB
performs well in describing them.

Approximate computation times on a quadruple core com-
puter range from approximately one minute for GFN1-xTB,
around six minutes for PTB, and 30 hours for PBE-D4/TZ2P
to over five days for the wB97X-D4/TZ2P reference.

VI. CONCLUSION AND OUTLOOK

We utilized the recently developed semiempirical PTB
method in combination with the dimer projection method
DIPRO, to compute intermolecular hole transfer coupling in-
tegrals, denoted as |Jab,e f f |. To enhance the correlation with
the reference method wB97X-D4/TZ2P, we determined a ba-
sic scaling factor for PTB, resulting in an improvement of
up to 60% for the computed coupling values. Our study in-
volved testing several SQM methods on Blumberger’s HAB79
benchmark as well as our newly compiled JAB69 bench-
mark. The performance of all methods based on tight-
binding models was highly satisfactory after scaling, with
PTB even surpassing the previously assumed accuracy limit
of 100 to 120 meV in MAD for the JAB69 set. Specifically,
PTB achieved a MAD of 76 meV, while other tight-binding
methods exhibited MAD values around 260 meV and ZINDO
showed a MAD of 317 meV. PTB exhibited general robust-
ness against outliers, even slightly outperforming GGA-DFT
in this aspect. Additionally, PTB demonstrated the ability
to handle heavier main-group elements and transition metals
due to its comprehensive parameterization covering all ele-
ments. On the other hand, a major drawback of PTB is its
need for a system and distance dependent empirical scaling
factor. Furthermore, we demonstrated the transferability of
our approach to medium-sized merocyanines and large-sized
MOCs, both of which are prominent examples in organic elec-
tronics. The computational speedup of PTB achieved in calcu-
lating |Jab,e f f | for a MOC system with 446 atoms, compared
to GGA-DFT, is approximately 300-fold. Yet the PTB results
are in good agreement with the hybrid-DFT reference. Fur-
ther improvements for a better treatment of nearly degenerate
and partially occupied orbitals with the DIPRO approach are
already envisioned.
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