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Abstract—Public Internet of Things (IoT) platforms, such
as Thingspeak, significantly increased the availability of open
IoT data and enabled faster and cheaper development of novel
IoT applications by reducing or even eliminating the need for
deploying their own IoT sensors and platforms. However, open
IoT data is often heterogeneous, sparse, fuzzy, and lacks accurate
description (which we refer to as IoT metadata). These limitations
make open IoT data challenging to integrate and use, and
prevent the efficient development of IoT applications. In fact,
while several sensor data description models have been proposed
and standardized, open IoT data currently lack or include only
partial metadata description. Therefore, novel techniques for
automatically annotating open IoT data are needed to fully
unleash the power of open IoT. This paper proposes a novel
Metadata-Assisted Cascading Ensemble classification framework
(MACE) for the automatic annotation of IoT data. MACE is
capable of sequentially combining standalone classifiers, enabling
it to cope with heterogeneous IoT data and different domains of
information (e.g. numerical and textual), which have not been
considered previously. MACE incorporates a novel ensemble ap-
proach for automatically selecting, sorting, filtering, and assem-
bling classifiers in a way that improves annotation performance.
The paper presents extensive experimental evaluations of MACE
using public IoT datasets. Results demonstrate that the MACE
framework significantly outperforms existing solutions for open
IoT data by as much as 10% in classification accuracy.

Index Terms—Internet of Things, Classification, Annotation,
Open IoT Data, IoT Metadata, Sensors

I. INTRODUCTION

The connected future is set to be dominated by a significant
growth of the heterogeneous Internet of Things (IoT) devices
that are estimated to surpass the total number of mobile
phones by 2022 [11]. This has led to a phenomenal increase
in IoT data that is contributed by IoT devices across the
globe. A significant subset of IoT data is available for use
by any third-party IoT application via public IoT platforms

This paper is a significant extension of the conference paper [28] appeared
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[27] such as the Environmental Protection Agency (EPA)
(https://www.epa.gov/) and ThingSpeak (https://
thingspeak.com/).

In this paper, we refer to such IoT data as “open IoT
data”. Open IoT data offers enormous potential to address
grand challenges that have been too hard to solve before, in
domains such as Smart Cities, Healthcare and Environmental
Monitoring, as well as to enhance the participation of citi-
zens in traditional policymaking. Open IoT data dramatically
improves the effectiveness of environmental and smart city-
oriented solutions, by filling the gap of missing information
or anticipating obstacles (stemming from increased urban
migration, climate change, etc.) [27]. More specifically, var-
ious open IoT data projects are shaping smart cities of the
future, by relying on both institutional and crowdsourced
open IoT data. Examples include InfoAmazonia Colombia
(https://colombia.infoamazonia.org), the Open
Data Barometer (https://opendatabarometer.orq),
and BlindSquare (https://www.blindsquare.com)
among many others. However, the heterogeneity and ambigu-
ity of open IoT data significantly reduce the ability of IoT
applications to integrate and use such data. Heterogeneity
is due to the diversity in the type and the way IloT data
observations are made by different IoT devices and platforms
(e.g. different sensor type and accuracy, location discrepancy,
non-alignment in time, etc.) while ambiguity is caused by the
fact that open IoT data contributors use different annotation
policies, if any, to annotate the data.

The Semantic Web 3.0 vision has fueled the development of
several sensor data description models (e.g. Semantic Sensor
network and SOSA), capturing the IoT sensor description in
the form of metadata that includes an observation type (e.g.
temperature, humidity), and a corresponding unit of measure
(e.g. Celsius, Fahrenheit). However, most publicly available
open IoT data lack such IoT sensor metadata and, often the
type of the observation and its unit of measure produced by
the IoT device is unclear [39].



Such challenges demand the development of automatic
classification techniques for annotating public open IoT data
which makes the data usable by facilitating integration with
the IoT application.

To address these open IoT data annotation challenges,
this paper proposes Metadata-Assisted Cascading Ensemble
(MACE) - a novel ensemble classification framework to tackle
the challenge of annotating open IoT data. MACE incorporates
techniques to tackle heterogeneity and ambiguity issues by
classifying open IoT data that 1) lacks metadata description
and 2) provides partial, incomplete, or inaccurate textual meta-
data (e.g., an IoT device that produces temperature (IoT data)
may be described/annotated using non-machine-interpretable
names such as “temp”, or “t1”).

In our previous effort in addressing the problem of auto-
matic annotation of open IoT data [28] we established via
experimental evaluations that Time Series Classification (TSC)
algorithms, which have been used extensively in the literature
[2], do not perform well on open IoT data.

Thereby, we proposed a preliminary version of a sequential
ensemble classification approach, namely Top-k Sequential
Ensemble (TKSE), which produced promising results. How-
ever, in [28], TKSE only supported ensembling two layers of
classifiers, which were handpicked, i.e. there was no defined
rationale for choosing efficiently classifiers nor how to sort
them. In this paper, we build on our preliminary version of
a sequential ensemble classification and we extend the con-
cept into a more generic multi-layer classification framework,
namely MACE, with significantly improved classification ac-
curacy and strategies for multiple classifiers’ selection, order-
ing, and filtering. Novel contributions of this paper include the
following:

o A Metadata-Assisted Cascading Ensemble (MACE) clas-
sification framework for systematically and efficiently
annotating public open IoT data. MACE is a significant
improvement over TKSE [28]. In particular, we highlight
(i) novel heuristics for selecting and ordering classifiers
in MACE and (ii) novel strategies for filtering classes
between the ensemble of classifiers in MACE.

e« A new open IoT dataset for conducting experimental
evaluations involving open IoT data classification. We
produced this by extracting, cleaning, and manually an-
notating an existing dataset from ThingSpeak. We made
this dataset available online to support further research
on open loT.

o An extensive experimental evaluation that illustrates
the performance of MACE. In this evaluation, MACE
achieved a classification accuracy between 84% and 90%
which outperforms all existing classification techniques
for open IoT data.

The rest of the paper is organized as follows: § II provides
the background and the related work in the domain of IoT data
classification and annotation. § III defines formally the prob-
lem and describes the proposed MACE framework with novel
mechanisms for it to function effectively. § IV defines our
experimental setup and introduces the datasets used throughout
this study. § V details the experimental evaluations and § VI
concludes the paper.

II. BACKGROUND AND RELATED WORK

IoT data is typically conceived as ordered sequences of
sensor readings, which can be naturally seen as what in the
literature are called “time series”. Time Series Classification
(TSC) problems, indeed, differ from ordinary classification
problems in that data values are ordered (not necessarily in
the dimension of time). Within the last years, several TSC
approaches have been proposed [2] as alternatives to the One
Nearest Neighbor (1NN) approach using pointwise Euclidean
Distance as a similarity measure between series. The common
agreement among researchers as a “hard to beat” de-facto
standard distance measure between series is Dynamic Time
Warping (DTW) [3], for which several approaches have been
proposed in order to contrast its high time complexity [22].
The above mentioned are called whole-series methods, since
they extract similarities by pointwise comparisons over the
whole sequence. Other recent TSC approaches are shapelet-
based, which aim at finding a subsequence, called ‘“shapelet”,
yielding the highest information gain that can discriminate
among classes within a tree-based classification algorithm
[41][33]. A third type of method, namely dictionary-based
approaches, splits the time series in time windows and extracts
patterns out of each window as features. Such methods tend
to be faster than the aforementioned ones due to feature
numerosity reduction. Examples are Bag-of-Patterns (BOP)
[25], which uses piecewise aggregate approximation (PAA)
through Symbolic Aggregation approXimation (SAX) words
[24] and Bag-of-SFA-Symbols (BOSS) [37], which encodes
subsequences through Discrete Fourier Transform (DFT).

In contexts where the inference is uncertain, ensemble
algorithms have been shown to be able to capture different
facets and types of data distribution [35]. Ensemble methods
can be further divided into styles of parallel and sequential,
where in the first case a number of classifiers are built/trained
independently on the original data and the class of an unseen
example is guessed by aggregating the outcomes of each
parallel classifier (e.g. through bagging, voting, stacking); in
the second case, classifiers function together in a pipeline with
each taking input from the output of the previous classifier
(e.g. boosting, cascading). In this paper, we promote the use
of cascading classifiers [1], a type of ensemble where a single
classifier is active at each time. This is a convenient choice
when the data to be classified is heterogeneous and each
standalone classifier is able to discriminate certain classes
or domains with high accuracy, but is unable to classify
other categories of objects [15]. Cascading classifiers, even
in recent literature, mostly operate by applying classification
models in sequence until a certain threshold of confidence is
reached, such as in [4]. Another example is the work in [5], in
which authors apply repeatedly binary classifiers to obtain a
filtering-based ensemble applicable to a non-binary problem.
They order classifiers by applying first the most confident
ones (confidence is measured through multiple metrics).
In this paper, we make use of a class filtering process in
which classifiers are selected and ordered a priori and then
classes are filtered out at each stage, which is poorly explored
in literature. A similar approach is found in [32], — they



denominate it a “class set reduction” — in which a genetic
algorithm is proposed as a meta-heuristic method to find the
best combination and ordering of classifiers to be included.
Differently from our approach, they only explore a reduced
case study of two classifiers, whereas our solution supports
n-classifiers, including strategies for ordering them, and is
supported by extensive experimental evaluations including up
to 5 classifiers.

The classification of open IoT data stemming from
heterogeneous IoT devices has been investigated in the
literature. The work in [8] proposes a PAA-based approach
that treats the sensor data classification as a dictionary-based
TSC problem and uses interval slopes as features. A different
approach was taken in [6], aiming to assess the validity
of open IoT data by comparing it with certified ground
truth. In [27] open IoT data was classified using only the
metadata provided, i.e. the user-assigned stream name. More
recently, other research efforts have been conducted in this
research domain, particularly oriented to the inference of the
sensor type in building automation systems (BAS) application
domain [14][19][18]. The majority of these works leverage
TSC, while few others use the metadata associated with
sensors [13]. A more recent work classifies numerical data
from sensors through Image Encoded Time Series (IETS),
also assessing the high performance of statistical features
[20]. TSC and semantic inference methods, however, work
well when the physical place to be monitored is small enough
so that similar sensor readings tend to have a consistently
similar trend and similar metadata encoding. On the other
hand, outside the BAS application domain, there is a need
for a combined approach and very little research has been
conducted in such a direction. We also acknowledge related
work in the field of classification of IoT data and devices
from their network traffic profiles. It is the example of [40],
which uses a multi-stage classification algorithm based on
several domains of information, [30], which proposes a
probabilistic framework using stacked autoencoders, and [26],
which uses random forest trained on a whitelist of devices to
identify possibly malicious ones in a network. However, these
studies assume that IoT devices provide access at network
level, which is usually not the case for open IoT data.

In summary, heterogeneous open IoT data obtained from
open data sources often faces the drawback of being unlabeled
(lack of metadata) and sparse, leading to hardly intelligible
data values. Even in instances where some metadata is avail-
able, the meaningfulness of this metadata varies significantly,
posing challenges in classifying the open IoT data. TSC
algorithms, which have been used extensively in literature
[8], bear in general low performance on open IoT data, as
the data heterogeneity hinders the discovery of discriminant
patterns. Our preliminary work [28] was the first approach
that employed ensemble methodologies in order to consider a
combination of both numerical characteristics of the open IoT
data and its metadata for classification, however, the solution
only supported two handpicked classifiers. Therefore, the work
presented in this paper is, to the best of our knowledge, the

first complete approach able to combine automatically and
efficiently an arbitrary number of classifiers for the task of
open IoT data annotation.

III. METADATA-ASSISTED CASCADING ENSEMBLE
(MACE) ALGORITHMIC FRAMEWORK

In this section, we outline the problem of classifying open
IoT data in order to enable automatic annotation and propose
to tackle it through our algorithmic framework. Hereafter, we
will use the term “datastream” to refer to an individual series
of chronologically ordered numerical sensor readings — in this
paper, these are also referred to as “observations” or “measure-
ments” — each of them produced by a single real or virtual IoT
sensor, together with its metadata. Therefore, we assume that
each sensor reading of a single datastream is about a single
data type (e.g. temperature). To avoid misinterpretations, a
datastream is not necessarily bound to the classic concept of
streaming [29], instead, datastreams can also be stored and
queried through offline batch analyses.

A. Problem Formulation

Formally, we are given n IoT datastreams NS =
{Sl,Sz, .. .,Sn} and Vi € [1,TL] 0 S5 = {Di,Ri}. Specif-
ically, D; represents a dictionary of metadata (e.g. XML-
like attribute-value pairs) with or without annotations (i.e. the
attribute has a value or not). The time-ordered fractional sensor
readings are contained in tuple R, = (r;1,7i2,...,7im)
that resembles a numerical time series. Each r; ; is a read-
ing from ¢-th stream at time 7;. For instance, consider a
temperature stream S; with annotated metadata name and
description while the annotation for metadata type is missing;
then D, = {(name : “outdoorTemp”), (description
“ESP8266 with DHT11”), (type : “ 7),...} and R; could
be (21.5,23,25.4,...). Without loss of generality, we assume
datastreams to have the same temporal length m (thus, NS
can be viewed as a column-ordered matrix of size n X m) and
time intervals {7;;1 — 7;} between two consecutive readings
in each datastream are near-uniform.

As, in our scenario, several textual metadata type values
that indicate the classes of datastreams are missing, the goal
of the annotation problem is to recover the datastream classes
(the type value in {D,}) from both the information of sensor
readings and the available metadata. When both are available,
then we are in presence of data from multiple information
domains. To achieve this goal, the possible categorical types
are mapped to numerical labels {y;} first, i.e. datastreams are
transformed to the form {S;,y;}. Then, datastreams in NS
are split into a training set with size ¢ and a test set with
size n — t. Specifically, from the training set, existing classes
are mapped to ¢ distinct numerical labels L = {l,1la,...,l.}
and, normally, ¢ < n. In the training phase classifiers are built
for the later testing phase to infer, from L, which class each
missing y; in the test set belongs to. In the following, § III-B
adopts the formulation/notation defined here. Throughout the
paper, we use bold symbols to denote multi-dimensional data
structures such as vectors, matrices, and dictionaries. Note
that, for the sake of simplicity, in our problem formulation
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Fig. 1. A pictorial overview of the MACE framework.

the rype metadata embeds any attribute-wise data class. This
means that if a data type would ideally include one or more
sub-types, then we flatten such a hierarchy by making each
sub-type a type of its own. For instance, if a scenario admits
the temperature to be measured both in Celsius and Fahrenheit,
then this would result in two totally detached types; the
same applies, e.g., for indoor and outdoor temperature. In
practice, we assume observations belonging to the same fype
to have compatible behaviors, which is necessary for applying
supervised approaches.

B. An Overview of the MACE framework

In this section, we propose a Metadata-Assisted Cascading
Ensemble (MACE) algorithmic framework. For each unclas-
sified datastream, MACE acts as a filtering-based multi-class
cascading framework which, at each step, selects from the
output of the current standalone classifier the most probable
remaining classes that the next classifier must consider (i.e. an
“output-filter-relay” cascading process).

The overall mechanism of p-stage MACE (where p is the
number of selected standalone classifiers in the ensemble)
is displayed in Figure 1. Following the formulation from
§ II-A, suppose that a set of © supervised classifiers I' =
{T'1,...,To} are independently trained on the same training
set TRAIN = {(S1,y1),...,(S¢,y:)} with ground truth
classes |[L| = ¢ and Vi € [1,t] : S; = {D;,R;}. Then
the testing set is TEST = NS\TRAIN with datastreams
having unknown class labels. For a test example (T,y) €
TEST, its class y can be easily inferred from a standalone
classifier such as I';('T) that outputs a rank/tuple of classes in
L (descendingly ordered by classification probabilities) for T.

On the other hand, within MACE we define the composed
filtering classifiers in an ordered cascading ensemble as func-
tions I' = fl, R fp . Let Cout i be the filtered output class
tuple from classifier ¢ and f be the class filtering function (to
be described later), then we have

Cout,l = 1—?1(’:[‘71_‘17 L) = Fl(T) (1)
Vi € [2,p] : Couti = Li(T, Ty, f(Cout,i-1)) 2

where equation (1) is the base case and for (2) we define

Li(T, Ty, f(Couti—1)) = Ti(T) N f(Coutiz1)) (3
and denote N as an order-preserving (according to the tuple
operand) intersection operator between a tuple output from I’
and a filtered class set from f (both contain elements in L),
rather than its conventional use between two unordered sets.

Hence, we can regard f as a filtering or mapping function that
always keeps high-probability classes (i.e. top-ranked classes)
for the multifaceted considerations of a series of classifiers or
otherwise removes low-probability classes. For instance, for
a test example, T assuming initially there are 5 classes such
that L = {1,2,3,4,5} to be chosen from and the first two
standalone classifiers (without filtering) produce class ranks
I'(T) = Cout,1 = (2,4,5,3,1) and T'y(T) = (3,4,5,2,1)
respectively. Further, we assume, with the involvement of
a filtering strategy/rule the first filtered class set becomes
f(Cout,1) = {2,4,5}. Therefore, the sequentially ensembled
class output from the second classifier evaluates to Coyut,2 =
(3,4,5,2,1) N {2,4,5} = (4,5,2), preserving the ordering
in T'2(T). Note that in the above recursive formulation (2)
of the MACE framework, the ensemble outputs follow the
property that Vi € [2,p] |Cout.i] < |Couti-1| due
to |f(Cout,i)] < |Cout,il, and in the end |Coutp| = 2
containing its TOP-1 result as the final class prediction. In
other words, in the testing phase, MACE creates filters by
consecutively applying the filtering function f on output ranks
Cout,la ey Cout,p until |f(Cout,p)‘ =1.

The training phase of MACE is composed of the following
two Cross-Validation (CV) steps:

o Stratified K-fold Cross-Validation with standalone clas-
sifiers from T.

o Stratified K-fold Cross-Validation with the cascading
ensemble T

Together above with the MACE recurrence relation formula
(2), the first CV step is to determine the final selection and
ordering of standalone classifiers (§ III-C) from {T'y,...,T'g}
for composing an ordered sequential ensemble <f1, e ,fp .
The second CV step is for training the designed filtering
strategies (§ III-D) in MACE, that is, training the parameter of
f. We pick the fold number K = 5 for both CV steps while
stratification ensures classes are balanced in the training set.
In the rest of this section, we detail both CV procedures.

C. Selecting and Ordering Classifiers

It is not hard to see that, despite the performance of
individual classifiers, the efficacy of MACE heavily relies
on the organization and configuration of cascading classifiers.
Deciding an optimal subset I C T' of standalone classifiers
to form T' as well as their optimal ordering in r implies
a computationally intensive cross-search phase in which we
need to evaluate all the k-permutations of © elements for
each k < ©. To overcome this issue, we instead propose two
simple yet effective and efficient heuristics in MACE for (i)
selecting the subset of classifiers and (ii) ordering them. Let
us first define the top-accuracy of a standalone classifier T';
with a function A;(k) that returns the K-fold CV accuracy
of its top-k predicted classes ranked by probability. In other
words, the function calculates the percentage of true positives
included in the classifier’s predicted top-k rank over all test
examples. For instance, 4;(1) is the actual accuracy of T';,
while, by construction, Vi : A;(c) = 100%. Furthermore, all
A; (k) functions are monotonically increasing by construction.



In order to decide IV from I', we employ a dominating
heuristic based on the top-accuracy values of standalone
classifiers. Now, given the top-accuracies, we would ideally
keep in I only the classifiers from I that have the best top-
accuracy for at least one value of k. In other words, only non-
dominated classifiers are kept where, conversely, a dominated
classifier i satisfies:

ke [Ld B £ Ak) > A(k). @

In order to determine f‘, selected classifiers in I'V are ordered
based on another backward search heuristic as follows. The
classifier search starts backwards from the largest £ = ¢ down
to k = 1. At any ¢ > k > 1, the dominating classifier with the
highest top-k accuracy has an index arg max; A;(k) (ties not
allowed) and the heuristic composes the ensemble with such
unique dominating classifiers found from backward search as

= <Farg max; A;(k1)» Farg max; A;j(k2)s - Faurg max; Ai(kp)>

®)
where ¢ > k1 > ko > ... > k, > 1 and the constrained
unique condition in the search is:

Vje[l,p],he[j+1,p]: argmax A;(k;) # arg max A, (kp).

(6)
Essentially, the condition is to decide what the discrete
points k;’s are for extracting unique classifiers in a backward
non-repeatable fashion. The search is also made more efficient
with the dominating heuristic applied before in order to
remove the dominated classifiers. The rationales behind our
dominating and backward search heuristics are i) classifiers
performing better for higher values of k& are suitable as front
filtering classifiers as they are likely to get rid of wrong
classes at an early stage; ii) vice versa, classifiers performing
better for lower values of k are more powerful in guessing
the right class in the end, becoming a much easier task
when many wrong classes have been already filtered out; iii)
classifiers consistently performing worse than others should
not be included in the ensemble. The effectiveness of the
heuristics is demonstrated later in § V. In particular, examples
of these heuristics in practice are given in § V-B.

D. Class Filtering Strategies

A cascading filtering strategy defines the filtering factor/ra-
tio/map between every two consecutive cascading classifiers
in MACE. In order to properly configure p selected and
ordered classifiers to achieve better performance, the filtering
function f aiming at gradually removing wrong classes has
to be determined, since, an inappropriate filter would impact
negatively on the performance by either missing many classes
or introducing much noise. The straightforward approach is
a top-k filtering strategy that tries all discrete values of
k € [c] and chooses, at each filtering step w, the optimal
top k. classes to keep from Cgyt,w Which yields the highest
accuracy in the second CV step for training the cascading
ensemble I'. However, such a method would imply trying
all the possible values of k£ for each of the p — 1 filtering
steps, i.e. as slow as taking O(cP~!) computational steps. For
this reason, we extend f to be a generalized function such

that Vu € [1,p] : ky, = f(z, Cout,u) Where z is a constant
filtering parameter. Such generalized definition reduces the
ensemble parameter space into a common filtering parameter 2
to be optimized across all classifiers. In terms of computation,
this cuts the number of CV steps down to O(1) (i.e. cross-
validating the ensemble over all the possible values of z,
which is constant). Function f and its parameter z can be
designed differently for different filtering strategies. Here, we
propose three specific filtering strategies that will be used in
our experiments. The filtering strategies are named Top-k, PF,
and SoF and are grouped into two macro-categories that will
be described below: rank-based and distribution-based.

1) Rank-Based Strategy: This category of strategies aims
to directly extract the most likely classes from the produced
rank of output classes, that is, the list of classes descend-
ingly ordered by their output classification probabilities. The
straightforward Top-k strategy, which simply slices from the
top of the rank by directly specifying a value of k for each
filtering stage, is a part of this category. However, this strategy
suffers from computational inefficiency in searching fixed k’s
as stated above. In order to overcome this issue, we revise
the Top-k strategy such that the number of filtered classes
between two sequential stages is determined heuristically as
the maximum value of k at which the former classifier I'; gets
dominated by the latter fH_l, i.e. the maximum k such that
A;11(k) > A; (k). For instance, let us consider two classifiers
T’y and Ty, such that I';, gets dominated by I'y, for k > 6, i.e.
the top-accuracy of I'y, is greater than that of I', for such values
of k. Then, after ordering the classifiers as T = (T',, T';), the
Top-k strategy selects heuristically as 6 the number of top-
ranked classes to be kept after applying I'.

We also define another rank-based adaptive strategy called
Percentage Filtering (PF), which is defined by Vu € [1,p] :
kv = |f(2,Coutu)]l = [7 - |Cout,ul] Where z € (0,1).
The generalized function f simply specifies the top-ranked
k, classes to be kept in a filter in terms of a ratio over the
size of output classes. For instance, if z = 0.25, then the upper
quartile of C,y¢ is passed onto the next cascading stage. Note
that when the size of cascading ensemble p = 2, PF is similar
to top-k, for which PF can be seen as its generalization.

2) Distribution-Based Strategy: This category includes
strategies taking into account the distributions of probabilities
output by the classifiers in order to locate the portion of
classes to be passed on. Under this category, we define
an alternative strategy called Survival of the Fittest (SoF),
which keeps the classes such that P(l) > p + zo, where
P(1) is the probability attributed by a classifier to a class [,
w1 is the mean of the normalized classification probabilities
and o is the standard deviation of these probabilities,
tuned by a parameter z. Then, SoF can be defined by
Vu € [1,p] : (2, Coutu) = {l € Cout,u | P(I) > py + 204}
This way, only outstanding classes are selected, also, this
strategy produces filters of adaptive sizes as different unseen
examples can cause different -classification probability
distributions.

Algorithm 1 below summarizes the entire algorithmic pro-
cess of the MACE ensemble classification framework. The



feature extraction (line 1) is a generalized process depending
on the type of features needed by the single standalone
classifiers. Used standalone classifiers are detailed in § V.
After such step, for notation simplicity, TRAIN and T are
substituted with extracted feature data to be trained and tested
respectively. In addition, the cascading process (lines 6-10) in
the algorithm exits either when |Cout| = 1 (perhaps several
classifiers are left unused) or I',, is the last classifier in the
cascading ensemble.

Algorithm 1 The overall algorithmic process of MACE
Require: Training set TRAIN = {(S1,¥1),...,(St,y:)}, a
test example (T,y) € TEST, a set of O classifiers T’

Ensure: output y € LL
1: extract classes L and features for TRAIN and T
# Training phase
2: perform stratified K-fold CV with each I'; € T on
TRAIN to extract top-accuracies A;’s
3: select IV C T according to dominating heuristic eqn (4)
4: order I to form T’ according to backward search heuristic
eqns (5) and (6)
5: select a filtering strategy f with parameter z and perform
stratified K-fold CV with T to train z on TRAIN
# Testing phase
6: Cout = I'1 (T,I'y,L) # I';’s are computed from eqn (3)
7: for fu er \ fl based on the ordering in I do
8
9

C:out,u = Fu(T7 Fuv f(zv Cout))
: Cout = Cout,u
10: end for
11: return y = top-1(Cout)

IV. EXPERIMENTAL SETUP

We evaluate our proposal by running three types of exper-
iments. In the first experiment (§ V-A) we test individually
a large set of standalone classifiers as a baseline against
our open IoT datasets. In the second experiment (§ V-B)
we present the overall performance of MACE against the
baseline. This experiment has multiple goals: first of all, it
shows that our MACE heuristic ensemble strategy outperforms
all the standalone classifiers that are part of it, while still
holding a comparable training time. In fact, the whole process
takes two CV steps: the top-accuracy estimation, which takes
O(|T|-t- K) (where t is the average time taken by standalone
classifiers and K is the number of folds in the CV stage), and
the tuning of z, which takes O(|T'| -t - K - Z) (where Z is the
number of tested z values). Since K and Z are small constants,
the time becomes O(|T'| - t). Furthermore, we show how this
method outperforms Majority Voting, a widely used parallel
ensemble strategy with comparable training time. Finally, in
the third experiment (§ V-C) we evaluate the effectiveness
of our heuristics for selecting and ordering classifiers against
all the other possible combinations of classifiers obtainable
from the same initial pool. This experiment is twofold: we
compare the accuracy of the MACE heuristic ensemble first
with its brute-force optimum and then with the whole set of
all possible combinations and orderings.

In all experiments, we performed a stratified split over
the datasets assigning 70% to the training set and 30% to
the test set. All tested algorithms in this paper are imple-
mented in Python 3.6.9 on top of scikit-learn [31]
for the standalone algorithms, except the implementation of
BOPF [23], for which we used the original C++ code pro-
vided by the authors. The code of the MACE framework
is available at https://github.com/matteodeggi/
IoT_Classification.

In the remainder of this section, we detail our open IoT
datasets and describe briefly all the standalone classifiers used
in the experiments.

A. Open loT Datasets

Here, we introduce the open IoT datasets we have created
by extracting and cleaning open IoT data obtained from
public data sources. The datasets cover a good represen-
tation of publicly available IoT data that differ in spatial
granularity ranging from city-wide area, region-wide area to
country-wide area. Specifically, the ThingSpeak dataset is
our contribution to the current literature as we performed
the extraction and it needed a thorough adaptation including
cleaning and pre-processing to be used for the problem of
annotation. The datasets are available at https://github.
com/stradivarius/TSopendatastreams.

1) ThingSpeak (abbr. TS): a dataset that we extracted
from the online cloud platform of the same name (https:
//thingspeak.com/) to which users can subscribe and
push sensor data produced by their IoT devices onto personal
public “channels” through dedicated APIs. Each channel hosts
a set of datastreams (one for each measurement made by
the sensor connected to the IoT device) and user-annotated
metadata: a name, a description, a name for each datastream,
and a geolocation in GPS coordinates. Metadata is user-
assigned, thus it can vary in accuracy significantly. We created
our dataset in a similar way as in [28], with a significant
improvement both in the methodologies and in the number of
resulting instances. We scraped all the TS channels (756,322
at the time of writing) through a dedicated HTTP call' that
returns a JSON object, containing the metadata and the last
8000 readings in year 2019 from the datastreams belonging
to the queried channel. Subsequently, all the datastreams were
made independent from their channel, filtering out those with
either no location data, a poor amount of sensor readings or
no public access. We then clustered, for each datastream, the
data points in 15min time chunks and kept the average as a
single data point value for each of them. In order to make the
datastreams consistent with each other, we also operated a spa-
tial and temporal clustering to select a country-wide area with
a reasonable number of observations within a reduced time
window (~24hrs). Hence, we applied a DBSCAN algorithm
[38] to all the locations of the datastreams isolating the major
clusters. As can be seen in Figure 2(a), the clusters roughly
reflect the continents. We then selected the most populous one
and operated a second filtering DBSCAN to identify the most

'https://thingspeak.com/channels/{#channel}/feed.
json?results=8000\&start=2019-01-0100:00:00
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Fig. 2. Spatial clustering operations through DBSCAN in building the TS dataset. The number of dots per cluster is indicated in the legend.

densely populated country-wide area. Figure 2(b) shows the
chosen area in Europe, which comprehends parts of Germany,
Poland, Czech Republic, Slovakia, Hungary, and Austria. At
the same time, we identified the best time window by cluster-
ing the measurements per day and selecting the day for which
the number of datastreams with at least 1) observations in such
day is maximum. The parameters ) for temporal clustering
and the parameters € and min_samples for DBSCAN have
been tuned experimentally through a grid search. Finally, we
homogenized all the datastreams interpolating the missing
points by means of cubic splines, then we annotated manually
the dataset, filtering out datastreams for which the class was
uncertain from human analysis (after an automatic preprocess-
ing which includes translation into English through Google
Translate API). The final dataset contains 2121 datastreams
with metadata (therefore, with multiple information domains),
each of them with 96 data points and belonging to 21 different
classes: appliance temperature, humidity, pressure, indoor air
temperature, outdoor air temperature, wind speed, light, air
quality, wind direction, wind temperature, voltage, current
intensity, wireless RSSI, heat index, dewpoint, rain index, UV,
PM 1, PM 2.5, PM 10 e CO,. This dataset is released publicly
by us and comprehends a country-wide area.

2) Swiss Experiment (abbr. Swissex): is a web platform
that enables publishing environmental sensor data located
within the Swiss Alps mountain range in real-time. Data
is highly noisy, comes from different microscopic locations
and it is taken within different time spans. The sampling
rate is also different among sensors making the phase shift
of data series very significant. Neither semantic annotation
nor timestamps were originally provided. To the best of
our knowledge, the Swiss Experiment dataset (for which an
annotated version is available at http://lsirpeople.
epfl.ch/gvhnguye/benchmark/) is one of the few
IoT heterogeneous datasets used in research for tasks similar
to ours [8]. The dataset contains 346 datastreams without
metadata (therefore, with a single information domain), each
of them with 445 data points and belonging to 11 different
classes: COy (carbon dioxide), humidity, lysimeter, moisture,
pressure, radiation, snow height, temperature, voltage, wind
speed, and wind direction. The original data is organized in
time series of slightly different lengths, therefore we cut each
time series to the length of the shortest stream in the dataset.

Swissex is an example of a region-wide dataset.

3) Urban Observatory (abbr. UrbObs): is a pioneer-
ing programme led by the University of Newcastle within
the development of an urban sensor network in the
city of Newcastle, UK, which produces publicly avail-
able real-time environmental data [21]. The data from
one day has been extracted from http://newcastle.
urbanobservatory.ac.uk/ and pre-processed into a
dataset of 1065 datastreams without metadata (therefore, with
a single information domain), each of them with 864 data
points and belonging to 16 different classes: NOy (nitrogen
dioxide), wind direction, humidity, wind speed, temperature,
pressure, wind gust, rainfall, soil moisture, average speed,
congestion, traffic flow, journey time, sound, CO (carbon
monoxide), NO (nitrogen monoxide). IoT data in this dataset
is highly correlated, both because the region of interest is
city-wide and because it comes from the same source. As
a matter of fact, the UrbObs data does not suffer from the
open crowdsourced open IoT data issue reported in § III, as
data is actually annotated; we used it as a comparison for our
methods.

B. Standalone Classifiers

For our experiments, we make use of three families of
supervised classification algorithms: Time Series Classifica-
tion (TSC) algorithms, standalone classifiers learning from
our engineered statistical features, and a Natural Langauge
Processing (NLP) classifier using metadata.

1) Time Series Classification (TSC) Classifiers: TSC is the
state-of-the-art approach adopted to address the problem of
annotating open IoT data, which, being by nature organized in
series, appears to be highly suitable for this type of algorithms.
We make use of the following well-known TSC algorithms:

o One-Nearest-Neighbor with Euclidean Distance (INN-

ED): a whole-series naive method that operates a 1NN
approach using the sum of the distances of data points
between two series.

e One-Nearest-Neighbor with Dynamic Time Warping

(INN-DTW): considered the golden standard in TSC, it is
a whole-series method that operates an optimal alignment
between two series when calculating the distance. Despite
being well-performing it is computationally expensive.
We use the fast implementation presented in [36].



e Bag of Pattern Features (BOPF): a linear-time dictionary-
based algorithm using the information gain of SAX-
encoded patterns [23].

e Slope Distribution Encoding (SDE): a dictionary-based
algorithm that has been used in literature to deal with
IoT data, therefore meaningful for comparison [8].

o Learning Time-Series Shapelets (LTS): a shapelet-based
algorithm that finds a matching of subsequences in series
with a high information gain [17].

2) Bag-of-Summaries (BOS) Classifiers: With Bag-of-
Summaries (BOS) we mean a set of statistical features ex-
tracted from a time series that leverage different aspects and
therefore can provide several planes of separation between
classes depending on their information gain. More in de-
tail, we extracted 11 features from the datastreams without
normalization: mean, median, maximum, minimum, standard
deviation, root mean square error (RMS), quantile, inter-
quantile range (IQR), kurtosis, and range. With the engineered
feature sets, we then experimented a set of standalone vanilla
classification algorithms widely used in machine learning:
C4.5 Decision Tree, Support Vector Machines (SVM), k-
Nearest Neighbors (kNN), Logistic Regression (LR), Ridge
Classifier and Gaussian Naive Bayes (GNB). These algorithms
have been optimized via a grid search on their parameters.
Together with standalone classifiers, we also experimented
standard ensemble classifiers using two approaches that rely on
the replication of one base classifier either in parallel (bagging)
or in sequence (boosting). For both categories we chose
decision tree as a base classifier, resulting in Random Forest
(RF) for bagging ensemble and Gradient Booster (GBoost) for
boosting ensemble.

3) Metadata-Based NLP Classifier: As said, sometimes
open IoT data comes with textual metadata (in our case the
TS dataset) that carry meaningful information. In particular,
MACE takes into account the datastream name, other metadata
such as description and channel name can also be considered.
Since most datastream names are in the form of abbrevia-
tions, a fuzzy string matching-based classifier focusing on the
“shapes” of words would be more appropriate than a semantic-
based NLP classifier. Building on such considerations, a sim-
ple supervised dictionary-based NLP classifier is adopted with
its earlier version introduced in [27]. Algorithm 2 outlines the
classification algorithm: in the training phase, a “dictionary”
for each class L; € L is constructed in the form of Bag-of-
Words (BOW;) including all datastream names in metadata
attributed to datastreams within the same class (line 2); in
the testing phase, for each class L;, the respective minimum
edit distance d; = min{ed(w,s)|s € BOW;} of a testing
example w is computed (lines 4-5). The predicted class is the
one with the minimum edit distance; we also compute the
probability of belonging to a class by inverting and normal-
izing the distances. We chose as ed the Damerau-Levenshtein
edit distance [10] normalized by the maximum length between
two words, which is why we name the classifier Dictionary
Damerau-Levenshtein NLP (DDL-NLP). Other edit distances,
such as the Jaccard and the Jaro-Winkler, have been tested
with slightly inferior accuracies.

Algorithm 2 DDL-NLP Algorithm
Require: Training set TRAIN = {(S1,v1),...,(Se, %)}
test example (T, y)
Ensure: y € {1,2,...,c}
1: for all (S;,y;) € TRAIN do
2 BOW,, < D;('name’) # S; ={D;,R;}
3: end for
4: for j:=1to c do
5. dj = min{ed(D('name’),s) | s € BOW,}

#T={D,R}
6: end for
7. return y = {L; | d; € min{d,,...,d.}}

V. EXPERIMENTS

In this section, we assess the performance of the MACE
framework with all the cascading filtering strategies proposed
in § III-D. By using the MACE framework we imply that the
ensemble of classifiers are selected through the dominating
heuristic and ordered through the backward search heuristic,
both introduced in § III-C, as they are embedded in the
framework itself.

A. Performance of Standalone Classifiers

The accuracy of the considered TSC and BOS standalone
classifiers across datasets can be observed in Figure 3, while
the DDL-NLP classifier has been tested separately. TSC clas-
sifiers (Figure 3(a)) have been applied both on z-normalized
data — as per their canonical application — and on non-
normalized data. From the figure, whole-series algorithms have
decent performances on non-normalized data, better than their
normalized counterpart; this happens because such methods,
in contrast with the others, can capture properties of the data
magnitude when applied to non-normalized data. However,
looking at the performance of other TSC algorithms, we
realize how data trend is not a sufficient discriminant. Both
shapelet-based and dictionary-based algorithms fail across IoT
datasets, with the exception of the city-wide UrbObs, on which
BOPF yields an acceptable accuracy.

The performance of the considered running standards clas-
sifiers on BOS features across open IoT datasets can be
observed in Figure 3(b). It is immediately noticeable that BOS
algorithms perform better than TSC algorithms, as they can
capture several characteristics of the data types that are not
necessarily connected with their trend (e.g. how a temperature
stream typically looks like, rather than the similarity between
two temperature trends). As BOS features can capture different
facets of data distribution, choosing sequentially which classes
they discriminate the most is typically a tree-based approach,
in fact, we observe that a simple decision tree outperforms
most TSC classifiers and RF, being its ensemble, appears to
be the most promising classifier for these open IoT datasets.
We also observe that the golden standard non-normalized
INN-DTW achieves similar performance, because it is able
to capture in a different way the similar characteristics as
BOS features do, however, we recall that it is an exceptional
overkill for this problem as it is computationally much more
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Fig. 3. Performance evaluation of TSC and BOS standalone algorithms with optimized parameters against the open IoT Datasets

expensive than BOS methods by several orders of magnitude
[28]. The DDL-NLP algorithm standalone (not shown in the
figure) yields an accuracy of 73.2%, which is aligned with the
best-performing BOS classifiers, although using a completely
different dimension of information.

B. Accuracy and FI-Score of the MACE Framework

This experiment aims to evaluate the performance of the
MACE framework given a sufficiently comprehensive ini-
tial pool of classifiers I'. The pool has been defined so
that |T'| = 5, as a higher number would jeopardize our
capability of evaluating the dominating heuristic against an
optimum (see § V-C), which means brute-forcing over all
the possible combinations and orderings of the classifiers.
As a result, we did not consider classifiers that have poor
standalone performances (such as Ridge classifier or BOPF)
as well as those that have an impractically long running time
(such as INN-DTW). The final pool of classifiers is I' =
{INN-ED, GradBoost, RF, kNN, SVM} for UrbObs and Swis-
sex and I' = {INN-ED , GradBoost, RF, kNN, DDL-NLP} for
ThingSpeak. The rationale behind this choice is that, when
possible, we want to exploit classifiers operating in different
domains, in order to bring much more expressiveness to the
final ensemble. ThingSpeak possesses metadata as a powerful
source of alternative information from a “different point of
view”, which is highly desirable in ensembles. This is why
we included DDL-NLP in its pool. By using these initial
pools we executed the MACE framework by using all the
filtering strategies reported in § III-D, each of them with their
parameter z tuned through CV.

Before assessing the performance, we visually show how
MACE selects and orders the classifiers in the pool through
the heuristics, according to § III-C. Figure 4 shows the top-
accuracies A;(k) of all classifiers I'; € I' against all three
datasets in experiments, with k£ on the x-axis. For UrbObs
in Fig. 4(a), GradBoost classifier, kNN classifier, and SVM
classifier are always dominated by some other classifier and
hence should be discarded, leaving classifiers INN-ED and
RF. Then, for the purpose of validating the backward search
heuristic, we start looking backwards from k£ = 16. When
k > 7, INN-ED uniquely dominates RF, so INN-ED is
put as the first classifier in the ensemble and, since from
k = 7 downwards RF dominates INN-ED, clearly RF is put

as the second. As a result, for UrbObs we will select INN-ED
followed by RF and, when using the Top-k filtering strategy,
heuristically set their filtering value of k£ to 7. A similar
process happens in Fig. 4(b), where only classifiers INN-ED
and RF are kept after applying the dominating heuristic. At
k = 10 their tie breaks with INN-ED uniquely dominating
RF, swapping their condition at k¥ = 7, where RF starts to
take the lead until the end £ = 1. Hence, according to the
unique condition (6), the only k;’s to consider are the change
points k = 10 and 7 since INN-ED also dominates the interval
[8,9] and RF dominates [1,6], where the unique classifier
condition is not met within these intervals. In a similar way,
for ThingSpeak, classifiers DDL-NLP and RF are chosen.
The accuracy results for each dataset are reported in Table I,
where we observe a positive outcome: first of all, the MACE
framework outperforms each and every standalone classifier
in the pool for all the filtering strategies. This happens by
a couple of percentage points for UrbObs up to more than
ten for Thingspeak, proving the effectiveness of our solu-
tion. Secondly, we report in Table II the F1-Score of each
experiment. Since our heuristics are accuracy-oriented in CV
phase, we consider the F1-Score to be a side-effect (in fact,
Fl-scores were not presented in § V-A for space constraints).

UrbObs | Swissex TS
Best standalone 88.1% 78.8% | 75.7%
Majority Voting 89.1% 83.7% | 79.6%
MACE with Top-k 90.6% 84.6% | 84.3%
MACE with PF 90.6% 83.2% 83.4%
MACE with SoF 90.6% 82.7% | 88.2%
MACE brute-force (SoF) 92.2% 86.5% | 88.5%

TABLE 1

ACCURACY OF ENSEMBLE STRATEGIES WITH AN INITIAL POOL I" OF 5
CLASSIFIERS.

UrbObs | Swissex TS
Best standalone 87.9% 83.2% | 71.9%
Majority Voting 86.4% 81.6% | 57.8%
MACE with Top-k 87.9% 83.2% | 67.7%
MACE with PF 87.9% 83.2% | 63.7%
MACE with SoF 87.9% 80.0% | 79.4%
MACE brute-force (SoF) 88.7% 84.0% | 76.7%

TABLE II
F1-SCORES OF ENSEMBLE STRATEGIES WITH AN INITIAL POOL I OF 5
CLASSIFIERS.
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Fig. 4. CV top-accuracy of standalone classifiers over all three datasets. Note that these are CV accuracies, therefore different from the ones presented in

§ V-A, which are reported against the test sets.

Nevertheless, we observe that the MACE framework obtains
higher or equal values compared to the standalone ones for at
least one filtering strategy. For UrbObs we notice that the filter-
ing strategies are somewhat homogeneous and yield the same
accuracy, this is probably due to the already high performance
of individual classifiers on the dataset. Furthermore, we report,
for each dataset, the accuracy and F1-Score obtained through
majority voting. For a well-calibrated strategy, we adopted
Soft Voting, which predicts the class label based on the
maximum of the averages of the predicted probabilities. The
latter strategy handles better classifiers operating in different
domains.

In summary, MACE is designed for learning from heteroge-
neous IoT datasets containing multiple information domains.
Indeed, in the experiments, we observe that the MACE frame-
work outperforms Soft Voting, especially when classifiers
belong to multiple information domains (i.e., in ThingSpeak).

More in detail, despite the more complex structure of
MACE in comparison with Majority Voting, our heuristic
(described in § IIT) implies a linear computational complexity,
which is in line with parallel approaches. For the sake of
completeness, Tables I and II also include the superior best
accuracy and corresponding F1-Score (as a by-product) of
MACE from its slower brute-force implementation. At the
same time, MACE with heuristics yields a consistently higher
accuracy in presence of multiple information domains, while
holding similar (in most cases slightly better, rarely slightly
worse — a marginal difference of 1%) accuracy to parallel
ensembles given a single information domain. Moreover, even
though the three class filtering strategies are performing differ-
ently (a one-size-fits-all solution is hard to obtain in presence
of such heterogeneity in IoT datasets), we observe that for all
of them the above mentioned performance is consistent.

C. Evaluation of the Selection and Ordering Heuristics

In this section we discuss the performance of the heuristic
strategies presented in § III-C within the MACE framework.
Specifically, we compare the accuracy of MACE against (i) the
maximum accuracy obtained by brute-forcing with the same
initial classifier pool I' and (ii) the accuracies obtained by all
the combinations of classifiers belonging to the same initial
pool I. Differently from the results shown in § V-B, here we
do not always use the set of five mentioned classifiers as the

starting pool I', rather, we define multiple starting pools. Let
us define the set I" used in § V-B as I'yo¢ instead. We then run
several tests by setting I" to every single member of the power
set P(T'tot) that contains at least two elements (we do not use
initial pools that are empty or singletons). When |T'tot| = 5,
this results in 26 different initial pools, each of them as a
separate experiment with a different starting pool I, such that
2 < |T'| < 5. For each of these experiments, we compute the
accuracy of every possible MACE ensemble obtainable from
T, in other words, every ordered k-permutation of classifiers,
with k in the range of |T'|. In Figures 5 and 6 we show the
results for each of the three datasets as well as each filtering
strategy in the form of boxed scatterplots, which best highlight
the distributions. In both figures, each dot corresponds to the
result of one of the 26 experiments, which are repeated over
the datasets and for each filtering strategy. Figure 5 shows, for
each experiment, the accuracy achieved by MACE normalized
by the best accuracy achievable through brute-forcing over the
same initial pool I". A value of 100% means that the heuristic
selects the actual best possible combination and order. This
figure aims to show how much our heuristic selection differs
from the actual optimum. In the vast majority of cases, we
observe a very tiny difference in accuracy. For UrbObs, the
accuracy of the heuristic is, on average, 1-2% lower than the
optimum for all three filtering strategies; similar results are
displayed for Swissex. For both datasets, no major differences
are found among the filtering strategies. Such differences are
more noticeable on ThingSpeak, for which SoF is by far the
best strategy in this evaluation, whereas Top-k and PF present
a 5% lower accuracy for the heuristic on average. We also
observe, for all three filtering strategies, a cluster of results
that perform slightly worse. These occur when DDL-NLP € I
and RF ¢ T, thus, according to Figure 4(c), DDL-NLP is
always selected as standalone, because the CV accuracy of the
numeric algorithm yields a lower performance. In Figure 6,
for each experiment, we do not take into account only the
best ensemble obtainable from I' (as in Figure 6), instead,
we consider all the possible ensembles. The figure shows,
for each experiment, the percentile at which MACE, with the
filtering strategy tuned through CV, is ranked against all the
other ensembles obtainable from the same pool I' across all
filtering strategies. Thus, this figure aims to show how good
the standing/rank of the heuristic is, together with the CV
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tuning, compared to all the possible alternatives. For instance,
a value of 75% means that, for that initial pool T", the accuracy
of the heuristic ensemble sits in the 75" percentile of the
accuracies of all the ensembles obtainable from T" (i.e. 75% of
them are worse than the MACE ensemble). For UrbObs, more
values are distributed in the topmost part, averaging around
80% and spanning down to 50%, which is highly positive. In
fact, according to Figure 5, we observe a maximum error of
4% compared to the maximum. This suggests that, when the
percentile of MACE is low, most probably accuracies are dis-
tributed close to each other and, even if many others are better,
the difference is negligible. In the case of Swissex, we notice a
similar behavior, with slightly worse overall performances. It is
however interesting to notice how, for this dataset, distribution-
based strategies tend to perform worse than rank-based ones.
ThingSpeak, instead, displays highly positive results, as the
average percentile of MACE is around 90% with the exception
of the Top-k strategy. In fact, we notice how SoF in this case
outperforms the other strategies both in absolute and relative
evaluations. Furthermore, we observe that, even though in
Figure 5(c) sometimes the heuristic accounts for 85% the
accuracy of the optimum, we still find it to be ranked as one
of the top combinations, according to Figure 6(c).

VI. CONCLUSION AND FUTURE WORKS

In this paper, we proposed a novel algorithmic framework
called MACE to tackle the challenge of annotation and classi-
fication of open IoT datastreams produced from heterogeneous

IoT environments. First, we collected significant datasets from
the literature and released a new comprehensive dataset ex-
tracted from ThingSpeak that composes our experiments at
open IoT scales of city-wide, region-wide and country-wide.
Through experimental evaluations of a number of well-known
classifiers both in the scope of TSC and BOS we observed
that, although IoT datastreams are reminiscent of time series
datasets, due to the heterogeneity in the observations produced
by IoT devices, classic TSC approaches perform poorly while
vanilla classifiers based on statistical features perform signif-
icantly better when considering the numerical characteristics
of the IoT datastream. Secondly, we proposed MACE, which
uses a novel cascading ensemble approach to take advantage
of different domains and dimensions of the IoT data such as 1)
available textual metadata, 2) statistical characteristics and 3)
numerical data points. MACE heuristically selects and orders
classifiers in a pipeline in order to optimize the classification
performance. Through extensive experimental evaluations and
comparisons with state-of-the-art approaches in the literature,
we validated the significant gain in accuracy of the proposed
MACE algorithm with diverse filtering strategies.

Current Limitations and Future Directions

The approach proposed in this paper focuses in particular
on Open Data scenarios with their own distinctive features
and assumptions. We believe that MACE could be extended
to generic IoT scenarios as well, in order to concur in building
efficient future autonomic systems [16], however, this implies



tackling additional issues that the current MACE implementa-
tion is not focused upon or not entirely able to cope with.

IoT ecosystems are known to suffer from data mislabeling,
sometimes intentional [34], while Open Data is generally
trusted to be much less problematic. Since MACE is based on
supervised learning, data mislabeling would negatively impact
its performance. Especially when mislabeling or tampering oc-
curs at a large scale, the supervised learning model essentially
learns from noises and yields arbitrary predictions. Tackling
mislabeling problems requires a whole separate study, as label
noise types and tampering patterns are diverse (e.g., label
noise can severely harm decision tree-based algorithms). Some
existing studies [12] outlined label noise-robust, label noise-
tolerant, and label noise-cleansing algorithms. The cleansing
approaches appear to be easier for integration with MACE
(e.g., cleaning training data via anomaly detection, nearest
neighbors clustering, etc.), however, the application of these
methods deserves a separate and rigorous evaluation.

Open Data itself is not subject to privacy concerns, however,
private IoT environments, in order to permit data analysis by
third parties, at times need to undergo a phase of metadata
obfuscation. It is also the case of data regulation enforcement,
as it happens for instance for GDPR [9]. The regulation step
occurs prior to the classification phase, and while MACE
can deal with partial/inaccurate IoT metadata that could be
impacted by privacy regulations, a further in-depth study on
their consequences should be performed. As a matter of fact,
metadata inaccuracies enforced by GDPR are different from
the ones that genuinely appear in the Open Data, so MACE
can only deal with them to a certain extent. For instance, if a
privacy regulation implies that data should be encrypted, the
classification of MACE over encrypted data will not succeed
and a whole different approach [7] is needed. We believe that
a future study on these issues, though challenging, could give
a significant usability boost to MACE in the modern era.
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