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Abstract. Due to the importance of the Morphing Attack, the develop-
ment of new and accurate Morphing Attack Detection (MAD) systems
is urgently needed by private and public institutions. In this context,
D-MAD methods, i.e. detectors fed with a trusted live image and a probe
tend to show better performance with respect to S-MAD approaches,
that are based on a single input image. However, D-MAD methods usu-
ally leverage the identity of the two input face images only, and then
present two main drawbacks: they lose performance when the two sub-
jects look alike, and they do not consider potential artifacts left by the
morphing procedure (which are instead typically exploited by S-MAD
approaches). Therefore, in this paper, we investigate the combined use
of D-MAD and S-MAD to improve detection performance through the
fusion of the features produced by these two MAD approaches.

Keywords: Morphing Attack · Morphing Attack Detection · Differen-
tial MAD (D-MAD) · Single image MAD (S-MAD) · Feature Fusion

1 Introduction

Through an image morphing algorithm, it is possible to merge two images into
one. In particular, this process can be applied to face images to create an interme-
diate one which includes facial characteristics of the two contributing subjects.
A Morphing Attack [10] employs the aforementioned process to break the unique
link between an official document and its owner: specifically, a subject with no
criminal records (accomplice) can apply for a passport using a morphed mugshot
picture to conceal the identity of a criminal. Indeed, several studies [32,29] have
shown the effectiveness of this attack, capable of fooling both the human control
(e.g. a police officer) and the current commercial Facial Recognition Systems.

In particular, the morphing attack poses a significant security threat to Au-
tomated Border Control (ABC) gates located at international airports. These
systems are designed to automatically verify the facial image stored in the elec-
tronic Machine Readable Travel Document (eMRTD) against a live image cap-
tured at the gate. Indeed, the presence of a morphed face can effectively bypass
these security checks, allowing both the criminal and the accomplice to pass
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through the gate. Therefore, it is essential to develop robust and efficient Mor-
phing Attack Detection (MAD) algorithms [26] capable of detecting the presence
of a morphed face automatically, not only when the document is used by the
criminal – i.e. the primary task – but also by the accomplice.

Recently, several MAD methods have been proposed in the literature. Gener-
ally, these algorithms are classified into two families of approaches [3]: Single im-
age MAD (S-MAD) and Differential MAD (D-MAD). S-MAD methods receive
as input a single image, they examine only the potentially morphed mugshot pic-
ture and mainly rely on the potential traces (e.g. artifacts) left by the morphing
process [2]. Differently, D-MAD methods compare the potentially morphed im-
age against a trusted one and then their main hypothetical usage is at the airport
gates, in which the document image is compared with the live-captured one. Two
examples of input couples of a D-MAD system are reported in Figure 1.

(a) Subject 1 (b) Morphed (c) Subject 2

Fig. 1. Input example of a D-MAD system, consisting of a morphed image (center)
and a live acquisition depicting the criminal (Subject 1) or the accomplice (Subject 2).

From a general point of view, D-MAD methods exhibit greater performance
than S-MAD methods in detecting morphed mugshot photos [32]. Unfortunately,
since D-MAD systems are mainly based on the comparison of the two face iden-
tities provided in input, their efficacy is worsened with input images are similar
(i.e. the morphed image is created from look-alike subjects or the morphing fac-
tor privileges one of the contributing subjects). Therefore, we focus this work on
the development of D-MAD methods that exploit also artifact-related informa-
tion, in order to improve their performance with similar identities or even extend
the use of D-MAD systems to the document enrollment procedure (in which the
ID image is very similar to the applicant to fool the human examiner).

Starting from the observation that D-MAD methods usually tend not to
consider the presence of artifacts left by the morphing procedure, we explore
different strategies for combining S-MAD and D-MAD features: in particular,
we investigate the performance of the SoA D-MAD approach [31] by introducing
an S-MAD module that operates only on the suspected morphed image. The
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underlying idea is that the S-MAD module can improve the final accuracy since
it can detect visible or invisible artifacts produced by the morphing process that
are normally overlooked by a more traditional D-MAD algorithm. Experimental
results reveal that the proposed method improves the accuracy, especially in
detecting morphed images in couples in which the accomplice is present (i.e.
when the identity features extracted from the two images are very similar).

2 Proposed Method

The proposed method, depicted in Figure 2, mainly consists of two different
modules, i.e. S-MAD and D-MAD: the first module is responsible for the ex-
traction of feature from the potentially morphed image, while the second one
extracts features from the same image and the live probe. These features are
then merged – through a feature fusion procedure investigated in the following
sections – to create the input for the final classifier that produces in the out-
put the final morphing detection score. As a classifier, we adopt a Multi-Layer
Perceptron (MLP), with an architecture of 3 hidden layers of size 250, 125, and
64 with the sigmoid activation function in the final neuron. The MLP is trained
using the BCE loss function, Adam [14] as optimizer with an initial learning
rate of 5 · 10−4 and an early stopping procedure in order to prevent overfitting,
stopping the training after 5 epochs without a minimum improvement of 10−3

in the validation loss.
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Fig. 2. Overview of the proposed method. As shown, S-MAD and D-MAD modules
extract different features that are fused together and used by the final MLP classifier.

2.1 S-MAD module

The S-MAD module consists of a backbone, specifically we adopt an Inception-
Resnet V1 [33] architecture, pre-trained on the VGG-Face2 [5] dataset. In par-
ticular, the model is fine-tuned on several morphing datasets obtained with var-
ious morphing algorithms (described in Section 3.1), producing images rang-
ing from low to medium quality. Moreover, we run a supplemental fine-tuning
process to improve the algorithm’s performance on heavily compressed, ICAO-
compliant [35], JPEG images. A 512 dimensional feature vector is finally ob-
tained removing the last fully connected layer of the architecture exploited for
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the classification task. For the training procedure, we adopt the Stochastic Gra-
dient Descent (SGD) with a learning rate of 10−3 and the early-stopping pro-
cedure exploited for the training of the whole method. No momentum decay is
exploited. This module is developed leveraging the Revelio framework1.

2.2 D-MAD module

As the D-MAD module, we take inspiration from the solution proposed in [31]
that can be regarded as the current state of the art, as also shown in the results
published on the FVC-onGoing platform [1].

Specifically, we use a ResNet-50 [12] network trained for the face recognition
task [23] through the ArcFace loss [7], to extract the embeddings of the facial
input images. Since the input is represented by two images, this module outputs
two different embeddings of size 512 that are combined through a subtraction,
and then the final feature is represented by a single embedding with the same size
of 512. Authors show that the ArcFace loss function produces robust embeddings
since it tends to maximize the geodesic distance between different identities and
that the produced embeddings contain therefore information exclusively related
to the input face identity. Our implementation is based on the publicly available
Deepface2 framework.

3 Experimental Validation

3.1 Datasets

For our experimental evaluation, we employ several publicly available datasets,
with varying quality levels, briefly described and discussed in the following.

– Progressive Morphing Database (PMDB) [11]: it is a collection of 1108 mor-
phed images generated by applying a public morphing algorithm to AR [18],
FRGC [22], and Color Feret [21] datasets. The dataset contains 280 subjects,
divided into 134 males and 146 females. No manual retouching procedures
have been applied to enhance the visual quality of the images. As a result,
the images may contain artifacts such as blurred areas or ghosts.

– Idiap Morph [27,28]: it is a collection of five datasets created using differ-
ent morphing algorithms (OpenCV [17], FaceMorpher [24], StyleGAN [13],
WebMorph [6], and AMSL [20]), created starting from face images from
the Feret [21], FRGC [22], and Face Research Lab London Set (FRLL) [6]
datasets. The visual quality of the morphed images generated with the
OpenCV and FaceMorpher morphing algorithms is negatively affected by
artifacts in both the background and foreground. Morphed faces generated
with the StyleGAN algorithm exhibit typical GAN-related textures [37]. The
AMSL morphing algorithm is used to generate 2175 morphed images from

1 https://miatbiolab.csr.unibo.it/revelio-framework
2 https://github.com/serengil/deepface

https://miatbiolab.csr.unibo.it/revelio-framework
https://github.com/serengil/deepface
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102 adult faces: these images are compressed to a maximum size of 15 kB,
simulating the process to embed an image into the chip of the eMRTD.

– MorphDB [11]: it is a dataset of 100 morphed images generated using the
Sqirlz Morph 2.1 [36] algorithm, applied to images from the Color Feret [21]
and FRGC [22] datasets. This dataset is composed of 50 male and 50 female
subjects. As all images are manually retouched, their visual quality is ex-
cellent. This element makes this dataset particularly challenging, although
the limited number of images may make it unsuitable for conducting an
extensive performance review of a MAD algorithm.

– FEI [34]: it is a dataset generated using the images contained in the FEI
Face Database, which includes 200 subjects, equally split between male and
female. All faces are mainly represented by subjects between 19 and 40 years
old with distinct appearances, hairstyles, and accessories. This dataset con-
tains 6000 morphed images obtained with three different morphing algo-
rithms, namely FaceFusion [9], UTW [25], and NTNU [25], employing two
different morphing factors (0.3 and 0.5).

3.2 Experimental Protocol

Experimental results are split into three distinct scenarios, according to the iden-
tity of the trusted live image: i) Criminal : contains bona fide attempts (i.e. the
document image is not morphed) and morphed attempts where the document
image is morphed and the live image belongs to the criminal subject; ii) Accom-
plice: contains bona fide and morphed attempts in which the live image comes
from the accomplice. iii) Both: this scenario contains all the couples belonging
to the criminal and accomplice ones.

A sample for each kind of couple can be found in Figure 1.
In all the following results, we focus on the performance obtained in the

Accomplice scenario that represents the practical case in which the accomplice
presents the morphed image for the enrollment procedure. As mentioned, due to
the greater similarity between the subjects present in both pictures, these exper-
iments are generally considered more challenging than the previously mentioned
one (Criminal) for D-MAD methods.

3.3 Metrics

To evaluate and compare MAD systems, there are several metrics commonly
used for assessing their performance [30]: Bona Fide Presentation Classifica-
tion Error Rate (BPCER), which represents the proportion of bona fide images
incorrectly classified as morphed, and Attack Presentation Classification Error
Rate (APCER), which represents the proportion of morphed images incorrectly
labeled as bona fide. They are formulated as follows:

BPCER(τ) =
1

N

N∑
i=1

H(bi − τ), APCER(τ) = 1−

[
1

M

M∑
i=1

H(mi − τ)

]
(1)
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In both definitions, τ is the score threshold on which bi,mi, the detection
scores, are compared; H(x) = {1 if x > 0, 0 otherwise} is defined as a step func-
tion. Typically, the BPCER is measured with respect to a given APCER value,
i.e. B0.1, B0.05 and B0.01, representing the lowest BPCER with APCER ≤ 10%,
≤ 5%, ≤ 1%, respectively. Ideally, a MAD algorithm employed in a real-world
setting would need to operate at a low APCER (i.e. letting almost no crimi-
nals through) of around 0.1%, while maintaining an acceptable corresponding
BPCER (i.e. generating few false positives) of around 1%.

The Equal Error Rate (EER), i.e. the error rate for which both BPCER and
APCER are equal, is usually reported as a single value.

4 Experimental Results

4.1 S-MAD and D-MAD Module Assessment

Firstly, we assess the performance of S-MAD and D-MAD modules separately.
For the S-MAD module, we test the same network described in Section 2.1, while
in the D-MAD module we add the MLP architecture described in Section 2.2
that acts as a classifier. In this manner, we aim to understand the detection
capabilities of each module, and these results offer a useful baseline to better
analyze the performance of the proposed method in the following experiments.

Results are reported in Table 1. As expected, the metrics obtained through
the S-MAD module are identical regardless of the type of couple, as in both
cases only the same suspected morphed images are used. Besides, the D-MAD
module provides considerably better performance than the S-MAD one when the
live image contains the criminal, indicating that a trusted, live-capture image
proves to be effective in tackling the task by comparing the two input identities.
Moreover, we observe that not only the performance gap between S-MAD and
D-MAD is nearly canceled when the accomplice is present in the live-capture
image, but also the D-MAD performance is significantly worsened (about +10%
in EER): we prove that the greater similarity between the identities makes the
classification task more challenging.

Table 1. Morphing detection scores obtained on the FEI test set. Results are reported
in terms of Equal Error Rate (EER), the lowest BPCER related to APCER ≤ 10%,
≤ 5%, and ≤ 1%, respectively.

Module
Accomplice Criminal Both

EER B0.05 B0.01 EER B0.05 B0.01 EER B0.05 B0.01

S-MAD .186 .360 .515 .186 .360 .515 .186 .360 .515

D-MAD .180 .470 .827 .085 .147 .447 .141 .343 .767
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4.2 Investigation on Feature Fusion

Previous results suggest the opportunity of exploring the combination of S-MAD
and D-MAD classifiers so that the overall performance of the system does not
only rely on the identity present in the live image. Therefore, we test the proposed
method (see Sect. 2), merging the input features through different approaches
described as follows. In addition, we also test our method by replacing the MLP
with an SVM classifier, trained using an RBF kernel with a C = 3 regular-
ization factor and a γ kernel coefficient which is inversely proportional to the
variance of the training data received in input. This choice has been driven by
the use of SVM in many morphing-related works in the literature that suggest
the importance of this type of classifier in the MAD field.

Firstly, we start our investigation with a simple concatenation for the feature
fusion produced by the S-MAD and D-MAD modules. Results are reported in
the first line of Table 2 and show that the concatenation (indicated with the
letter C) provides results that are similar to those obtained with the S-MAD
module in the accomplice scenario. This behavior suggests that S-MAD features
have a strong impact on the classification, outweighing the features provided by
D-MAD and thus negating the benefits they bring in comparing the identities.

Table 2. Morphing detection scores obtained on the FEI test set across different
classifiers and feature fusion techniques. C stands for concatenation, MM for Min-
Max, and MV for Mean-Variance (see Sect. 4.2).

Fusion Class.
Accomplice Criminal Overall

EER B0.05 B0.01 EER B0.05 B0.01 EER B0.05 B0.01

C
MLP .168 .317 .510 .168 .345 .520 .168 .330 .515
SVM .175 .248 .458 .175 .275 .460 .175 .265 .458

MM
MLP .132 .245 .463 .138 .265 .463 .135 .260 .463
SVM .140 .278 .475 .160 .320 .475 .147 .295 .475

MV
MLP .175 .338 .543 .185 .398 .563 .181 .365 .555
SVM .195 .317 .495 .257 .423 .530 .225 .387 .522

To further investigate our hypothesis, we run a t-distributed Stochastic Neigh-
bor Embedding (t-SNE) [16] dimensionality reduction on the input features, di-
vided both by source (i.e. D-MAD or S-MAD) and by class (i.e. bona fide or
morphed). The resulting plot, shown in Figure 3, highlights how the features can
easily be separated by their respective source, suggesting that they may occupy
different portions of the feature space. However, there is no clear separation be-
tween bona fide and morphed feature vectors; this reinforces the hypothesis that
the classifier could be prioritizing the S-MAD features while disregarding those
generated by the D-MAD module. Moreover, to test how the high dimensionality
of the two concatenated vectors might affect the system’s performance, we em-
ploy the PCA algorithm [19], which indicates that the optimal intrinsic feature
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dimensionality is only one less than the original. Thus, we infer that all features
of both vectors may be required to achieve the best results and that other fusion
methods must be investigated.

Fig. 3. Visualization of the t-distributed Stochastic Neighbor Embedding (t-SNE) [16]
of D-MAD and S-MAD feature vectors divided by ground truth (best on screen).

Therefore, we investigate two additional fusion strategies: i) Min-Max (MM):
before concatenating the two feature vectors, they are separately rescaled to have
each component in the [0, 1] range; ii) Mean-Variance (MV): before concatenat-
ing the two feature vectors, they are separately rescaled to have each component
with mean value µ = 0 and variance σ = 1.

Results of the above-mentioned experiments are reported in Table 2. We ob-
serve the performance gap that was previously found between MLPs and SVMs is
not present when the two features are merged together; indeed, the former almost
always outperforms the latter. Besides, the Mean-Variance strategy provides un-
satisfactory results, which are worse than the simple concatenation strategy. An
ex-post numerical analysis on the normalized feature vectors used for training
shows that, even when each component is rescaled to have µ = 0 and σ = 1,
the D-MAD and S-MAD features still show significant differences in range. This
could be a possible explanation for the great performance of the Min-Max fu-
sion strategy, thus proving that translating the two feature vectors to the same
numeric range helps improve the model’s performance.
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In addition to this investigation, we also test the performance impact of in-
cluding the cosine similarity (CS) [15] between the two D-MAD feature vectors.
The underlying idea comes from the fact that, as explained in [7], the embed-
dings produced by the model are optimized so that the geodesic angle between
each identity is maximized. Therefore, the cosine similarity between the em-
beddings obtained from both the suspected morphed and live images should be
approximately 1 when no morphing algorithm is applied; on the contrary, if the
similarity is closer to -1, then we can assume that the two presented identities
are too far apart and therefore some morphing process has taken place.

To determine if there is a tangible performance improvement, we train an
MLP whose input is composed of both the D-MAD and S-MAD features with
the best fusion strategy found, i.e. the Min-Max, as well as the cosine similarity
between the two original embeddings produced by the ArcFace [7] loss. More-
over, inspired by the chosen fusion strategy, we investigate whether to translate
the cosine similarity from its [−1, 1] range to [0, 1]. Experimental results are re-
ported in Table 3: they show that adding the cosine similarity provides a tangible
performance improvement only when left in its original range. On the contrary,
if the cosine similarity is translated into the [0, 1] range the model’s performance
is considerably worsened.

Table 3. Morphing detection scores obtained on the FEI test set with and without
employing the cosine distance CS . “-” symbol denotes that the range of the distance
has kept unchanged.

CS range
Accomplice Criminal Overall

EER B0.05 B0.01 EER B0.05 B0.01 EER B0.05 B0.01

- .132 .245 .463 .138 .265 .463 .135 .260 .463
[−1, 1] .125 .237 .468 .125 .235 .440 .125 .235 .445
[0, 1] .132 .237 .465 .141 .290 .470 .136 .270 .468

4.3 Comparison with the State of the Art

Finally, we test the performance of our proposed method against the current
D-MAD literature methods. We compare our proposed algorithm (in particular,
we select the best configuration obtained, i.e. the Min-Max feature fusion and
the cosine similarity in the [−1, 1] range) against the methods proposed in [4,31].
Experimental results are reported in Table 4.

It is worth noting that the proposed method overcomes both competitors
when the identity in the live image belongs to the accomplice, consistently in all
metrics reported, suggesting that S-MAD features can effectively improve the
performance of D-MAD methods. However, when the criminal is present, the
proposed algorithm has still room for improvement indicating the need to inves-
tigate further feature fusion methods and to develop specific MAD techniques
to differently address image pairs with criminals and accomplices.
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Table 4. Morphing detection scores obtained on the FEI test set through the proposed
methods with respect to the current literature solutions.

Method
Accomplice Criminal Overall

EER B0.05 B0.01 EER B0.05 B0.01 EER B0.05 B0.01

[31] .175 .475 .780 .066 .085 .310 .129 .343 .690
[4] .153 .345 .563 .060 .095 .370 .115 .257 .515

Ours .125 .237 .468 .125 .235 .440 .125 .235 .445

Lastly, we also test the proposed method through the FVC-onGoing plat-
form [8] on the sequestered DMAD-SOTAMD D-1.0 benchmark, even though in
this dataset the available morphed images are only compared with the crimi-
nal or bonafide subjects. We obtain an EER of about 10%, a worse result with
respect to the method [31] that is SotA in couples with criminal (with an
EER = 4.5%), but also a better result with respect to the algorithm proposed
in [11] (EER = 14%), showing that machine learning-based techniques yield
overall better results and represent promising solutions. These results suggest
the need for the development of a strategy able to select the best MAD algo-
rithm: specifically, this system should be able to detect whether the criminal or
the accomplice is present in the live image, and then either use, for instance,
the standalone state-of-the-art D-MAD algorithm (e.g. [31]) or the method pro-
posed in this paper. In this manner, we may be able to overcome the limitations
of both systems, which respectively underperform when the live image contains
the accomplice or the criminal.

5 Conclusions and Future Works

In this paper, we have investigated the fusion of S-MAD and D-MAD features,
to create a system that is capable of detecting morphed images in the chal-
lenging scenario in which the accomplice is used for comparison. Experimental
results reveal that effectively combining the two kinds of embeddings is not a
trivial task. Specifically, we demonstrate that the features produced by S-MAD
and D-MAD methods occupy different regions of the feature space, and their
normalization in a predefined range improves the model’s overall effectiveness.
Moreover, we show that including a further feature represented by the cosine
distance between the two embeddings produced by the D-MAD feature extrac-
tor improves the algorithm’s performance. As a future work, we plan to improve
the overall performance by developing a model able to preliminarly discriminate
between couples with the accomplice or the criminal, thus enabling the selective
use of a specific method to address the D-MAD task.
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