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Abstract
Taking into account YouTube’s specific role in the Russian media system
and the increasing level of political polarization in the country, this study
examines the role of incivility in discussions and whether discussions
in an anti-government community represent a place for disagreement
between pro-opposition and pro-government users. I argue that an online
environment helps these sides meet each other rather than creating echo
chambers of like-minded users. Moreover, in the quite restrictive Russian
context for political deliberation, the incivility of messages plays a role
in further involving commenters in discussions. Using the corpus of
comments posted in the discussion section of opposition leader Alexei
Navalny’s YouTube channel, I exploited class affinity modeling to identify
pro-government and pro-opposition stances. Incivility was studied based
on Google’s Perspective API toxicity classifier. I found that users avoid
extreme forms of incivility when interacting with other commenters, but
uncivil comments are more likely to start discussion threads. Furthermore,
the level of incivility in comments gets higher over time after a video
release. Pro-government sentiments, on the one hand, are associated
with a subsequent response from Navalny’s supporters to the out-group
criticism and, on the other hand, contribute to the further formation of
hubs with a pro-government narrative. This research contributes to the
extant literature on affective polarization on social media, shedding light on
political discussionswithin anoppositional community in a non-democracy.

Keywords: cross-cutting disagreement, affective polarization, autocracy,
Russia, YouTube

Introduction

According to the theory of affective polarization, emotions become the basis
for discerning “us vs. them” and increasing intolerance toward the other
side (Iyengar et al., 2012; Iyengar and Westwood, 2014). On the one hand,
this phenomenon finds its manifestation in digital media when the level

© The authors. This is an open access article distributed under the CC BY 4.0 license 1

HTTPS://DOI.ORG/10.5117/CCR2023.1.7.ZINN
https://creativecommons.org/licenses/by/4.0/


POLITICAL DISCUSSIONS IN ONLINE OPPOSITIONAL COMMUNITIES IN THE NON-DEMOCRATIC
CONTEXT

of incivility follows offline events of contentious politics (Sun et al., 2021;
Theocharis et al., 2020). On the other hand, the political talk itself on social
media can increase polarization between its participants (Marchal, 2021;
Yarchi et al., 2020).

However, political tensions in oppositional communities in the non-
democratic context, where the state controls traditional offline media as
the main source of political information but still allows relative freedom on
the Internet, attract less attention (Bodrunova et al., 2021). To contribute to
this nascent literature, I studied discussions in the community of the most
vocal Russian opposition politician, Alexei Navalny, on YouTube. Although
Navalny “escalated existing tensions rather than creating them in the first
place” (Dollbaum et al., 2021, p. 171), his activity played a significant role in
the launch of not only massive propaganda but also repressive campaigns
against dissent by the ruling elite. As a result, both sides of the conflict
see each other as an existential threat, resulting in affective polarization
(Nugent, 2020) with a strong “us vs. them” division between the ruling elite
and the opposition.

My focus on Navalny’s YouTube channel is also because of the twofold
role of this platform in the Russianmedia system. On the one hand, YouTube
facilitates the promotion of the opposition’s agenda and enlarges the politi-
cal capital of independent activists (Litvinenko, 2021). Besides the range of
monetization schemes for content creators, the foreign origin of the plat-
form implies that the Russian government cannot access the personal data
of users, which is important for the relatively free expression of thoughts by
users. Through emotions of affective attunement (Papacharissi, 2014) caused
by the extremely high level of corruption in the ruling elite andRussia’s social
inequality, which were regularly revealed and justified in video investiga-
tions, Navalny skillfully went beyond the already formed community, united,
andmobilized different groups that were dissatisfied with the ruling elite.
Active users’ engagement with content (for instance, liking and comment-
ing) facilitates the promotion of video investigations on YouTube through
the recommendation system and the Trending service of the platform. With-
out the affordances of YouTube, which has become the main entertainment
platform in Russia, Navalny could hardly have expanded his audience and
created a political movement able to struggle with administrative political
machines.

This study focuses on the period from 2013 to 2021 when Russia’s political
regime can be described as an “informational autocracy”: when confronted
with alternative visions of the country’s political situation, the government
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had been expending significantly more effort convincing the public that
they have the necessary competence to implement effective policy rather
than relying exclusively on repressive instruments (Guriev &Treisman, 2022).
I address the following research questions: (1) What are the potential and
limits of incivility, as a characteristic of affective polarization (Suhay et al.,
2017), to engage in political discussions? (2) How do users interact with the
pro-government narrative presented in the community of the most vocal
opposition politician?

I use a variety of methods to answer these research questions. I start
by providing information about (a) the comments’ quantity change over
time and (b) the level of inequality in the distribution of comments by users.
Next, logistic regression models and local polynomial fits are used to study
the relationship between conversations and incivility. Then, I show how
the level of toxicity changes over time. Finally, to identify pro-government
and pro-opposition comments and detect cross-cutting disagreement, I
trained a supervised machine learning model—the class affinity model
(Perry and Benoit, 2017)—based on a dictionary with derogatory words
applied toNavalny andhis supporters, Putin and the government. I detected
such words on the basis of an iterated computer-assisted keyword selection
approach suggested by King, Lam & Roberts (2017).

Themain empirical findings are the following. First, top-level comments
that open discussions tend to bemore uncivil than those without discussion
threads. But toxicity has its limits. Users are not willing to dispute with those
who spread extreme forms of incivility with a null potential to deliberate.
Third, the level of incivility of comments gradually goes upwith time passing
after a video release during the first 14 hours and then stabilizes for top-level
comments that have discussion threads and thread comments themselves.
Second, pro-government comments (1) attract Navalny’s supporters, who
respond to the out-group criticism, and (2) contribute to the emergence of
pockets of a pro-government narrative.

This research contributes to the extant literature on affective polariza-
tion on social media, shedding light on patterns and peculiarities of online
political discussionswithin an oppositional community in a non-democracy.
The findings advance our understanding of the behavior of out-group com-
menters who attack the domain of their political opponents, eventually
forming pro-government hotspots. Furthermore, I was able to identify a
limited potential for incivility in order to initiate discussions and report on
the dynamics of those discussions’ incivility.

The remainder of this paper proceeds as follows. In the “Theoretical

AIDAR ZINNATULLIN 3



POLITICAL DISCUSSIONS IN ONLINE OPPOSITIONAL COMMUNITIES IN THE NON-DEMOCRATIC
CONTEXT

Framework” section, I start with a link between the contextual peculiarities
of Russia’s political regime and the theory of affective polarization. Follow-
ing that, I argue why the oppositional content on the Russian segment of
YouTube attracts not only those who oppose the government. In the “Data
andMethods” section, I present the research design, which is followed by
the section where the results of the empirical analysis are described. In the
“Discussion” section, I point out the limitations of the study, its implications
for changing regime characteristics in Russia and for other non-democratic
polities, and perspectives for future research. In the “Conclusion” section, I
recap the main takeaways from the study.

Theoretical Framework

Affective Polarization and Non-Democratic Context

Affective polarization, understood as an individual’s identificationwith a po-
litical party and the further division of the world into a group of like-minded
individuals and those who represent the out-group entity, is based not on
policy preferences but on emotions cultivated during political campaigns
(Iyengar et al., 2012; Iyengar andWestwood, 2014). One of the components
of this phenomenon is the sorting of social reality, including a non-political
context, into those who share a common identity and “the other side”. This
process is exacerbated when different conflicts overlap, thereby creating
a large, all-encompassing cleavage. Social media only facilitates sorting
(Törnberg, 2022). It does not mean that people live in closed, homogeneous
communities. Instead, social media facilitates their interaction with the
“other side”. But this interaction strengthens their orientation toward an ini-
tial identity in social and political spaces rather than creating a solid ground
for comprehension of the “other side.”

Sorting as a source of affective polarization has also been reported as
a characteristic of non-Western contexts (Harteveld, 2021; Huang and Kuo,
2022). This process is present in Russian social media because the fragmen-
tation of media platforms is limited (Pashakhin, 2021), which means that
users with opposing political beliefs can encounter interpretations of events
that do not suit their initial perceptions of political reality. As a result, they
tend to orient toward already-formed identification rather than come closer
to their opponents in evaluating political processes.

A distinctive feature of polarization in Russia is that it is formed on the
“power-opposition” dimension (Urman, 2019; D. K. Stukal et al., 2022). A
critical attitude toward the existing political regime in Russia distinguishes
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Alexei Navalny’s agenda. He began his career in 2007 using “green mailing”
tactics. It is a legal practice for an individual to buy a small but sufficient
number of shares to send inquiries to top management about a company’s
transactions and spending. Through such activities, Navalny quickly be-
gan to uncover corruption schemes in large state-owned corporations (e.g.,
Gazprom, Transneft, and Aeroflot). In the early 2010s, the main platform for
publishing his investigations was a blog on LiveJournal. Mastery of YouTube
by Navalny’s Anti-Corruption Foundation began with the 2013 Moscowmay-
oral election campaign. Initially, these videos presented diary entries about
how the campaign was going and short clips in which famous actors and
public figures expressed support for him.

At the end of 2015,muchmore activework began on YouTube, where anti-
corruption investigations began to be posted. The first resonant video was
an investigation of the business of the sons of the Russian Prosecutor Gen-
eral, Yuri Chaika. Subsequently, more anti-corruption investigations about
high-ranking Russian officials were conducted. During the 2018 presidential
campaign, YouTube became Navalny’s main communication channel for
the audience. Although his content dealt with serious topics, it was pre-
sented to the viewer in an accessible manner, often with landmark drone
footage. Videos maximally corresponded to the aesthetics of blogging on
YouTube (Glazunova, 2022) by exploiting and producing memes relevant to
the Russian online audience, which, coupled with Navalny’s humour and
self-irony, made it possible to classify such content as infotainment.

By 2020, Navalny had become a leader of the oppositional movement
in the country, which promoted strategies of political action for a wide
variety of events (from anti-corruption rallies to the effective “smart vot-
ing” (Turchenko and Golosov, 2020) campaign in regional elections), but
with a focus on anti-corruption investigations (Kazun and Semykina, 2019).
Navalny’s leadership was based on creating a political infrastructure that
could organize collective action. No other politician strained the regime
much after the 2011-2012 protests.

Russian authorities had ignored Navalny’s claims, while traditional me-
dia affiliated with the state had covered his activity rarely but strictly neg-
atively (Kazun, 2019). Generally, protest in the official Russian discourse
is framed as disorder and war. This explains the great attention paid by
federal TV channels controlled by the Kremlin to events in pre-war Ukraine
(Alyukov, 2021). The official media had been framing the protest as a clash
of citizens with each other, during which aggressive radicals would surely
become the winners, ready to kindle the fire of war against their citizens.
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One consequence of Navalny’s activity was an increasing level of polar-
ization when the ruling elite launched a repressive and propaganda cam-
paign trying to suppress the dissent (for instance, the law on foreign agents,
tightening the rules for holding mass events, recognizing Navalny’s Anti-
Corruption Foundation as an extremist organization, pressure on social
media platforms). This situation leads to affective polarization (Nugent,
2020) when the politicization of activists and supporters occurs with a strong
“us vs. them” division based on emotions derived from an existential threat
that both sides of the conflict see in each other (Dollbaum et al., 2021).

I focus on discussions in a community formed around the activities of
Alexei Navalny, who presented himself as Putin’s main competitor. The ex-
tant literature considers incivility and hate speech as features of affective
polarization (Harel et al., 2020; D. K. Stukal et al., 2022). The perception of po-
larizationmanifests in incivility which is associated with lower expectations
about online public deliberation (Hwang et al., 2014). But uncivil interac-
tions with peers can have positive implications for community formation
(Kosmidis and Theocharis, 2020) and the strengthening of solidarity among
those who share common political beliefs when it comes to non-democratic
political regimes. AsBodrunova et al. (2021) argue, uncivil comments remove
barriers to opinion expression by users who, in a less liberating environ-
ment, might remain silent, keeping inmind that authorities do not welcome
political expressions. Therefore, I check Hypothesis 1A in the context of
discussions occurring in Navalny’s YouTube community: Uncivil comments
are more likely to start discussion threads than civil ones.

At the same time, hate speech and incivility mean disrespect to others
(Kim et al., 2021), and it is reasonable to expect heterogeneous reactions. For
some viewers of Navalny’s videos, incivility can be liberating for expressing
their opinions as shown in Bodrunova et al. (2021). But uncivil comments
may also discourage other participants or potential commenters from en-
gaging in a conversation. As such, in the long run, it has the potential to
create a spiral of toxicity (Kim et al., 2021) through the synchronization of
emotions between interlocutors and the effect of social interaction (Kwon
and Gruzd, 2017). Thus, I checkHypothesis 1B: The longer the time after a
video release, the higher the degree of the incivility of comments.

Navalny’s YouTube channel as a Place for (Dis)similarity

YouTube in Russia is highly politicized, and communities form around politi-
cal bloggers (Litvinenko, 2021). Alexei Navalny, being one of the most promi-
nent examples of this tendency, could gain benefits from direct-casting
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(Bastos et al., 2013), becoming themost vocal opposition politician in Russia
(Titov, 2017). It is worth characterizing the content produced by his team.

YouTube as a platform creates its mediality of affective attunement that
“permits people to feel their way into politics” (Papacharissi, 2014, p.118).
Affect and emotion have the potential to reach out beyond the already-
established community and form affective publics in this way (Papacharissi,
2014). Navalny’s anti-corruption investigations were most often shocking
Internet users, with the amount of money allegedly stolen from the state
budget. Moreover, he tried to unite and mobilize different communities
that were dissatisfied with the government because of its policies (truck
drivers, employees of state organizations,medical workers, andmany others
whom he appealed to). Navalny skillfully reached different audiences, who
sometimes stood for different ideals. Without consumers of these materials
andYouTube’s affordances (such as theTrending tab), it would be impossible
to go beyond the relatively narrow group of political geeks (Glazunova, 2020).
Hence, I consider the comments section as affordance (Evans et al., 2016)
for Navalny’s team to promote the video on the YouTube platform, for his
supporters, to express their support, and for his opponents, to show that
many people disagree with Navalny’s position.

Why can discussions occur between those who believe in different polit-
ical ideas in Navalny’s YouTube community? The online environment frees
people to express their points of view (Wojcieszak and Mutz, 2009), even
when opinions are ideologically distant (Shugars and Beauchamp, 2019)
and conflicting (Stromer-Galley, 2006). Politically controversial topics are
accompanied by a moderate level of heterogeneity, i.e. it is more likely to
observe dissimilar sentiments in comments on sensitive issues (Röchert
et al., 2020). These observations go along with the idea of “corrective action”
when individuals who perceive that media disproportionately affect pub-
lic opinion are more likely to engage in political communication to make
themselves more visible (Rojas, 2010). However, social media should not be
considered solely as a space where deliberation between different groups
occurs. Rather, it can be understood as a place for identity formation and
strengthening (Törnberg and Uitermark, 2021). Social media intensifies
existing contradictions owing to the sorting process in which individuals
orient themselves to identities rather than opinions. Eventually, this process
exacerbates the perception of profound cleavages in society and differences
between in-group and out-groupmembers (Törnberg, 2022).

The other line of literature reports that users may respond to social
context cues e.g. likes or sentiment of comments (Li et al., 2015; Voggeser et
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al., 2018; Cho and Kwon, 2015). This situation can also be considered through
the lens of thewell-known “spiral of silence” theory (Noelle-Neumann, 1974),
in which an individual, seeing that dominant social attitudes propagated by
themedia or the social environment contradict his or her own opinion, tries
to avoid expressing a point of view for fear of being isolated. However, the
video format has the potential for much higher involvement than any other
type of content. This type of storytelling may involve those who stand in
apolitical positions and become spaces where informal political talk occurs
(Coleman and Freelon, 2016). In some sense, it may resemble a leisure
group (Wojcieszak andMutz, 2009, p.50) and involve different people, not
just opposition-minded users. Although apolitical users do not use social
media as an entrance to political news (Möller et al., 2019), the YouTube
channel of Navalny resembles not an average news broadcast but political
infotainment. This simultaneously engages in the viewing process and, to
some extent, creates a more relaxed atmosphere for opinion expression by
different viewer categories.

When YouTube (via the Trending tab) contributes to the promotion
of video content on a par with the media resonance that accompanies
Navalny’s investigations (Kazun, 2019), there aremore chances that users can
express thoughts thatmay doubt the arguments of a particular investigation,
simply because such videos can go beyond the community of Navalny’s sup-
porters. YouTube provides a decent level of pseudonymity, which facilitates
opinion expression contradictory to the dominant perspective (Halpern and
Gibbs, 2013; Wu and Atkin, 2018), without affecting the quality of political
discussion (Berg, 2016).

Toepfl (2020) defined Navalny’s community as a leadership-critical pub-
lic within a non-democratic context formed around a headliner who is not
afraid of the country’s ruler and actively criticizes him. I expect that cross-
cutting disagreement can be observed when there are attacks on Navalny
and his community or supporters. Cross-cutting disagreement is defined
as a clash between those who criticize Putin or the authorities from one
side and those who criticize Navalny or the opposition in response (and
vice versa); this interaction must occur in the same pair of top-level and
threaded comments (not exclusively within the thread).

Hypothesis 2: Top-level comments attacking Navalny or the opposition
are more likely to generate threaded comments from the opposite side than
other types of top-level comments (e.g., pro-opposition and neutral stances).
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Data andMethods

Data. I collected comments for the videosuploaded to theYouTubeplatform
on Navalny’s channel from 2013 until July 2021 through the use of YouTube
Data Tools (Rieder, 2015). The pooled dataset contains 8,980,313 comments
from 407 videos. But I excluded several videos in different steps of the data
collection because of issues related to the incorrect functioning of YouTube’s
API1. It decreased the overall number of comments to 7,985,548 without
having a severe effect on the representation of discussions2.

Discussion structure. OnYouTube, users can comment on the content by
posting top-level messages without responding to anyone. Suchmessages
may eventually generate a discussion thread when other users comment
underneath (n=579,556). I call such comment top-level comments with
threads. Consequently, a thread comment appears, that is, one posted
under a top-level comment as a response to it (n=2,018,973). Then, I also
discerned top-level comments without a thread (n=5,387,019). This dis-
tinction allows me to discern different patterns of opinion expression and
observe the interaction between users.

Method for testing Hypothesis 1A. As a measure of incivility, I use toxic-
ity scores provided by Perspective API. Perspective is a convolutional neu-
ral network toxicity classifier trained on millions of comments in several
languages, including Russian. Table A1 in the online appendices contain
examples of the comments, their translation in English, and toxicity scores.
I prefer not to focus on the debate about the distinction between incivility,
intolerance, hate speech, toxicity, and other related concepts (Rossini, 2020)
since my interest lies in the aggregate scope of conversational character-
istics. Therefore, I follow Perspective API’s definition of toxicity as “a rude,
disrespectful, or unreasonable comment that is likely to make people leave
a discussion”3. I use toxicity and incivility as interchangeable concepts.

I rely on Perspective API toxicity classifier to detect incivility for sev-
eral reasons. First, it has been successfully used to detect toxicity in short
comments written in Russian (Bogoradnikova et al., 2021) as a baseline for
comparison and performed better than other methods compared by the
authors4. Second, developers of the classifier revised the model, making it

1The service YouTube Data Tools did not allow me to retrieve comments from the video
about Putin’s palace (https://www.youtube.com/watch?v=ipAnwilMncI). Sending queries to
the YouTube API directly returned comments that were not discerned into thread and top-level
comments. As a result, comments about Putin’s palace were excluded from the final dataset.

2I pseudonymized the IDs of the commenters using the encryptr and digest packages on R.
3https://developers.perspectiveapi.com/s/about-the-api
4The correlation coefficient between comment length and toxicity scores is 0.228, which is
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more robust against adversary attacks (Lees et al., 2022). Third, social scien-
tists actively organize human validations (Kim et al., 2021) of toxicity scores,
reporting generally the better performance of Perspective API in compari-
son to human labelers in terms of accuracy and efficiency (Rajadesingan A.,
2020; Vargo and Hopp, 2020).

To test Hypothesis 1A, I check the association between the toxicity of a
top-level comment and whether it creates a discussion thread. I use logistic
regression with a dependent variable operationalized as to whether a top-
level comment has a thread (i.e., opens discussion) or not. The structure of
the dataset derived from the YouTube API does not allowme to look at sub-
threads when users respond to comments left in a thread. I marked all such
comments as thread comments to a single top-level comment. As the main
independent variable, I use a dichotomized version of the toxicity score
where all comments with a score equal to or greater than 0.5 are defined as
toxic, andmessages with a score below 0.5 are non-toxic. I also exploit an
alternative approach using local polynomial fits to predict the number of
replies a top-level comment receives, taking Perspective’s raw toxicity scores
into account. OLS regression of the length of discussion threads on top-level
comment toxicity is also presented (Table A4).

Method for testing Hypothesis 1B. To check Hypothesis 1B, I look at the
association between a comment’s toxicity and when it was posted (in 2- and
12-hour interval bins after the publication of the video). Here, the focus is
on an average value of toxicity for three types of comments within a given
time interval, with error bars representing 1.96 standard deviations of the
mean. Moreover, I conducted a regression analysis of toxicity on the timing
of comment posting (Tables A5 and A6 in the online appendices).

I also run OLS regressions of the time of posting (with 2- and 12-hour
intervals) on the type of commenters according to (1) their frequency of
interaction with Navalny’s content (one-off vs. prolific commenters), (2) the
average level of toxicity of their messages (after aggregating comments by
their authors, if the average level of toxicity is 0.5 or more, a commenter is
defined as “toxic”, and otherwise “non-toxic”) and (3) type of comment5. In
addition, I added the interaction between these variables (Tables A7 and A8
in the online appendices).

negligible.
5I thank the anonymous reviewer for the suggestion to take into consideration different

types of commenters and their contributions in different timeframes after a video release. I
admit it is just a preliminary attempt to address this relevant question. It requires amuch better,
more elaborated research design. Therefore, I hope to continue this line of inquiry further in
my research activities.
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Discerning anti-/pro-government stances. For testingHypothesis 2, I de-
tected pro-government and pro-opposition sentiments in comments using
class affinity modeling (Perry and Benoit, 2017). This method is appropriate
in situations where most of the text messages are unlabeled but a small
number of comments with extreme values on a hypothesized ideological
spectrum are presented.

I started with the compilation of a dictionary containing derogatory ref-
erences to the government and opposition. Such a focus on insults targeting
the other side is related to the concept of affective polarization, driven by
emotions andmanifested in hate speech. The algorithm to compile such a
dictionary was based on an iterated computer-assisted keyword selection
approach suggested by King, Lam & Roberts (2017). First, I began with sev-
eral derogatory words targeting Putin and Navalny that were detected after
a close reading of YouTube comments and pages on Lurkmore, serving as
an encyclopedia of political discourse on the Russian Internet. Second, I
widen the scope of keywords in a snowball sampling manner, checking the
sentiment of comments towards both the government and the opposition,
either randomly reading some of them (when their number is huge) or the
whole subset of comments with a particular word. In a snowball sampling, I
rely on such metrics as the frequency of words and term frequency-inverse
document frequency weighting. The final version of the dictionary contains
approximately 530 string patterns that were used to search the corpus of
comments for pro-government (240 string patterns) and opposition (290
string patterns) sentiment. Table A9 in the online appendices contains some
of the words derived from this procedure.

Second, as a collection of comments that occupy extreme positions on
the “pro-government-opposition” sentiment scale, I chose comments that
(1) contain derogatory or mocking references to the government or oppo-
sition and (2) have scores greater than 0.5, according to Perspective API
toxicity classifier. This value was chosen as a threshold from the civil to un-
civil categories because of its probabilistic logic. When pro-government and
opposition words from the dictionary were present in the same comment,
they were excluded from the training set. The combination of derogatory
or mocking words targeting political actors and uncivil sentiment in a com-
ment serves as a training set for a class affinity model. I have checked the
words included in my dictionary in Perspective API classifier; in most cases,
these words are not recognized as toxic. In addition, the correlation between
toxicity scores and affinity scores is weakly positive (0.12).

Class affinity scores range from 0 to 1. I define pro-government and
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pro-opposition comments as having affinity scores equal to or greater than
0.8 (pro-opposition) and equal to or less than 0.2 (pro-government). Such
thresholds are chosen because I am interested in extreme forms of attack on
the other side. The training set contained 194,674 comments (2 percent of the
comments corpus). Recall that the class affinity model allows one to work
with a small number of labeleddocuments (Perry andBenoit, 2017). I applied
the class affinity model to the full corpus of around 8 million comments.
The distribution of comments according to their sentiment is presented in
Table A10 in the online appendices.

Such an algorithm does not fit the canonical approaches in the super-
vised machine learning literature when coders annotate a sample of text
that is then piped into classification models. My approach of combining
Perspective API toxicity scores, in some sense, resembles an adaptation
of supervision with the found data (Grimmer et al., 2022), which requires
considerable effort to validate the results. I have already mentioned how
the results of computer-assisted keywords used to identify pro-government
and opposition cues were validated by a close reading of these comments.
Regarding the relevance of Perspective API toxicity classifier for the Russian
language, I have already speculated in the corresponding section on the
analysis of the toxicity of the discussions.

The results of class affinitymodelingwere also validated against two inde-
pendent coderswhomanually classified 1000 comments intopro-government,
pro-opposition, and neutral categories, taking into account such features
as attacks on the opposite side, the incivility of the message, and emotional
expressions of commenters (the use of emojis, for example). Inter-coder
reliability is 0.89. The model achieved a high prediction accuracy of 0.97
with the first coder and 0.95 with the second coder. But the precision metric
for pro-government positions remains relatively low (0.71 for coder 1 and
0.73 for coder 2). I explain these results with the fact that the share of pro-
government and pro-opposition comments is not very high (Table A10 in
the online appendices). So, I take these results cautiously because of the
specificity of the comments I need to discern. Other statistics are presented
in Tables A11 and A12.

Method for testing Hypothesis 2. For testing Hypothesis 2, which checks
an association between attacks on Navalny or the opposition and a subse-
quent response from their supporters, I create a scale of the discussion type
and use multinomial logistic regression. The dependent variables have five
values: (1) no conversation, which means that a top-level comment does
not contain a reply, (2) discussion, a situation when a top-level comment
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has a thread of reply comments but without attacks on the government or
opposition, (3) attack on the government, a top-level comment has a reply
comment with an attack on the government, (4) attack on the opposition, a
top-level comment has a reply comment with an attack on the opposition,
and (5) attacks from both sides in a threaded comment, i.e. a top-level com-
ment provokes a reaction from both political camps. Table A13 in the online
appendices contains the distribution of the discussion types.

The independent variable of interest is the comment type. It can have
three values: pro-government, neutral, and pro-opposition. I also control
the length of a comment, the number of likes it has, the time when a com-
ment was posted (split into 2-hour intervals after the publication of a video),
andwhether a comment is toxic. Comment length and the number of likes it
received were taken from a logged version (log (1+x)) rather than raw values
to address the skewness in the distribution of both variables.

Additional tests were also performedwith ordinal logistic regression split
into two separate models, where the dependent variable has three levels:
no discussion, discussion, and attack on the government or opposition
(depending on the model) (Tables A16 and A17). This modification was not
included in themain text of the article because it violated the assumption of
proportional odds. I also check the results of multinomial logistic regression
models, avoiding the assumption about the ordered nature of the dependent
variable and dealing with two separate models (Tables A14 and A15).

Results

I begin with a general description of the comment dataset. Figure 1 shows
how the number of comments changedmonthly during the study period.
It can be seen how commenting occurs unevenly over time. Overall, one
percent of the most discussed videos (n=4) generated 23 percent of all the
comments (2,078,519). Ten percent of the videos (n=41) contributed 50 per-
cent of the comments (4,531,856). This distribution corresponds to a Gini
coefficient of 0.67, which indicates a high concentration of comments from
a limited number of videos. When this coefficient is close to one, it means
that the comments have been distributed among a few videos (all comments
are posted under a single video when the Gini coefficient is one). If the Gini
coefficient is zero, then all comments are distributed equally among all the
videos released by Navalny’s team.

Comments are not only sporadic outbursts of emotion manifested in
writing a single message, after which a user leaves the page (Figure 2). In-
stead, video begets conversations between the users. TheGini coefficient for
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Figure 1: Number of comments on Navalny’s YouTube channel by month of publishing

inequality in the distribution of comments by YouTube users confirms this
point. The interpretation of these values is similar to what was previously
said about the Gini coefficient for videos and comments. But here, we deal
with the distribution of comments among users, not videos. According to
Figure 2, the Gini index for threaded comments (red line) is higher than that
for top-level comments (blue line). It means that the videos on Navalny’s
YouTube channel generated micro-discussions with an active exchange of
opinions under the top-level comments. Some users comment on the state-
ments of others, and their participation in these conversations varies. At the
same time, top-level comments represent expressions of what commenters
saw in the video clips rather than an exchange of opinions with peers, and
the level of inequality in the distribution of this type of comment is lower.

Testing Hypothesis 1A: Uncivil comments are more likely to start discus-
sion threads than civil ones. Table 1 contains the results of logistic regression
with a dependent variable operationalized as whether a top-level comment
has a thread (i.e., opens discussion) or not. All comments with a toxicity
score equal to and over 0.5 are defined as toxic, and messages with a score
below 0.5 are non-toxic.

Uncivil top-level comments have a higher chance of starting a conversa-
tion thread. After converting a coefficient from Column 1 in Table 1 to the
probability of having a thread, we get 0.52. After adding into a model the
interaction of toxicity with timemeasured through 2-hour intervals after a

14 VOL. 5, NO. 1, 2023



COMPUTATIONAL COMMUNICATION RESEARCH

Figure 2: Inequality in the distribution of comments by YouTube users, a day-level snapshot: the
red line and dots are for thread comments, the blue line and dots are for top-level comments,
and the black line is for the whole corpus of comments

Table 1: Logistic regression results of a top-level comment having a discussion thread on toxicity,
count of likes, comment length, 2-hour intervals

Dependent variable:

Type of top-level comment: with or without thread

Model 1 Model 2

β SE p-value β SE p-value

Toxicity (binary) 0.091 0.021 0.00001 0.178 0.025 0.000
Count of Likes (log) 0.889 0.015 0.000 0.889 0.015 0.000
Comment length (log) 0.650 0.013 0.000 0.650 0.013 0.000
2nd 2 hours 0.053 0.030 0.074 0.054 0.032 0.090
3rd 2 hours 0.142 0.029 0.00000 0.137 0.031 0.00002
4th 2 hours 0.222 0.045 0.00000 0.221 0.048 0.00001
5th 2 hours 0.331 0.043 0.000 0.325 0.045 0.000
6th 2 hours 0.453 0.068 0.000 0.452 0.072 0.000
7th 2 hours 0.532 0.070 0.000 0.546 0.074 0.000
More than 14 hours 0.605 0.081 0.000 0.632 0.080 0.000
Intercept −5.135 0.044 0.000 −5.147 0.044 0.000
Interaction of toxicity with time No Yes

Observations 5,966,575 5,966,575
Log Likelihood −1,308,195 −1,308,005
Akaike Inf. Crit. 2,616,413 2,616,046
Bayesian Inf. Crit. 2,616,562 2,616,291

Note: Video clustered standard errors are presented

AIDAR ZINNATULLIN 15



POLITICAL DISCUSSIONS IN ONLINE OPPOSITIONAL COMMUNITIES IN THE NON-DEMOCRATIC
CONTEXT

video release (Column 2), the coefficient for the variable of interest slightly
increases (0.54 converted to probability). In Figure 1 in the online appen-
dices6, I present the marginal effects of the level of toxicity on the likelihood
that a top-level comment opens a discussion. The likelihood that a top-level
comment will open a discussion goes up from nearly 0.08 to approximately
0.2 in a toxicity range from 0 to 1.

There are more empirical tests of the hypothesis where I use centered
toxicity scores, their squared term, video fixed effects, and add interactions
of toxicity with other variables (Online Appendix B). Generally, the results
do not contradict the ones reported in Table 1. However, controlling for
the squared term of toxicity shows that toxicity has its limits: users do not
engage with messages containing extreme incivility (Table A3 in the online
appendices).

Further, I present the results ofmodels that use thenumber of replies that
a top-level comment receives as an outcome. Figure 3 shows how toxicity
scores are associated with the number of replies that top-level comments
get. In this analysis, I apply local polynomial fits. On the y-axis, fitting values
of reply counts are presented, while on the x-axis are percentiles of toxicity
scores. Figure 3 shows bimodality. Nearly the 60th percentile corresponds to
a 0.1 toxicity score. The 80th percentile, which corresponds to a 0.31 toxicity
score, gets the highest number of comments. It means that replies increase
until toxicity reaches the 80th percentile of the distribution of comments
and then declines. In other words, messages that get the most replies from
other commenters do not demonstrate extreme forms of incivility. Moreover,
according to Table A4, the average increase in the number of replies that a
top-level comment attracts varies from 0.5 to 1.2 percent with a change from
the category of civil to uncivil messages.

In addition, I run local polynomial regression of “like” counts on toxicity
distribution (Figure 2 in theonline appendices). Thepeakof the “like” counts
is in the 50th percentile of the toxicity distribution, which corresponds to a
toxicity score of 0.07. In other words, the comments that are predicted to
be classified as toxic in only 7% of cases are the most popular in terms of
endorsements from other users.

In general, Hypothesis 1A finds empirical evidence, but the association
between toxicity and discussions has a more nuanced nature. According to
the findings, uncivil top-level comments are more likely to have discussion
threads. However, users are not willing to dispute with those who spread
extreme forms of incivility towards others, probably seeing the limited po-

6Here, I use the original, not binary, version of a toxicity score variable.
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Figure 3: Comment replies and toxicity scores, n = 5,966,575 top-level comments

tential to deliberate.
TestingHypothesis 1B: The longer the time after a video release, the higher

the degree of the incivility of comments. Figures 4 and 5 show how the level
of toxicity in three types of comments changes over time after the release of
a video (by 2- and 12-hour intervals, respectively).

During the first hours, the level of toxicity of each type of comment is
lower (Figure 4). Then there is a gradual increase in toxicity. After a fewhours,
the situation for top-level comments with threads and thread comments
stabilizes, as Figure 5 with 12-hour intervals shows. However, the toxicity of
top-level comments without threads continues to rise. Top-level comments
with threads have the highest toxicity score in all periods, while comments
in threads demonstrate lower toxicity. Top-level messages which do not
open discussion are less toxic.

Regression results of toxicity on the timing of comment posting are
displayed in Tables A5 and A6 in the online appendices. Users write more
toxic top-level comments (but not reply comments) over time. Moreover,
additional regression models of posting time on the types of commenters
and their comments indicate that toxic and one-off commenters are more
likely to write comments later, when a video loses its virality (Tables A7 and
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A8).
Thus, the toxicity of comments increases with time following the release

of a video, and, at a particular level, incivility reaches its peak. But the
contribution to the growth of the toxicity of subsequent comments is made
to a greater extent by (1) those commenters who, on average, write more
toxic posts, (2) rarely do this (more inclined to be one-off), and (3) mostly
when the existing discussions in the threads decelerate.

Figure 4: Toxicity score of comments by time of comment posting (2-hour bins)

Testing Hypothesis 2: Top-level comments attacking Navalny or the op-
position are more likely to generate comments from the opposite side than
other types of top-level comments (e.g., pro-opposition and neutral stances).
I present the results of multinomial regression of the discussion type in the
thread on the sentiment of a top-level comment (pro-government, neutral,
or opposition), whether it is toxic, the comment length, the number of likes
it receives, and the time when a top-level comment was posted. I use the
lack of any discussion underneath a top-level comment as the baseline level
of the outcome. Tables 2 and 3 contain columns corresponding to the other
four levels of the dependent variable. All of them are compared to the “no
conversation” baseline type of discussion. The standard errors are clustered
on a video level. The main variable of interest—a top-level comment’s sen-
timent—has three levels, where a neutral tone serves as a baseline and is
hidden in the intercept.

Weobserve theassociationpredicted in thehypothesis. Thepro-government
stance of the top-level comment is linked to the subsequent attack on the
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Figure 5: Toxicity score of comments by time of comment posting (12-hour bins)

government in the thread to this comment (Table 2, column2). After convert-
ing log odds to the probability, we obtain 0.57. When a top-level comment
is pro-government, this number indicates that the opposition is more likely
to attack than compared to a neutral top-level comment as a baseline.

At the same time, the probability of attacks fromboth sides in a comment
thread vs. without anydiscussionunderneath is 0.76 ifmoving fromaneutral
comment category to a pro-government sentiment (Table 2, Column 1).
Interestingly, attacks on the opposition are clustered in the sense that pro-
government sentiment in a top-level comment is associated with the same
sentiment in the thread underneath (see Table 3, Column 1). The probability
of having a pro-government sentiment, in this case, is 0.77.

In the case of pro-opposition sentiment, pro-opposition stances articu-
lated in a top-level comment are associated with the attack from the other
side as well. But this association is weaker in terms of substantive signifi-
cance. The probability of the criticism targeting the opposition in the thread
vs. no conversation as a baseline will increase by 0.29 when a top-level
comment moves from the neutral to the pro-opposition category (Table 3,
Column 1). My interpretation of this observation is as follows: the comments
section is replete with anti-government discourse, and the pro-government
narrative that is out of the ordinary attracts the attention of both those
who share these beliefs and those who support Navalny and the opposition.
Online Appendix E shows that the predominant topics in the top-level com-
ments are those that express sympathy for Navalny or contain a sentiment
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attacking the ruling class. The association of pro-government discourse
with discussions, in contrast to the pro-opposition narrative, confirms my
expectation regarding the polarization in the community of Alexei Navalny
on YouTube.

Online Appendix D contains the results of twomultinomial regression
models when a dependent variable has only three values: “attacks fromboth
sides” were discarded, while attacks on the government and the opposition
were checked in separate models (Tables A14 and A15). In addition to the
Hausman-McFadden test for a multinomial logit model, this analysis also
confirms that the independence of irrelevant alternatives assumption is
true. Though the assumption of parallel lines does not hold, the results
of ordered logistic regressions are also presented. The difference between
Tables A16 and A17 lies in the event considered to be of the highest order.
In Table A16, this is an attack on the government in the thread under the
top-level comment. In Table A17, the dependent variable has the highest
value when there is an attack on the opposition in the thread under the
top-level comment. These results are similar to those presented in Table 27.

Table 2: Results of multinomial logistic regression of discussion type

Reference ’No discussion underneath of a top-level comment’

Column 1 Column 2

Attacks from both sides Attacks on government

β SE p-value β SE p-value

Pro-Government (baseline: neutral) 1.152 0.056 0.000 0.296 0.056 0.00000
Pro-Opposition (baseline: neutral) −0.685 0.053 0.000 −0.056 0.029 0.297
Toxicity (binary) 0.404 0.048 0.000 0.204 0.028 0.00002
Comment length (log) 1.273 0.021 0.000 0.788 0.019 0.000
Count of Likes (log) 1.634 0.022 0.000 1.124 0.017 0.000
Second 2 hours −0.081 0.054 0.133 0.074 0.036 0.037
Third 2 hours −0.016 0.060 0.793 0.137 0.042 0.001
Fourth 2 hours 0.085 0.078 0.278 0.136 0.050 0.006
Fifth 2 hours 0.250 0.077 0.001 0.226 0.045 0.004
Sixth 2 hours 0.282 0.101 0.005 0.411 0.072 0.00005
Seventh 2 hours 0.490 0.090 0.00000 0.418 0.064 0.00001
After more than 14 hours 0.569 0.091 0.000 0.458 0.078 0.00000
Intercept (Neutral) −12.636 0.097 0.000 −8.112 0.070 0.000

Akaike Inf. Crit. 3,527,597 3,527,597
Bayesian Inf. Crit. 3,528,304 3,528,304
Observations 5,965,458 5,965,458

Note: Video clustered standard errors are presented

7Only some of the model outputs are presented in Online Appendix C , whereas others
can be requested from the author. In general, the results in all additional tests maintain the
expected direction of association between the variables of interest and statistical significance.
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Table 3: Results of multinomial logistic regression of discussion type

Reference ’No discussion underneath of a top-level comment’

Column 1 Column 2

Attacks on opposition Discussion

β SE p-value β SE p-value

Pro-Government (baseline: neutral) 1.191 0.039 0.000 0.432 0.038 0.000
Pro-Opposition (baseline: neutral) −0.893 0.042 0.000 −0.352 0.027 0.000
Toxicity (binary) 0.209 0.030 0.00002 0.061 0.018 0.202
Comment length (log) 0.939 0.016 0.000 0.603 0.013 0.000
Count of Likes (log) 1.045 0.019 0.000 0.837 0.013 0.000
Second 2 hours 0.001 0.042 0.979 0.065 0.027 0.017
Third 2 hours 0.102 0.042 0.015 0.153 0.028 0.000
Fourth 2 hours 0.236 0.061 0.000 0.233 0.046 0.000
Fifth 2 hours 0.426 0.069 0.00000 0.336 0.042 0.00002
Sixth 2 hours 0.516 0.093 0.00000 0.453 0.068 0.00001
Seventh 2 hours 0.563 0.081 0.000 0.536 0.075 0.000
After more than 14 hours 0.699 0.085 0.000 0.599 0.082 0.000
Intercept (Neutral) −8.589 0.061 0.000 −5.142 0.043 0.000

Akaike Inf. Crit. 3,527,597 3,527,597
Bayesian Inf. Crit. 3,528,304 3,528,304
Observations 5,965,458 5,965,458

Note: Video clustered standard errors are presented

Discussion

For obvious reasons, such as the sensitivity with which citizens present their
true political preferences to interviewers, the phenomenon of affective po-
larization in non-democracies has received little attention using traditional
methodological tools, most notably surveys. But we should not underesti-
mate attempts to address this issue from the perspective of observational
digital data. This study is one such effort, and it answers the question of to
what extent polarized political discussions are in the online community of
the most vocal Russian opposition politician, Alexei Navalny.

From my analysis of discussions in the comments section of Alexei
Navalny on YouTube, three main contributions emerge to the literature
on political communication within a non-democratic context. First, the
role of incivility in affecting discussions has a two-fold nature. On the one
hand, comments that attract reactions from other users in the form of text
replies aremore uncivil. This relationship between replies and toxicity is not
linear. Incivility has limits in driving further discussion because users are
not prone to react to extremely toxic messages. If previous studies provide
evidence that initial posts increase the likelihood of getting uncivil replies in
such a way, creating a spiral of toxicity (Kim et al., 2021; Rega andMarchetti,
2021; Unkel and Kümpel, 2022), top-level comments with threads in the
dataset analyzed are more uncivil than comments that follow. This finding
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highlights the role of incivility in the specific context of Russia, where the au-
thorities restrict people’s expressions about politics in general and regulate
the way they have to communicate on the Web (for instance, swear words
are prohibited by law) (Bodrunova et al., 2021). To be discussed, a comment
must have some potential to signal that the environment is free to express
opinions in a frank manner, without slipping into the direct abuse of the
participants.

Second, the level of toxicity of comments goes up over time. However,
commenters contributing to the increase in toxicity over time differ from
those who engage in conversations when a video gains more attention from
the audience (within several hours after its publication). The former are
sporadic and usemore toxic language, writing top-level comments (i.e., they
do not engage in the presented discussion threads).

Third, pro-government messages posted as top-level comments in the
community of Russia’s opposition leader serve as a crossroads between two
opposing camps. Navalny’s supporters tend to respond to attacks from their
opponents. At the same time, the pro-government sentiment expressed in
the form of thread comments focuses on pockets of disagreement initiated
by other pro-government commenters. I interpret this result as indicating
that communities on social media do not fully create ideological silos where
their members cannot encounter the opposite point of view. Rather, they
may see ideas that are contrary to their views. In such a situation, this
only contributes to the rallying of the group and the strengthening of a
common identity. Therefore, it becomes important to react to attacks from
the “other side.” The fact that pro-government commenters are less active in
commenting on pro-opposition posts can be explained by their intention to
show their presence and disagreement with the dominant narrative. Replies
to top-level comments get little attention due to YouTube’s design of the
comment section, while top-level comments are much better at attracting
attention from other users.

Althoughmy work adds to the general theory of political communica-
tion in informational and electoral authoritarianism (as defined by pre-war
Russia), its implications for the new realities of a political system with tight
control over dissent are limited. Undoubtedly, the Russian-Ukrainian con-
flict and the earlier imprisonment of Alexei Navalny changed the politi-
cal regime in Russia towards more control over citizens and suppressing
collective action and dissent in general. But, as the experience of other
autocracies shows (Nugent, 2020), mass repression only contributes to po-
larization. With the confrontation of “us vs. them”, suppression of dissent
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generates more emotional anger. In addition, not all foreign-origin social
media platforms, including YouTube, were banned at the time this text was
written. Independent journalists and political activists actively migrate to
YouTube to continue their work, even if they are forced to flee the country
due to repressions. And the reason YouTube is still available in Russia is that
pro-government content also finds an appreciative home on this platform.
This is one perspective for future research: to compare pro-government and
opposition YouTube channels both in terms of the content they disseminate,
their popularity (for instance, their appearance in the Trending tab, which
is understudied in the domain of computational communication research),
and the comments they receive, taking into consideration different stages
in the regime’s evolution.

Personalistic autocracies showsimilarities in their communication strate-
gies to tackle challenges to keeping the status quo. Pro-government dis-
course becomes simpler, with greater potential to polarize society by blam-
ing someone for a country’s economic woes (Rozenas and Stukal, 2019;
AYTAC, 2021) or other issues (Alrababa’h and Blaydes, 2020; Laebens and
Öztürk, 2020). Thus, political polarization does not have to be a corollary
of social cleavages. Instead, we can consider it a by-product of political
entrepreneurs’ actions to pursue their goals (McCoy and Somer, 2018). Even
under tighter regime constraints, the Internet and socialmedia, in particular,
provide a platform for citizens to disseminate information and raise aware-
ness about the incompatibility of their interests and values with those who
benefit from the current state of affairs. This thesis appears to be supported
by Belarusian and Russian examples featuring Sviatlana Tsikhanouskaya
(Mateo, 2022) and Alexei Navalny.

The snapshotnatureof thedatadoesnot fully reflect thedynamic aspects
of political discussion on Navalny’s YouTube channel. Focusing on the
period when the message was left by a user does not allowme to restore the
whole context inwhich the user responded to someone. YouTube algorithms
constantly change the configuration of comments when the user observes
comments under the option “Top comments.” Therefore, it is difficult to go
beyond a simple description of discussions and make associations between
different aspects of the political conversation.

The applied research design does not allow me to tell anything about
who exactly comments on the posts of pro-government commenters in the
threads while continuing to express pro-government discourse there. This
may include other users responding to relevant signals as well as the authors
of the original top-level comments. In general, the profile of commenters
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needs to be covered in future studies. It is also necessary to look at the
substance of political conversation in the comment section. Undoubtedly,
the sentiment of messages and the timing of their posting are not the only
reasons users engage with each other when discussing politics. Here, top-
ics around which conversations evolve can reveal other aspects of online
political communication between peers within oppositional communities
in non-democracies. I also deliberately avoided framing pro-government
comments as pro-government astroturfing activity in this study (Sanovich
et al., 2018; D. Stukal et al., 2019; D. Stukal et al., 2017). I do not rule out this
interpretation entirely, but attempts to identify inauthentic behavior require
a different research toolkit and design.

Conclusion

In this study, I examined the discussions that take place in the YouTube com-
munity of Russia’s most vocal opposition politician, Alexei Navalny. Based
on a corpus of nearly eight million comments spanning the years 2013 to
2021, I demonstrated that uncivil comments are more likely to generate dis-
cussion threads than civil ones. But this relationship is not straightforward
in terms of the correlation “more incivility,more discussion.” It rather tells us
that to be discussed, a comment must have some potential for deliberation
in terms of signaling that the environment is conducive to the expression of
opinions in a more frankmanner. In addition, the toxicity of comments gets
higher over time after a video is posted. This was observed during the first
14 hours after the release of the video. Then, the level of toxicity for top-level
comments with threads andmessages left in threads stabilizes, remaining
approximately at the same level. My analysis also concluded that discus-
sions in Navalny’s YouTube comment section are not a manifestation of a
bastion of like-minded users who have no opportunity tomeet cross-cutting
disagreements. Instead, critics of Navalny are visible, and their presence
attracts both oppositional sentiments as a response and endorsements from
like-minded commenters. Future research should consider a more detailed
and in-depth examination of conversations, with a focus on topical aspects
of the discussion and contexts controlling, for example, the sentiments of
other messages, the profile of commenters, the effect of algorithms, and
so on. Regardless, these results point to the need for the analysis of the
digital trace data of Russia’s political communication because self-reporting
methods demonstrated their weaknesses with the start of a new level of the
Russian-Ukrainian conflict.
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