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\begin{abstract}
Investor overconfidence leads to excessive trading due to positive returns, causing inefficiencies in stock markets. Using a novel methodology, we build on the previous literature by investigating the existence of overconfidence by studying the causal relationship between return and trading volume covering the COVID-19 period. We implement a nonlinear approach to Granger causality based on multilayer feedforward neural networks on daily returns and trading volumes from 2016 to 2021, covering 1424 daily observations of the S&P 500 index. The results provide evidence of overconfidence among investors. Such behavior may be linked to the increase in the number of investors. However, there is a decline in the rate of returns during the study period, implying uncertainty caused by the COVID-19 pandemic.
\end{abstract}

1. Introduction

People exhibit overconfidence, but it can sometimes be dangerous. Psychological experts in experiments have shown that human language, memory, and thoughts are systematically positively biased (Seligman, 2015). Trivers (2000), an evolutionary biologist, identifies that self-deception has an ancient link with the evolution of the brain. Wrangham (1999) argued that natural selection favored positive illusions because they were beneficial for hunter-gatherer societies in war conditions, interpersonal combat, one-on-one disputes, negotiation, the attraction of allies, and deterrence of rivals. Furthermore, positive illusions had been related to survival, resource accessibility, and reproductive prospects. Exaggerated confidence also brings many advantages; for instance, the costs of failure from overconfidence are less significant than missed opportunities from overcautiousness, facilitating enhanced mental, social, and physical functioning and increasing performance in conflict.

Overconfidence can offer significant advantages in difficult, competitive, or combative situations (Dominic, 2004). Tuchman (2014) claims that overconfidence provides essential advantages in our ancestral environment. There are countless examples of overconfidence in diverse professional contexts, from companies to unions to governments, military commanders making decisions on the battlefield, and decision-making by political groups. Taylor and Brown (1994) argue that positive illusion leads to motivation, perseverance, better performance, and greater success.

In comparison, Dominic (2004) emphasizes that excessive confidence can bring disasters and losses. Many researchers (Dominic,
2004; Malmendier and Tate, 2005; Neale and Bazerman, 1985; Odean, 1999; Moore and Healy, 2008) stipulate that overconfidence is a reason behind wars, strikes, litigation, entrepreneurial failures, and stock market bubbles. Overconfident people are evolutionarily stable in a wide range of environments. They may help to explain how overconfidence remains prevalent today, even if it contributes to pricing, market bubbles, financial collapses, political failures, disasters, and expensive wars (Dominic and Fowler, 2011). Skala (2008) notes that since the 1960s, overconfidence has been employed widely in psychology, and it is a form of miscalibration widely used by economists. Most researchers attribute overconfidence to positive illusions, like the better-than-average effect, the illusion of control, and unrealistic optimism. Taylor and Brown (1994) affirm that individuals show positive illusions or overconfidence in various fields. First, they perceive unrealistic optimistic terms. Second, they think they control environmental events, leading to mistakes in judgment or decision-making, overestimating one's abilities and undervaluing an opponent, the challenge of a task, or eventual risks (Dominic and Fowler, 2011). Hence, several academics (Akerlof and Shiller, 2010; Johnson and Asher Levin, 2009; Dominic and Tierney, 2011; Dominic, 2004; Tuchman, 2014) provide evidence that overconfidence is historically blamed for high-profile disasters, namely, World War I, the Vietnam War, Iraq War, the 2008 financial crisis, and poor preparation for environmental phenomena, such as Hurricane Katrina and climate change.

Based on his hubris theory, the first pioneering study introduced the optimism and overconfidence approach to corporate finance was Roll (1986). This theory states that directors, i.e., CEOs of acquiring companies, make valuation mistakes and are overly optimistic about a takeover project's potential synergies. Consequently, they overbid target companies to the detriment of their shareholders (Brown and Sarma, 2007). Using U.S. data, Odean (1998a) (1998b) (1999) and Barber and Odean (2000, 2001) first studied overconfidence in stock markets. Recently, Qiao et al. (2022) showed that overconfidence is still evident among U.S. CFOs, and Thi Tuyet Dao et al. (2023) showed similar results among Vietnamese managers. Many works investigating developed and emerging countries' stock markets helped increase the relevant literature in recent years (Abbes, 2013; Ahmed et al., 2023a; Berg and Rietz, 2019; Deaves et al., 2010; Phan et al., 2020; Qasim et al., 2019; Şahin and Ozlem YILMAZ, 2014). However, overconfidence behavior is problematic in stock markets and has been considered at the academic level due to the evidence of market anomalies (Abdeldayem and Mahmoud, 2013; Chen et al., 2007; Metwally and Darwish, 2015; Wang and Daxue, 2008).

Regarding the role of overconfidence behavior as the most probable cause of many catastrophes, crises, and bubbles, we examine the existence of overconfidence in a developed U.S. market (S&P 500) from 2016 to 2021. It is a noteworthy case to analyze as the U.S. experienced an economic crisis in 2020 during the first period of the pandemic when the world economy experienced a synchronized slowdown driven by a public health crisis (COVID-19). We note that the number of active investors in the S&P 500 increased during this turmoil, even though COVID-19 shocked financial markets. On March 11 and 12, 2020, the S&P 500 index decreased by more than 15% in a severe decline. The index plummeted by over 30% from its closing value on March 23, 2020. Even more astonishing than the decline was the market rebound that came after, using the monetary and fiscal policies, including a rollout of programs from the Central Bank. The S&P 500 rose by about 80% compared to March's low and reached a new record on Thursday, i.e., March 26, 2020. "I think the policy response was meaningful and significant, and as a result, prevented what could have been a far worse outcome," said Tobias Levkovich in 2020.1 Interestingly, most investments had a negative rate of return in the periods (2019–2020) during the outbreak of COVID-19. Notably, investors had negative yields despite a massive rise in the number of active investors during the relevant period, showing that behavioral motivations may have played a role.

Several methodologies have been applied to model and test overconfidence. Perhaps, the causality between return and trading volume is the prevailing approach, as appeared in Barber and Odean (2000, 2001). In this research, we build on the previous academic work by introducing two novel nonlinear modeling and forecasting techniques applied to test overconfidence studying the COVID-19 period, i.e., nonlinear Granger causality analysis based on multilayer feedforward neural networks and nonlinear impulse response analysis based on local projections. To the best of our knowledge, our study is the first to scrutinize investor overconfidence behavior on the S&P 500 index using nonlinear methodologies. We add to the behavioral finance literature by applying the artificial neural network (ANN) forecasting process to model investors' overconfidence, which includes all the past generated values and presents many advantages. Furthermore, nonlinear impulse response functions can easily differentiate trading volume responses to return shocks in various regimes. Although many studies investigate the overconfidence behavior in the U.S. stock market returns, this is the first study to use a distinguished method, i.e., impulse response analysis that was employed previously by many researchers, based on the linear approach among various stock markets (Ahmed et al., 2023b; Metwally and Darwish, 2015; Sheikh and Riaz, 2012; Statman et al., 2006; Zaiane and Abaoub, 2009).

Using novel approaches and covering COVID-19, we tested the daily returns and trading volumes from 2016 to 2021. We examine whether investors exhibit overconfidence behavior in the U.S. stock market, referring to the S&P 500 index. We document evidence of overconfidence among investors in the U.S. stock market. Such behavior may be linked to the increase in the number of investors. However, there is a decline in the rate of returns during the study period, implying uncertainty caused by the COVID-19 pandemic.

The rest of this paper is organized as follows. Section 2 provides the literature review. Section 3 mentions the methodology and data. Section 4 describes the results and discussions. Section 5 describes conclusions, implications, and further research roadmaps.

2. Literature review

Price bubbles can occur in markets and lead to financial crises if irrational prices come from investors’ risky preferences because

1 Tobias Levkovich, the chief U.S. equity strategist at Citi, said the quote in an interview at CNBC in March 2020 after government programs by Federal Reserve.
overconfidence is greater than the real price levels. Then, examining the factors leading to investors’ irrational decisions, such as overconfidence, is imperative. Previous studies examine overconfidence behavior in decision-making for developed and developing financial markets. Regarding the U.S. market, Qiao et al. (2022) studied the U.S. listed firms from 1993 to 2019. They demonstrate that companies with overconfident CFOs are linked with greater stock crash risk, CFO overconfidence outweighs CEO overconfidence in affecting stock crash risk, and good governance practices could limit such CFO’s overconfidence. Such findings are also confirmed by.

Market anomalies are not dominant in developed markets but in developing ones (Abdeldayem and Mahmoud, 2013; Chen et al., 2007; Metwally and Darwish, 2015; Wang and Daxue, 2008). Hence, investigating overconfidence behavior in a developed market may offer more interesting insights. Recently, Thi Tuyet Dao et al. (2023) analyzed the impact of executive overconfidence on the corporate cash holdings of listed Vietnamese firms, revealing that overconfident managers are more likely to hold lower cash and are associated with a low level of deviation from optimal cash holding levels. Chen et al. (2007) analyzed overconfidence behavior in the Shanghai and Shenzhen stock exchanges from 1998 to 2002 via data related to 46,969 personal and 212 institutional investor trading accounts. The results indicated a higher rate of return among individual investors and overconfidence among institutional investors. They also claim the need for testing behavioral biases in Chinese markets because different cultural or educational systems can change investors’ behavior. Deaves et al. (2010) examined overconfidence based on German data from a monthly ZEW Finanzmarktestitch with 350 financial market participants. The findings show that the market experience is not efficient for better-calibrating behavior.

Further, although market participants were overconfident, such behavior was not linked to self-attribution bias. Abbes (2013) tested whether overconfidence behavior was an explanatory factor for the 2008 global crisis through the closing price and trading volume data in the market index of 15 developed and developing countries. The empirical results reveal that poor news was more efficient for investors than good news. Except for Japan and Singapore, the author found an overconfidence indicator, a positive relationship between volatility and trading volume, in all countries.

In another study in Egypt by Metwally and Darwish (2015), they tested if investors trading on the stock exchange were overconfident by analyzing the period from 2002 to 2012, which they divided into four sub-periods. The findings show that the periods 2002–2004 and 2005–2007 were upward and stable; however, the periods from 2008 to 2010, i.e., the global financial crisis, and 2011–2012, i.e., the Egyptian Revolution) were downward and volatile. The relationship between return and trading volume is examined by Metwally and Darwish (2015) via a vector autoregressive model (VAR), delay selection, impulse response functions, and Granger causality testing. They suggest that investors behave overconfidently in the Egyptian stock market. Particularly, past returns achieved by investors were positively associated with current trading volume in the first lag, negatively associated in the second lag, and positively related among the third and fifth lags. This finding shows that the Egyptian stock market is characterized by overconfidence and self-attribution bias. Based on Iowa Electronics Market data, Berg and Rietz (2019) investigated the market’s efficiency over two alternative behavioral finance suggestions, i.e., the longshot bias and overconfidence behavior. They found that even though the market is efficient in the short run, overconfidence behavior influences prices in the medium and long run. However, they did not find proof of the market’s longshot bias. A survey on investors from Delhi was conducted by Kansal and Singh (2018), who claim that overconfidence behavior is connected with over-trading. However, no difference was noticed between the two genders in overconfidence behavior. Another survey on investors from Egypt by Metawa et al. (2019) stated that investors’ intuition, age, gender, and education level positively affect investment decisions. Furthermore, the authors show that market experience does not significantly impact investment decisions; thus, investors are more susceptible to not considering emotional factors after being more experienced.

Trejos et al. (2019) tested the relationship between overconfidence behavior and the disposition effect. They revealed that career, gender, and education level explain overconfidence better than age, nationality, and profit, which are insignificant. Moreover, they stated that investors under the disposition effect are more susceptible to gaining overconfidence behavior.

Investigating overconfidence behavior in the Saudi stock exchange, Alsabban and Alarfaj (2020) employed monthly return and trading volume data during 2007–2018 and found that investors were overconfident. Arifin and Soleha (2019) surveyed participants trading in the stock exchange, i.e., university students. They found that investors characterized by risk-seeking are dominant in the stock market; hence, overconfidence is widespread and linked with investors’ attitudes toward risk. However, overconfidence is not affected by financial literacy. Using the Z-tree software in an experiment containing 56 subjects from the University of York in the U.K., Şahin and Özlem Yılmaz (2014) reported the exhibition of overconfidence by most subjects; they were higher than average regarding general knowledge. However, regarding finance knowledge, they reported no difference in underconfidence among subjects with no previous investment experience. Sheng and Sabherwal (2019) analyzed overconfidence behavior in the options market, revealing that options trading volume was positively associated with past stock returns. They also found that overconfident investors are more inclined to trade options. Qasim et al. (2019) surveyed 150 subjects investing in the Pakistan stock exchange, suggesting that investors were overconfident. Zhang et al. (2019) found that investors were overconfident by testing transactions from various households investing in the Chinese stock market from 2014 to 2015. Hwang et al. (2020) analyzed the influence of overconfidence on house prices in the U.K. during 1980–2014. They showed that households in the northern region exhibited more overconfidence than those in the southern region. These authors also stated that the recent increase in house prices had been impacted directly by the overconfidence of households. Phan et al. (2020) examined stock exchanges in countries like Vietnam, Thailand, and Singapore during 2014–2018; they revealed that investors in Vietnam and Singapore were overconfident, while those in Thailand were underconfident.

Time series analysis and experimental research or survey techniques have been used to investigate overconfidence in stock markets. Bolaman and Yücel (2012) investigated whether return increases overconfidence behavior and whether overconfidence increased market volatility in Turkey from 1991 to 2011. They showed a significant positive causality from the return to trading volumes, while there was no evidence of an association between overconfidence and volatility. Tekçe and Yilmaz (2015) documented that individual stock market investors have overconfident behavior in Turkey. They also indicated that men were more overconfident than women; investors in developed regions showed less overconfidence than investors in poorly developed regions, and age and portfolio assets
diminished overconfidence. These results align with studies examining overconfidence in China and Taiwan. Tekin (2020) surveyed 522 students in various universities and investigated the existence of behavioral biases, such as overconfidence, control illusion, and over-optimism in their financial decision-making processes. Tekin (2020) proposed a scale for behavioral bias, which can be employed in future studies when testing the influence of behavioral biases.

Extant literature depicts overconfidence as a widespread phenomenon in financial markets. Prior research analyzed overconfidence behavior in stock markets using various periods and methodologies, confirming the existence of overconfidence. To the best of our knowledge, our model is the first to analyze overconfidence in the U.S. stock market, i.e., the S&P 500 index, using nonlinear methodologies by considering the COVID-19 period. The empirical literature shows that many studies apply the method of impulse response functions to examine overconfidence in stock markets (Ahmed et al., 2023b; Sheikh and Riaz, 2012; Statman et al., 2006; Zaiane and Abaoub, 2009). Conversely, this paper employs the novel nonlinear impulse response analysis with local projections that differentiate between the responses of trading volume and return shocks among various regimes and the new nonlinear Granger causality test that applies feedforward neural networks.

After the COVID-19 pandemic, researchers have been investigating the impact and implications of the pandemic, as a shock and crisis, on financial markets and financial commodities, concluding that markets behave differently during health crises and pandemics compared to pure financial crises. Early research on the pandemic commonly shares the impact of the pandemic on financial markets. For example, Baker et al. (2020) investigated the U.S. market reaction to the pandemic, providing that the U.S. stock market reacted so much more forcefully to COVID-19 than to previous pandemics. Similarly, Pandey and Kumari (2021) used event study methodology to test the impact of the pandemic on developed and emerging markets, showing that Asian markets were hit the most severely. Wang and Wang (2021) investigated the efficiency in several financial markets, demonstrating a drop in efficiency measures and the existence of safe-haven investments. Akhtaruzzaman, Boubaker, and Lucey (2021) state that gold partially served as a safe haven depending on the sub-period health crisis. Contessi and De Pace (2021) studied the spillover effect from the Chinese markets to other global markets; they show evidence of transmission channels to other global markets and heterogeneous recovery patterns. In the same regard, energies were among the most affected during the pandemic. Chang et al. (2020) showed that investors behave unlike in different crises; after the global financial crisis in 2008, investors were more susceptible to present herding in the stock market, but during SARS and COVID-19, they may unwisely sell their assets. Akhtaruzzaman, Boubaker, and Chiah (2021) differentiated the risk exposure between oil supplies and users, showing that suppliers had the highest positive exposure to oil price risk. Matos et al. (2021) and Miklesh et al. (2023) studied the sectoral contagion in the U.S. and Europe, providing the strategic role of the energy sector as the first to react to the pandemic.

On the other hand, the pandemic has shown some positive environmental impacts; greenhouse gas emissions have been reduced significantly, emphasizing the role of sustainable financial instruments compared to traditional ones. In this regard, Cicchiello et al. (2022) investigated the credit spread of E.U green bonds, revealing that green bonds’ credit spreads rose notably following the outbreak. However, vaccines news triggered green bonds’ credit spreads to fall below conventional bonds. Overall, green bonds were riskier and less resilient to adverse events while benefiting during favorable circumstances.

In light of COVID-19-related literature, we conclude that the related literature focused only on the pandemic period. However, we contribute to the ongoing debate by investigating the overconfidence in the U.S. S&P 500 before and during the pandemic’s peak using novel approaches, adding to the behavioral finance and COVID-19 literature. Our findings give evidence of overconfidence among investors in the U.S. stock market. Such behavior may be linked to the increase in the number of investors. However, there is a decline in the rate of returns during the study period, implying uncertainty caused by the COVID-19 pandemic.

Like the COVID-19 pandemic, the Russian-Ukrainian (R-U) war that started in early 2022 impacted economies and markets. Accordingly, behavioral issues could also be investigated during the war. Early research shows negative abnormal returns in global financial markets due to the war (Abbassi et al., 2022; Boubaker et al., 2022; Khalfaoui et al., 2023), revealing the investors’ fear and negative expectations of global markets due to significant geopolitical tensions and wars. Tosun and Eshraghi (2022) studied the impact of the R-U war on corporate decisions and performance, showing that firms staying in Russia underperform due to investors imposing penalties, generating higher trading volumes due to selling pressures on the remaining firms.

3. Data and methodology

We analyze the daily closing prices and the trading volume for the S&P 500 index from the Bloomberg Terminal. We cover the period from January 4, 2016, to August 31, 2021, covering 1424 daily observations. This time frame is chosen due to the data availability, the change in total prices and trading volume, and providing a reliable period for the long run. Considering the COVID-19 pandemic as the crisis period, we cover the pre-crisis (from January 2016 to February 2020) and during-crisis\(^2\) (from March 2020 to August 2021) state of the economy. In the first step in the methodological approach, daily returns were calculated using the following formula:

\[ R_{it} = \ln\left( \frac{P_{it}}{P_{i,t-1}} \right) \]  \hspace{1cm} (1)

Where \( R_{it} \) is the return for a stock index \( i \) on day \( t \), and \( P_{it} \) is the closing price for an index \( i \) on day \( t \). Following the return calculation, we checked the stability of variables by running the augmented Dickey-Fuller test (ADF) test as presented by the following formulas:

\(^2\) Dates are chosen according to the official delcaration of the pandemic by the World Health Organization (WHO) on March 11 2020.
\[ \Delta y_i = \alpha + \beta y_{i-1} + \sum_{i=1}^{k} \delta_i y_{i-1} + u_i \]  
(2)

\[ \Delta y_i = \alpha + \phi y_{i-1} + \sum_{i=1}^{k} \delta_i y_{i-1} + u_i \]  
(3)

The deterministic term \( T \) refers to the trend. The ADF (Dickey and Fuller, 1979) is based on testing the hypothesis \( H_0: \delta = 0 \) against the alternative hypothesis \( H_1: \delta < 0 \). The null hypothesis of ADF was to check the presence of a unit root. Hence, we executed a new test, the Kwiatkowski–Phillips–Schmidt–Shin (KPSS) test (Kwiatkowski et al., 1992), which considers the variables stationary and offers more coherent results. The KPSS test depends on error terms from time series regressions with exogenous variables. We also employed the KPSS test because it is equally effective for observing the presence of the unit root for both linear and nonlinear time series. Considering the unit root test results, we calculated the logarithmic difference by adding the return series at its level and trading volume.

Granger (1969) was the first to propose the causality test. For stationary two-time series, i.e., \( X \) and \( Y \), predicting future results of information about the \( Y \) series, are based more on \( X \) series’ historical information than \( Y \) series’ historical information; the \( X \) series Granger causes the \( Y \) series. Following Ren et al. (2020), the VAR model is suggested to run the Granger causality test as follows:

\[ y_i = \sum_{i=1}^{p} a_i y_{i-1} + \varepsilon_{y,t} \]  
(4)

\[ y_i = \sum_{i=1}^{p} a_i y_{i-1} + b_i y_{i-1} + \varepsilon_{Y|X,t} \]  
(5)

Where \( p \) denotes the dimension of the VAR model, \( a_i \), \( a_i \), and \( b_i \) denotes the coefficients of the model, and \( \varepsilon_{Y|X,t} \) are the error terms. Granger causality between \( X \) and \( Y \) is observed by comparing the residual terms from the above models. Following Ren et al. (2020), the Granger causality index (GCI) can be computed through this formula

\[ CCI_{X\rightarrow Y} = \ln \left( \frac{\text{Var}(\varepsilon_{y,t})}{\text{Var}(\varepsilon_{Y|X,t})} \right) \]  
(6)

Where \( \varepsilon_{Y|X,t} < \varepsilon_{y,t} \), \( CCI_{X\rightarrow Y} > 0 \), indicating that \( X \) is the Granger cause of \( Y \). The classic Granger causality tests detailed previously are applied using linear models. Linear models result in incorrect findings because real-world systems present nonlinear dependencies among the series, as Tank et al. (2018) argue. Nonlinear methods commonly employ additional models to observe interactions in time series. Applying the following additional models leads to observing other nonlinear effects in the time series. This study adopts a nonlinear Granger causality test based on multilayer feedforward neural networks following Calvo-Pardo et al. (2021) and Montalto et al. (2015). They showed that the feedforward neural network is the most common statistical tool to be applied when running non-parametric regressions. Specifically, the advantage of the artificial neural network (ANN) is that without previous knowledge of the current physical processes, it can understand the mapping from the input to the output, which explains the large-scale arbitrarily complex nonlinear optimization problems. Furthermore, all the values obtained from the past are used in (ANN) forecasting. Table 1 indicates the Brock, Dechert, and Scheinkman (BDS)

Based on Montalto et al. (2015), a neural network comprises neurons lined up among layers. Specifically, the first is the input layer, which gets external inputs, and the last is the output layer, which provides the measurement results for the entire network. The remaining layers among the input and output are known as hidden layers or neurons, and to compute their numbers, we can rely on Vujicic et al. (2016). Fig. 1 depicts the virtual picture of the nonlinear Granger causality test process based on a multilayer (variable) feedforward neural network with one hidden layer (Calvo-Pardo et al., 2021).

\[ \text{NlinTS} \]  

\[ \text{R package for nonlinear Granger causality detection in time series, is used. Moreover, we run impulse response analysis in linear and nonlinear models employing local projections by applying the following packages dplyr, gridExtra, ggpudr, and lpirfs in the R software.} \]

\[ \text{We regressed the impulse response functions with the local projection model (LP) rather than using both vector autoregressive (VAR) and structural vector autoregressive (SVAR) models. There are several advantages to using the LP model compared to traditional models, such as VAR or SVAR. First, LP models are based on simple linear regressions, making them easier to regress. Second, it is easier to conduct points or joint-wise inferences. Finally, according to (Adämmer, 2019; Jordà, 2005), the LP approach is robust to misspecification, does not suffer from the dimensionality inherent to VARs, and is easily fit to nonlinearities. Successive to the pioneering work by to Ö. Jordà (2005), several studies employed the LP, methodology (Adämmer, 2019; Auerbach and Gorodnichenko, 2012; Favara and Imbs, 2015; Hamilton, 2011; Jordà and Taylor, 2016; Owyang et al., 2013; Swanson, 2021; Tenreyro and Thwaites, 2016). Jordà (2005) proposed using the ordinary least squares estimation (OLS) for every forecast horizon in the first step as follows:} \]

\[ \text{OLS test for nonlinear dependence in stock return and trading volume. The null hypothesis is that the remaining residuals are independent and identically distributed. Rejection } H_0 \text{ implies that the remaining structure in the time series could include a hidden nonlinearity or nonstationarity.} \]
\[ y_{t+h} = \alpha_h + \beta_h^1 Y_{t-1} + \cdots + \beta_h^p Y_{t-p} + u_{t+h} \quad \text{with} \quad h = 0, 1, \ldots, H - 1 \] (7)

Where \( \alpha \) refers to the intercepts’ vector, \( \beta_h \) refers to the coefficient matrices with lag \( p \) and forecast horizon \( h \), and the vector elements \( u_{t+h} \) indicate the autocorrelated, heteroscedastic disturbances. Kilian and Kim (2011) state that these regressions are known as LPs. The slope matrix \( \beta_h \) is the response of \( Y_{t+h} \) to a reduced form shock in \( t \), and the structural impulse responses are identified through this formula:

\[ \tilde{I}.R.(t, h, d_i) = \tilde{\beta}_h d_i \] (8)

Aiming to extend the LPs to nonlinear conceptual frameworks, we created two regimes by splitting data using a dummy variable. Adämmér (2019) and Auerbach and Gorodnichenko (2012) proposed calculating state probabilities by applying a logistic function that permits accounting for all model observations. This logistic function is provided in the following equation

\[ F(z_t) = \frac{e^{-\gamma z_t}}{1 + e^{-\gamma z_t}} \] (9)

\[ \text{var}(z_t) = 1, E(z_t) = 0 \] (10)

Where \( z_t \) is standardized, and \( \gamma > 0 \) refers to scale-invariant. Following Auerbach and Gorodnichenko (2013), it is suggested to standardize the filter’s cyclical components through the methodology of Hodrick and Prescott (1997) to obtain the variable \( z_t \). Besides, Adämmér (2019) demonstrated that the observations for both regimes are obtained from the transition function and endogenous variables as follows:

\[ \text{Regime 1}(R_1) = y_{t-l} \cdot (1 - F(z_{-l})) \quad \text{with} \quad l = 1, \ldots, p \] (11)

\[ \text{Regime 2}(R_2) = y_{t-l} \cdot F(z_{-l}) \quad \text{with} \quad l = 1, \ldots, p \] (12)
Ahmed and Cassou (2016) applied the nonlinear impulse response forecast based on Adämmer (2019) to analyze the influences of consumer confidence on durable consumer goods in expansion and economic recession periods. Then, we regressed structural nonlinear impulse responses by applying these econometric models:

\[ \hat{y}_t = \hat{\beta}_0 + \hat{\beta}_1 \hat{y}_{t-1} + \cdots + \hat{\beta}_p \hat{y}_{t-p} + \hat{\beta}_1 \hat{z}_{t-1} + \cdots + \hat{\beta}_q \hat{z}_{t-q} + u_t \]

Where \( \hat{\beta}_0 \), \( \hat{\beta}_1 \), \( \hat{\beta}_p \), and \( \hat{\beta}_q \) refer to the parameters matrices, which are finally identified according to the LPs as follows:

\[ y_{t+h} = \alpha + \beta_{t+h} y_{t-i} \cdot (1 - F(z_{t-i})) + \cdots + \beta_{t-h} y_{t-i} \cdot F(z_{t-i}) + \gamma_{t-i} \cdot F(z_{t-i}) + \cdots + \beta_{t-p} y_{t-i} \cdot u_{t-i} \]

4. Results and tests

Table 2 illustrates the descriptive statistics of the variables. The mean for stock return and trading volume are 0.00056 and 3915.2610, respectively. The minimum and maximum values for returns and volumes are (-0.0714; 0.0603) and (1296.540; 9878.040), respectively. We investigate the skewness and kurtosis values to detect whether the variables are normally distributed. The kurtosis values in the two variables are higher than 3; hence, the series presents fat tail distributions.

Furthermore, the stock return is skewed to the left, while the trading volume is skewed to the right. In sum, the two variable series do not follow a normal distribution.

Fig. 2 depicts the daily change in returns and volumes, in which trading volumes appear more volatile than stock returns. Table 3 summarizes the results of the Augmented Dickey-Fuller (ADF) and (KPSS) unit root tests (Dickey and Fuller, 1979; Kwiatkowski et al., 1992). As shown in Fig. 2, the return and volume series do not exhibit a deterministic trend. Therefore, we considered one specification of the ADF and KPSS tests, i.e., neither a constant nor a deterministic trend. In this case, the ADF and KPSS tests reject (accept) the null hypothesis of nonstationarity (stationarity) at the first difference for the trading volume series.

We run a VAR (p) model with nine lags between the two-time series to analyze the dynamic evolution of each variable across days and in relation to one another and to consider some days for the propagation of the information across the market. \( p \) is suggested as equal to three and nine days by the Akaike information criterion (AIC) and Goodness of fit criteria (BIC). The direction of the significant relationship was only from the return to trading volume. There was almost no significant relationship for the direction from trading volume to return. We reported only the results of the relevant VAR tests because the overconfidence hypothesis test is based on the direction from the return to the trading volume. Unreported results are available from the corresponding author upon request.

Table 4 reports the VAR model results. The rows show the influence of independent variables at lags 1–9. Since we aim to determine the impacts of stock return and trading volume on trading volume, the second block of rows and the two columns should be our focus. The first part shows that the direction from which the trading volume is determined by its lags. The Table demonstrates that the trading volume is negatively correlated with its past values at lag 1, 3 at 10%, and 5 at 5%. At the same time, it shows no correlation with the remaining lags. One possible explanation for this phenomenon is that we anticipate that trading volume’s past information should be more impactful and easier to be captured in a young market than in mature markets such as the S&P 500. However, the second block of rows shows that the trading volume predicts itself. Most lagged values of volumes from 1–9 days are significant at 1% and 5% with negative signs. This outcome is the Granger causality concept, where the trading volume also displays strongly negative autocorrelations in the presence of
past information from stock returns.
Furthermore, the positive association between trading volumes and stock returns at the lags from 1 to 6 is also coherent with the prediction that rising (falling) waves of stock return lead to a transient increase (decrease) in trading volume in the short term. Likewise, the changes in the trading volume are also negatively correlated with the lagged stock return, at 5% level with lag 7, 9. Thus, Figure 2.

Table 3
Results of the ADF and KPSS unit root tests.

<table>
<thead>
<tr>
<th>ADF test</th>
<th>Variables</th>
<th>(t) Statistics</th>
<th>P-value</th>
<th>KPSS test</th>
<th>Variables</th>
<th>(t) Statistics</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>S.R.</td>
<td>−48.8563 *</td>
<td>0.0009</td>
<td></td>
<td>SR</td>
<td>0.0676 *</td>
<td>0.1023</td>
<td></td>
</tr>
<tr>
<td>Ln (T.V.)</td>
<td>−4.95480 *</td>
<td>0.0009</td>
<td></td>
<td>Ln (T.V.)</td>
<td>3.6586</td>
<td>0.0104</td>
<td></td>
</tr>
<tr>
<td>Ln (T.V.) − 1</td>
<td>−61.7132 *</td>
<td>0.0009</td>
<td></td>
<td>Ln (T.V.) − 1</td>
<td>0.0018 *</td>
<td>0.1006</td>
<td></td>
</tr>
</tbody>
</table>

Note: * denotes rejection/acceptance of the null hypothesis (non-stationary/ stationary variable) at 1% significance level.
The table indicates that the stock return variable is stationary in level except for trading volume, which is stationary in difference

Table 4
Results of the 9-lag VAR analysis (Stock return and Trading volume).

<table>
<thead>
<tr>
<th>Independent Variables</th>
<th>Dependent Variable</th>
<th>Lag</th>
<th>S.R.</th>
<th>T.V.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adjusted R-squared</td>
<td>0.1799</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>F-statistics</td>
<td>34.0572 * **</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.2284 * **</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0.3444 * **</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0.2665 * **</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0.2235 * **</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0.2179 * **</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>0.7980 * **</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>-0.6393 *</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>0.4143</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>-0.4316 *</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adjusted R-squared</td>
<td>0.2224</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>F-statistics</td>
<td>46.3261 * **</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: The table reports the VAR model estimations with returns and volumes. The rows show the influence of independent variables at lags 1–9 by running the following models: $y_t = \sum_{i=1}^{p} a_i Y_{t-i} + \epsilon_Y$ and $y_t = \sum_{i=1}^{p} a_i X_{t-i} + b Y_{t-i} + \epsilon_{Y,X}$.* ** p < 0.01, * * p < 0.05, * p < 0.1
we can assume that returns could drive the movements in trading volume in the opposite direction.

To achieve Granger causality, we establish the VAR models considering two-time series of trading volumes and stock returns with length n, which are jointly stationary. Stock return time series is said to cause (Granger-cause) trading volumes if the prediction results of the future information of trading volumes based on the past information of stock returns and trading volumes are better than the results only based on the past information of trading volumes. However, we should distinguish between correlation and causality from a statistical standpoint. We should introduce the Granger causality to understand whether stock returns are useful in forecasting trading volumes.

Table 5 reports linear and nonlinear Granger causality test results. We chose lag length based on AIC values, i.e., lag lengths in stock return and trading volume are 3 and 9, respectively. This means that trading volume gradually and significantly increases with the stock return sequence length, being 2.5–3 times higher following sequences of more days. The F-statistics have probabilities of (0.000244; 2.867e−05), indicating a causal relationship between the stock return to trading volume. i.e., we reject the null hypothesis that stock return is not Granger’s cause of trading volume at the 5% level of statistical significance. This empirical result implies that investors in the S&P 500 index exhibit or suffer from overconfidence behavior. We mention that the causal relationship between stock return and trading volume is one-sided, as we do not find a statistically significant causal relationship between trading volume and stock return. As the overconfidence hypothesis test considers a causality relationship between stock return to trading volume, only the most relevant causality test findings are presented in Table 5. The results from other unreported causality tests are available upon request.

Fig. 3 displays the linear impulse response analysis results; one standard deviation shock from return affects trading volume in the panel’s upper right corner. The trading volume rises by roughly 0.02 units when a standard deviation shock in returns occurs during the first and second days. While the trading volume negatively responds to return shocks from the second day to the fifth, it returns to normal and responds positively between the sixth and seventh days. Based on impulse responses over forecast horizons of 20 days, we can see that the response of the trading volume to return shocks is positive and negative, changing from one day to another.

Figs. 4 and 5 display the nonlinear impulse response analysis results and apply the logistic function to differentiate between nonlinear impulse response analysis regimes. We consider no trend exists, and the shock type equals one standard deviation shock. We can see the trading volume variation if one standard deviation return shock occurs in both low and high returns. In Fig. 4, in the first and second days, as seen in the upper right corner of the panel in the low return regime, one standard deviation return shock helps diminish the trading volume. Next, trading volume responds positively to the return shock during the second and fourth days. Then, from the fourth to the ninth day, there is a decreasing tendency in the trading volume reaction to shocks from return. We can also say that the trading volume response to shocks from the return is mainly at low levels, starting from the fourth day. To sum up, the most remarkable positive trading volume reaction to a standard deviation return shock runs from 0.025 to 0.05. However, the greatest negative reaction was 0.05.

In Fig. 5, in the first and second days, as observed in the upper right corner of the panel in the high return regime, the trading volume rises by more than 0.1 units when one standard deviation return shock occurs. Following the second day, trading volume declined by 0.15 units to a shock from return. We can also say that the trading volume reaction to shocks from the return is positive but at low levels starting from the fourth day. Overall, the first trading volume response to shocks from the return goes beyond two days, and the reaction is higher in the high regime than in the low regime. Furthermore, we notice that response intensity diminishes after the second day. The trading volume reaction to shocks from the return does not disappear and continues until 20 days. Also, comparing the two graphs related to low and high return regimes, we can see that trading volume reaction to return shocks present certain asymmetries for different regimes. We also adopt impulse responses over 60 days forecast horizons as robustness checks. The results are not significantly different from those in Figs. 3, 4, and 5, as the trading volume reaction to the return shocks does not disappear and continues. We do not report results for 60 days to conserve space—however, they are available upon request.

Based on the analysis in this section, we provide evidence of overconfidence among investors. Such behavior may be linked to the increase in the number of investors. However, there is a decline in the rate of returns during the study period, implying uncertainty caused by the COVID-19 pandemic. Our results align with three related research areas. First, notwithstanding the evolution of financial markets, the results support previous findings on the existence of overconfidence in the U.S. market and other less developed markets, as shown by Odean (1998a) (1998b) (1999) and Barber and Odean (2000, 2001) and recently, Qiao et al. (2022) and Thi Tuyet Dao et al. (2023) who document overconfidence among U.S. CFOs and Vietnamese managers. Second, from a methodological standpoint, perhaps, the causality between return and trading volume is the prevailing approach, as appeared in Barber and Odean (2000, 2001).

In this research, we build on the previous academic work by introducing two novel nonlinear modeling and forecasting techniques

<table>
<thead>
<tr>
<th>Linear Granger Causality test</th>
<th>Nonlinear Granger Causality test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proper lag order</td>
<td>9</td>
</tr>
<tr>
<td>Granger causality index</td>
<td>0.0322</td>
</tr>
<tr>
<td>F-statistics</td>
<td>4.8509</td>
</tr>
<tr>
<td>P-value</td>
<td>0.0002</td>
</tr>
<tr>
<td>Critical value (5%)</td>
<td>3.1378</td>
</tr>
<tr>
<td>Proper lag order</td>
<td>9</td>
</tr>
<tr>
<td>Granger causality index</td>
<td>0.0883</td>
</tr>
<tr>
<td>F-statistics</td>
<td>112.8112</td>
</tr>
<tr>
<td>P-value</td>
<td>0.0000</td>
</tr>
<tr>
<td>Critical value (5%)</td>
<td>4.1410</td>
</tr>
</tbody>
</table>

Note: In this table, we report both linear and nonlinear Granger causality test results. We chose lag length based on AIC values; i.e., lag lengths in stock return and trading volume are 3 and 9, respectively. The F-statistics have probabilities of (0.000244; 2.867e−24), which is lower than 0.05, indicating a causal relationship between the stock return to trading volume. We reject the null hypothesis that stock return is not Granger’s cause of trading volume at the 5% level of statistical significance.
applied to test overconfidence, studying the COVID-19 period. We provide that the impulse response analysis that we employed and has been previously developed is a valid method to capture overconfidence, which supports the findings by (Alsabban and Alarfaj, 2020; Metwally and Darwish, 2015; Sheikh and Riaz, 2012; Statman et al., 2006; Zaiane and Abaoub, 2009). Third, by covering part of the COVID-19 pandemic, our results align with previous research, considering the pandemic a shock to financial markets and inducing heterogeneous behaviors among different markets and asset classes due to investor behavior in discounting positive/negative information (Akhtaruzzaman, Boubaker, Chiah et al., 2021; Akhtaruzzaman, Boubaker, Lucey et al., 2021; Baker et al., 2020; Pandey and Kumari, 2021; Wang and Wang, 2021).

Fig. 3. Representation of the linear impulse responses. This figure plots the linear impulse responses of the trading volume to a standard deviation shock in stock return. Lines indicate the estimates, and the gray area is the 90% confidence interval. The y-axis is percentage points, and the x-axis is the days after the shock. Sample period January 2016–August 2021.

Fig. 4. Representation of the nonlinear impulse responses over the low return regime. This figure plots the nonlinear impulse responses of the trading volume to a standard deviation shock in stock return over the low return regime. Lines indicate the estimates, and the gray area is the 90% confidence interval. The y-axis is the percentage points, and the x-axis is the days after the shock. Sample period January 2016–August 2021.
5. Conclusions

We investigate the relationship between stock return and trading volume to test the overconfidence behavior among investors in the U.S. stock market (i.e., the S&P 500 index) covering the COVID-19 period. In particular, we used daily data from January 4, 2016, to August 31, 2020, to examine the causal relations between the S&P 500 index return and the trading volume and the trading volume reactions to shocks from returns over various regimes. We build on the previous academic works by introducing two novel nonlinear modeling and forecasting techniques to test overconfidence studying the COVID-19 period, i.e., nonlinear Granger causality analysis based on multilayer feedforward neural networks and nonlinear impulse response analysis based on LPs developed by Calvo-Pardo et al. (2021) and Montalto et al. (2015). The methods adopted appear to capture the overconfidence among U.S. investors during the COVID-19 pandemic, contributing to the existing literature on investors’ behavior and the effect of the pandemic.

Results from causality analysis are consistent with the hypothesis that stock returns cause trading volumes. We find that this causal association between return and trading volume reinforces our confidence in the existence of overconfidence behavior in the U.S. market. The two different regimes in nonlinear impulse response analysis can be related to whether the market returns are low or high. We show a fast response from trading volume to the return shocks between the two regimes. There is a stronger response from the second to the fourth day, and the response becomes lower in the coming days compared with the first days. Precisely, for a low return regime, while the first trading volume reaction to shock from the return is negative, the response is positive following the second day. For a high return regime, the reaction of the trading volume mainly increases to the return shock between the first and second day. Furthermore, we state that trading volume responses to shocks in returns present asymmetries over various regimes.

The findings of this research have direct implications for market participants. On the one hand, investors present overconfidence behavior when trading on the S&P 500 index. Moreover, this overconfidence behavior, i.e., positive trading volume reaction to shocks from the return, occurs under delay in the low return regime. The behavior is stronger for the first days in the high return regime. Alternatively, evidence of asymmetric trading volume responses suggests that investors and portfolio managers should consider the type of return regime in the market to predict which behavior is the most dominant.

The evidence of investor overconfidence in the S&P 500 index again questions why investors considering small amounts of investment undergo additional losses. These findings concur with studies from stock markets like the U.S. The result shows that trading volume reactions to shocks in return do not disappear, indicating that overconfidence is primarily dominant and persistent behavior in the U.S. market. Besides, as we find only a causal relationship supporting the direction from returns to trading volumes, we confirm that the increase in trading volume, even due to overconfidence behavior, does not lead to any significant return variation. Finally, research studies considering making important contributions to developing financial literacy will give investors the necessary knowledge and skills to make more rational decisions instead of judgments resulting from overconfidence.

In this regard, future research could be extended to cover the personal traits of investors and financial managers, distinguishing between retail and institutional investors. The Russian-Ukrainian war of 2022 is another arena where behavioral traits in financial markets could be tested, building on the early research that demonstrates negative abnormal returns in global financial markets (Abbasi et al., 2022; Boubaker et al., 2022), revealing the investors’ fear and negative expectations of global markets due to significant events.
geopolitical tensions and wars. The impact of the R-U war on corporations could also be extended, building on Tosun and Eshraghi’s (2022) work in showing that firms staying in Russia underperform due to investors imposing penalties, generating higher trading volumes due to selling pressures on the remaining firms.
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